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Abstract—In recent years, the multimedia forensic commu-
nity has put a great effort in developing solutions to assess
the integrity and authenticity of multimedia objects, focusing
especially on manipulations applied by means of advanced deep
learning techniques. However, in addition to complex forgeries as
the deepfakes, very simple yet effective manipulation techniques
not involving any use of state-of-the-art editing tools still exist
and prove dangerous. This is the case of audio splicing for
speech signals, i.e., to concatenate and combine multiple speech
segments obtained from different recordings of a person in
order to cast a new fake speech. Indeed, by simply adding a
few words to an existing speech we can completely alter its
meaning. In this work, we address the overlooked problem of
detection and localization of audio splicing from different models
of acquisition devices. Our goal is to determine whether an audio
track under analysis is pristine, or it has been manipulated by
splicing one or multiple segments obtained from different device
models. Moreover, if a recording is detected as spliced, we identify
where the modification has been introduced in the temporal
dimension. The proposed method is based on a Convolutional
Neural Network (CNN) that extracts model-specific features from
the audio recording. After extracting the features, we determine
whether there has been a manipulation through a clustering
algorithm. Finally, we identify the point where the modification
has been introduced through a distance-measuring technique.
The proposed method allows to detect and localize multiple
splicing points within a recording.

Index Terms—Audio forensics, audio authentication, micro-
phone fingerprints, splicing detection, splicing localization

I. INTRODUCTION

HE rapid developments in technology and the increas-
ingly widespread availability of advanced processing
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techniques have made the creation and distribution of multi-
media content more accessible to everyone. It has also become
much easier to create synthetic content or modify existing
one making indistinguishable to everybody the difference
between originals and copies anymore. This is especially true
in the field of audio recordings, where the latest developed
technologies can synthesize very realistic voices [1], clone
voices with few training samples [2], or fill in small audio
gaps controlling the synthesized words [3].

Despite these techniques offer a great potential in many
fields, they can also be used for malicious purpose (e.g.,
creating fake speech for fake news spreading, defamation,
etc.). If such a forged audio recording is shared online or is
presented as evidence in a court of law, it becomes crucial
to determine if it presents traces of manipulation or not. For
this reason, the forensic community is pushing toward the
development of forensic detectors tailored to identify advanced
audio editing techniques [4]-[10].

Despite these new possibilities in audio forgery, classical
and simple tampering approaches still prove valid and danger-
ous. This is the case of audio splicing, i.e., to create an audio
recording as a composition of multiple concatenated audio
pieces obtained from one or more audio tracks. Creating a
spliced audio track is as easy as to perform some copy-paste
operations. However, if applied to speech, the results can be
worrisome and detrimental. For instance, think at how easy it
is to twist the meaning of a speech by simply adding a negation
(e.g., a spoken “not”) at some point of the recording. For this
reason, we believe that it is necessary not to overlook the
development of forensic detectors for more classical forgery
operations.

In the light of this, in this paper we propose a novel tech-
nique for detection and localization of speech audio splicing.
This means, given a speech audio recording under analysis,
to determine if it has been manipulated through splicing (i.e.,
detection) and identify all time instants in which a splicing
has possibly been operated (i.e., localization). The method we
propose is based on the assumption that each different audio
piece that is concatenated with the others contains specific
characteristics that differentiate it from the other pieces. It
is therefore possible to estimate if these characteristics of
the audio recording change over time in order to detect and
localize splicings.

This idea has been exploited in the literature by techniques
focusing on estimating changes in specific parameters like
noise level [11], bit depths [12], Electric Network Frequency
(ENF) [13] or reverberation times [5]. In our work, we follow
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the same principle as [5], but we exploit traces left by the
recording device (i.e., smartphone model in our case). This
means that we detect and localize splicing whenever the
spliced audio pieces have been recorded with different acqui-
sition pipelines belonging to different models of acquisition
device. The reason behind this choice is twofold:

e Due to the widespread use of social platforms and
messaging apps, it is nowadays easy to collect several
speech tracks from the same person obtained from multi-
ple recording sessions characterized by different devices
(e.g., interviews from different news channels, personal
social network pages, etc.). This makes multi-device
splicing more and more popular, hence the need to deal
with it from a forensic point of view.

o The literature on detecting and characterizing audio
recording devices is rich and deep. This provides us
with well-established methods to extract device traces,
which increase the robustness of our splicing detection
and localization technique.

Concerning the last statement, several methods that investi-
gate the task of microphone identification have been proposed
in the literature. There are methods based on some audio
features such as [14]. This uses descriptors extracted from
the audio recording and then cluster them with K-Means.
Alternatively, in [15] the authors use Mel Frequency Cepstrum
coefficients (MFCCs) and a Support Vector Machine (SVM)
to identify different microphones. More advanced methods
are based on Convolutional Neural Networks (CNNs) and
extract some features directly from the audio recording. It
is worth noting that CNN-based techniques are nowadays
considered the most accurate methods in the literature to
solve audio device classification problems. An example in this
direction is [16] in which the authors adopt a CNN to extract
the microphone characteristics from the Short-Time Fourier
Transform (STFT) of the recorded signal.

Despite microphone identification is a topic deeply studied
and different methodologies have been proposed, the task of
determining the location of an editing point by exploiting mi-
crophone characteristics has not been thoroughly investigated.
To the best of our knowledge, the only work that investigates
the use of microphone cues to detect spliced traces is [17].
However, this method works under strong assumptions, i.e.,
the splicing point position must be known a-priori and the
technique verifies it.

The method we propose for speech splicing detection and
localization works as follows. Given a recording under anal-
ysis, we first adapt a well-established CNN-based method
[16] to extract audio embeddings relative to different models
of acquisition device from different time windows. We then
apply a clustering step to possibly detect inconsistencies
among the embeddings, which is sign that traces of multiple
devices are present. If splicing is detected, we localize the
splicing point by measuring embedding distances, and refine
detection results. Finally, we perform additional iterations of
the technique until all splicing points have been detected.
The method is tested on a dataset built on purpose starting
from the MOBIPHONE database [18]. Results show a 96%
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Fig. 1. Schematic interpretation of the device attribution problem. Given an
audio recording, the goal is to detect which device has been used to acquire
it.

balanced accuracy on detection, and an average error on
splicing localization of 0.012 second.

To summarize, the contributions of this paper are the
following:

e We propose a splicing detection and localization al-
gorithm for audio speech recordings, which is a task
overlooked in the literature.

o This work is the first to explore the problem of splicing
localization making use of traces left by different models
of acquisition devices.

« This is one of the first attempts in detecting and localizing
multiple splicing points, rather than stopping at just one
splicing.

o We consider the challenging situation in which our anal-
ysis window may not be aligned with the actual splicing
point, as in a realistic situation.

The paper is organized as follow. Section II reviews the state
of the art on audio device attribution and splicing detection
and localization techniques. Section III reports the formal
description of the problem addressed in this work. Section IV
describes the main steps of the proposed technique when
applied to detect and localize a single splicing. This provides
the reader information about the proposed pipeline. Section V
highlights the advanced aspects of the proposed method in
order to better deal with audio windowing and extend the tech-
nique to the case of multiple splicings. Section VI presents the
used datasets. Section VII describes how we select the feature
extractor CNN and the parameters of our method. Section VIII
presents the performance results on splicing detection and
localization. Section IX shows a test of the presented method
on a real case. Section X reports an experiment conducted to
broaden the concept of traces left by an acquisition device.
Finally, Section XI concludes the paper.

II. STATE OF THE ART AND BACKGROUND

Audio forensics is a branch of the broad field of forensic
science. It refers to the acquisition, analysis, and interpretation
of audio recordings as part of an official investigation [19].
Several audio forensic methods have been proposed in the
literature for many different problems.

In this section we provide an overview of audio forensic
methods related to the audio device attribution and splicing
detection and localization problems faced in this work.
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A. Audio Device Attribution

The goal of audio device attribution is to associate a given
audio track to the device used for its acquisition (see Figure 1).
Some works refer to this problem as microphone classification
task, even if the classification is done on the complete acqui-
sition pipeline and not only on the microphone. The initial
works on audio source attribution used microphones as source
devices. However, due to the increasing amount of available
mobile devices, most recordings are nowadays obtained with
smartphones. Therefore, also the source attribution domain
evolved, and the most recent studies focus on associating an
audio recording to the mobile phone used to record it [20].

In the literature, there are several methods to solve the
problem of audio source attribution. One of the first method
has been proposed by Kraetzer et al. in [14]. In this work, the
authors suggest a set of audio steganalysis-based features to
cluster, with K-means, or to predict, with Naive Bayes classi-
fiers, both the microphone and the environment. Buchholz et
al. [21] instead propose to use features extracted from Fourier
coefficients from the near-silence segments to solve the micro-
phone classification task. Both works have been improved by
Kraetzer et al. in [22], where it is demonstrated that with the
combination of statistical features and unweighted information
fusion, it is possible to improve the classification accuracy.
Another method has been proposed by Garcia-Romero and
Wilson in [23]. In this paper, the classification is performed us-
ing Gaussian Support Vectors (GSVs), derived from the means
of a trained Gaussian Mixture Model (GMM). A new study
by Jiang and Leung [24] added a kernel-based transformation
from the original GSV feature vector to another projected
space, resulting in a better performance for the microphone
recognition task. In [25] Panagakis and Kotropoulos propose
random spectral features and classifiers based on the sparse
representation. The same authors improved this study in [26]
with labeled spectral features and SVM as a classifier.

Given that the most commonly used devices nowadays are
mobile devices, many novel solutions have been proposed to
classify the acquisition smartphone. The first study focusing on
mobile phones is [15], in which Hanilci et al. use MFCC and
a SVM to classify 14 different mobiles. In another study [27],
they make a comparison among different acoustic features
for mobile phone classification. The study concludes that in
general, MFCCs perform better compared to other cepstral
based features such as Linear Frequency Cepstrum coefficients
(LFCCs), Bark Frequency Cepstrum coefficients (BFCCs) and
Linear Prediction Cepstrum coefficients (LPCCs). Neverthe-
less, with mean and variance normalization, LPCCs provide
the best classification results. Moreover, the authors observed
that adding corresponding delta features (i.e., derivatives of
order one and two) to the original cepstral features results in
better performances.

Non-speech regions of the recorded audio were used in [28]
for the cell-phone recognition task. Pandey et al. [20] use the
estimate of power spectral density of the speech-free regions
of the audio recording for source cell-phone classification
tasks. Noisy part of the speech is utilized in [29] to extract
MFCC feature vectors. In [18], intrinsic traces of cell-phone

left on the recorded audio are captured by first extracting the
MEFCC feature vector at the frame level, then training a GMM.
Finally, GSVs are taken as a template for each of the devices.
Maximum classification accuracy of 97.6% is achieved on 21
cell-phones of seven different brands. GSVs have also been
used for cell-phone verification [30].

Li et al. in [31] proposed an unsupervised method for
cell-phone clustering. Deep auto-encoder networks are used
to extract intrinsic signatures of a recording device. Spectral
clustering is used to form a single cluster for the audio
recordings of the same cell-phone. Concatenation of MFCC
and inverted MFCC (IMFCC) feature vectors are used in [32]
to capture device-specific traces. Additionally, Luo et al. [33]
proved that the frequency response curve computed from the
recorded audio could represent a robust device signature. A
feature vector named BED (Band Energy Difference) has been
derived to capture device-specific signatures. Qin et al. in
[34] have explored the problem of cell-phone classification
in the presence of five different types of noises. Cell-phone
attribution in the presence of AWGN noise has been faced in
[16], and [35]. However, these two systems use synthetic tones
compared to real-world recorded audio signals. The method in
[35] requires the suspected cell-phone to be available during
the identification or authentication phase.

A channel attention mechanism based on subband awareness
was used in [36] to recognise different cell-phone models. This
approach utilizes a multi-stream network that leverages the
distinctions between frequency bands, which contain crucial
information for identifying the unique characteristics of built-
in microphones. As a result, this method is capable of accu-
rately recognizing cell phones from various manufacturers, as
well as different models from the same manufacturer. Baldini
et al. in [37] propose microphone identification method based
on the combination of a CNN with spectral entropy features.
A dimensionality reduction technique is proposed for spectral
representation of audio signals captured from distinct micro-
phones. The proposed method uses spectral features derived
from Shannon entropy and Renyi entropy, in conjunction with
the ReliefF algorithm. However, also this work as [16] use
synthetic tones.

Despite multiple techniques have been proposed in the
years, the use of Deep Learning (DL)-based methods seems
to be the de facto standard in the modern literature. For this
reason, in our work we start from the CNN proposed in [16]
to extract device-related features.

B. Splicing Detection and Localization

Another problem of interest in audio forensics is the detec-
tion and localization of splicing forgeries. Detecting a splicing
means to be able to tell if an audio recording is a composition
or not. Localizing a splicing means to identify the point where
a manipulated track has been altered.

To our knowledge, localization has not been still profoundly
explored in the literature. Furthermore, the existing works on
tampering localization are not based on microphone analysis.

An example is the study in [13] where the authors propose
an audio forensic tool to assess audio authenticity. Their tool
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is based on the ENF. This is a signal embedded in audio files
when the recording is taken with the device connected to an
electrical outlet or when specific microphones are affected by a
magnetic field. The authors analyze discontinuity in the phase
of the power grid signal and then localize the splicing point
at the discontinuities.

Another approach was used by Grigoras and Smith in [12],
based on quantization level analysis to detect tampering in
audio signals. The authors underline that PCM recording with
low bit-depth, whenever processed by classic editing software,
exhibit 16-bit of quantization instead of the original 8-bit or
12-bit only in correspondence of the tampering borders, or
whenever external 16-bit content is spliced in the file.

In [38] Gartner et al., the method proposed to detect
manipulation inside an audio signal is based on the analysis
of discontinuities in the framing grid. Also here, when a
discontinuity is found, tampering is detected and localized at
the corresponding time instant.

Another different approach by Alan J. Cooper can be found
in [39]. In this work, the author proposes a method based on
the analysis of butt-spliced edits. Forgeries are often created
using simple editing techniques such as butt-splicing. This
can leave traces as discontinuity in the audio waveform. The
method is time domain-based, uses a high pass filter on the
audio data, and models the discontinuity at higher frequencies.
The method then adopts a template to discover potential edits
in the filtered signal.

Some other approaches detect splicing by analyzing noise
levels in the audio signal. For instance, Pan et al. compute
global and local noise levels of audio data and identify
abnormal changes in the noise level [11]. Meng et al. compute
local noise levels with respect to each syllable in the speech
signal [40]. Yan et al. [41] address the problem of composite
audio with signals from different sources but with similar or
equal Signal to Noise Ratio (SNR). This work locates splicing
points from the variances of MFCCs.

Zhang et al. introduced a splicing detection technique in
their study [42], which relies on detecting high-frequency sin-
gularities. Splicing operations often create singularities in the
waveform, and the authors took advantage of this characteristic
to develop a method that identifies high-frequency singularities
in the wavelet transform. The method is based on the combi-
nation of a CNN plus a Long Short-Term Memory (LSTM),
that has the objective to learn the sequence information.

Jadhav et al. [43] use the short-term Fourier transform
of spliced audio signals directly as input to a CNN. They
propose a solution based on a DL technique, and the method
they propose is robust under added white Gaussian noise and
dynamic range compression. However, this work does not
consider the highly relevant case of splices from recordings
of the same speaker.

A different process was used by Capoferri et al. [5]. They
explore in this paper the use of reverberation cues as a
feature to detect and localize the point of splicing in an
audio recording. In fact, distinct recordings may be recorded
in different environments that are typically characterized by
different reverberation cues. This method can be explained in
three steps. They first apply a time-frequency transform on

the time domain signal, then estimate the reverberation time
in the free decay region, and finally, analyze the estimated
reverberation times to determine the splicing location.

The authors got successful results, but the approach pre-
sented some intrinsic problems that affected the localization
results. The main problem is that the reverberation time can
be estimated only in the free decay region, so they could not
localize the correct time instant of the splicing.

A new approach to solve both the detection and the local-
ization was proposed in [9]. In this work the authors used
a transformer architecture to solve this task. They simulated
various types of post processing operations that can hide
splicing, and trained a seq2seq architecture for detect and
localize the splicing points. The results achieved are promising
but also in this case there are intrinsic problems connected to
the model proposed. The first one is on the vocabulary used
to train the transformer that limits the localization precision.
The second one is that this kind of architecture needs a large
number of samples to be trained properly and achieve good
results.

To the best of our knowledge, the possibility of exploiting
device traces to assess the integrity of an audio recording and
detect splicing has been seldom studied in the literature. A
study in this direction can be found in [17]. In this work, the
authors proposed a method of audio tampering based on the
microphone classification but without providing any algorithm
for localization. The authors assumed that the location of the
splicing borders was known beforehand to simulate a setup
similar to the one often asked in court cases. This setup is,
of course, not applicable if the splicing location is unknown,
which is often the case and that we are going to address in
the following pages. The microphone classification algorithm
is based on the work [44], but in this case, the channel
models the frequency response of the microphone instead of
the environment. On top of that, they build the tampering
algorithm that relies on a SVM with a Radial Basis Function
(RBF) kernel. They test the method on different encoding
types and bitrates, reaching an overall accuracy of 95% on
detection.

III. PROBLEM FORMULATION

In this work we focus on the problem of speech audio
splicing detection and localization. This is a problem of
interest because it is reasonably easy to create fake speech
audio recordings and completely change their original meaning
by simply cutting and pasting a few words. This can lead to
serious problem if we think, e.g., to a politician speech.

For a splicing operation to be effective from a semantic
point of view, it is necessary that the attacker has a large
enough library of speeches from the person of interest, in order
to properly select words and sentences to be combined. In this
context, it is possible that the audio tracks used for the splicing
were recorded using different models of acquisition devices.
Therefore, we can expect that a spliced recording exhibits
traces from multiple recording devices. Our technique exploits
these traces to detect and localize splicing.

Formally, let us take into account M audio pieces (i.e.,
portions of audio recordings) X1, X2, ..., X3 acquired with the
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same sampling frequency. Each piece x,, is a vector of N,,
samples, which depends on the length of the single recording.
Moreover, each piece x,, has an associated label [,,, which
indicates the model of the used recording device. A spliced
recording Xgpliced Can be built by concatenating x1,Xs, ..., Xps
as

» XM (D

If all M pieces have been acquired with the same model (i.e.,
I = lmy1 for m € [1,..., M — 1]), we cannot expect any
change in device footprints over time. However, if at least
two of the M slices belong to different classes (i.e., 3 m :
lm # lm+1), then the device characteristics of Xgpiicea should
change at the different devices concatenation samples.

Given a recording x with a length of N samples, we can
associate to it a label ¢ € [0,1], where 0 means that the
recording is pristine, whereas 1 means that the recording
results from a splicing operation. In our device-based context
this translates to

Xspliced = [X1,X2, ...

oo 1, ifﬂm.: I, # g1, @)
0, otherwise.
Detecting a splicing means to be able to compute a label ¢
that is an estimate of c.

If we detect tampering in the audio recording (i.e., ¢ = 1),
we also estimate the splicing points, i.e., an approximation of
the sample indexes where the concatenations took place. This
means to compute all sample positions 7,,, estimates of the
samples n,, corresponding to a change in device model.

Formally, the m-th splicing point is defined as

=3 N, 3)

i<m

Localizing the splicing points means estimating the set A/ of
samples that represent the change point from one model to
another defined as

N = {nm i # L1, m € [17 oy M — 1]} 4

Figure 2 shows a visual representation of a spliced audio
waveform. The recording x is composed by four pieces x;,
X3, X3 and x4. The color of each x,, piece denotes its class
in terms of device model (i.e., [,,). In red we highlight the
n,, belonging to the set N. For instance, we do consider ng
as a splicing point, as the device used to acquire x2 and x3
is the same. However, we can localize n; and ns.

IV. PROPOSED METHOD (MAIN PIPELINE)

In this section we provide all the details behind the main
pipeline of the proposed method for audio splicing detection

X

X1 X2 X3 X4
o|||II|o||||||"|I|||||II|o||||||||||||I||I|Io||||||||l|”|||||||
@ . &

Iof

Fig. 2. Splicing concatenation example with four audio pieces and three
different classes. Each color represents a recording device model. Splicing
points that we consider for localization are highlighted in red.

and localization based on traces left by the acquisition device
model. In order to better focus on the overall pipeline and
clearly explain the role of each block, in this section we
consider the case of a single splicing. We leave to the next
section the discussion on how to improve the method to
deal with multiple splicing and to exploit a better windowing
approach.

The idea behind our method is to use an audio device
classification algorithm to extract significant audio descriptors
in time, and explore them to build an identification and local-
ization algorithm that searches for possible inconsistencies.

With reference to Figure 3, given an audio recording under
analysis, we first pre-process it to obtain a time-frequency
representation. Then, we use a modified version of a CNN
architecture originally devised for microphone identification
[16] to extract a time-series of feature vectors. These vectors,
which supposedly contain the intrinsic characteristics of the
input microphone, are used as input to a clustering technique to
decide if the analyzed recording is a composition of different
device models or not. If we detect a tampering in the recording,
we apply a localization procedure to localize a candidate
splicing cut point. Localization information is used to further
refine detection results.

In the following we better detail each block of the pipeline.

A. Time-Frequency Transform

The first block of our pipeline is the time-frequency trans-
formation, which is necessary to prepare the input data for
further feature extraction.

Formally, let us consider we have an audio recording x.
The first operation to apply to the signal is windowing. The
x signal is divided into W non-overlapping windows of L
samples, with the w-th window defined as x". The output of
the pre-processing step is a matrix X,;, which contains the log
magnitude of the STFT of each w-th window defined as

X" = log(|STFT(x")]), 5)

with w € [1, ..., W] denoting the window index.

B. Features Extraction

The second step of the pipeline consists in extracting a
series of feature vectors by means of a CNN. This CNN is
based on the work presented in [16], in which the authors
illustrate a possible approach to solve a smartphone classifica-
tion problem. The results they achieved were very successful,
thus motivating us in using this network as a feature extractor
for our algorithm. In particular, we train this CNN to solve
a smartphone classification task as shown in [16], but we use
the features extracted at an intermediate layer of the network
as an embedding characterizing the acquisition device. Note
that different feature extractors than [16] can in principle be
used. The better the feature extractor, the better the splicing
detection and localization capabilities.

The network architecture is shown in Figure 4. It is com-
posed by a series of convolutional layers with ReLu activation
interleaved by MaxPooling layers and batch normalization.
After these blocks, two dense layers reduce the dimensionality
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Fig. 3. Proposed method pipeline for solving one splicing point detection and localization.

of the data up to the number of considered device classes. The
first convolutional layer has a kernel size of (24,24), stride
equal to (2,2) and the padding option is set to “same”. The
second convolutional layer has a kernel size of (4,4) with
same stride and padding used before. The last convolutional
layer has a kernel size of (1,1). In the first Dense layer we
add also a kernel regularizer, in particular an L2 regularizer
with a penalty of 0.01.

Y (5015,16) (5015,16)
W™ batch norm conv2
(1025,32,1)
convl

Fig. 4. CNN proposed in [16] used for feature extraction with an input of
size 1025 x 32. The numbers are referred to the input size of each layer.

We train the CNN as multi-class classifier for microphone
identification using sparse categorical cross-entropy as loss
measure as shown in [16]. In doing so, the last layer of
the network can be considered a one-hot encoding of the
microphone labels. After training, we extract model-related
features from the output of the first dense layer as commonly
done in the literature. Indeed, this provides us with a higher
dimensional feature vector with respect to the number of
classes used in training, and does not depend on the number
of classes.

Formally, we can say that when the CNN is fed with the
input X, it returns as output the model label estimate

[ = argmax CNNy, (X"), (6)
and the feature vector of interest as
£ = CNNpeno(X®). 7

The feature vector £* is composed by F' elements. So for each
spectrogram X" we extract a feature vector f* having a fixed
length F'. The set of feature vectors extracted for all the W
windows is defined as

F={f"%Yven,..,w] 8)

This is used in the next step.

C. Detection

The next step is to detect if the audio recording has been
tampered with by means of splicing operations. To do this, we
apply a clustering technique to the set of features vectors f*
extracted by the CNN from each window of the input audio
recording under analysis.

The idea is that a pristine recording is composed of win-
dows that all share very similar device model information,
hence feature vectors. Conversely, if an audio recording is a
composition from multiple device models, the feature vectors
extracted in time should change at some point.

In our method, we propose to use a procedure based on the
K-Means algorithm [45]. We use the K-Means to divide the
extracted feature vectors into two groups. If the two groups
are far apart enough we can say that the initial recording was
manipulated, otherwise we can conclude that no manipulation
is detected. The detection pipeline can be summarized in the
following steps:

o Apply the K-Means clustering algorithm.

o Compute the centroids of the corresponding clusters.

o Compute the distance between cluster centroids.

o Label the input recording as being tampered or not
according to this distance.

In the first step, we apply a K-Means algorithm to the
feature vectors f*. From the K-Means we obtain as many
clusters as we asked for (two in our case). For each cluster
we compute the centroid. Let us consider F}, as the set of all
features belonging to the cluster number k. The k-th cluster
centroid is computed as

1
e = > £ ©)
|]:k)‘ :fveFy
where | - | indicates the cardinality of a set, and the sum is

performed element-wise on each element of the vectors f* so
that 1y, shares the same dimensionality of a feature vector f*.

In the second step we compute the distance between the
found centroids. In our study, we empirically decided from
preliminary experiments to use the Euclidean distance as
a distance measure. The distance between two centroids is
defined as

d=|lp1 — pa2ll2 (10)
with the [|-||2 operator computing the ¢? norm.

The final decision is taken based on a threshold mechanism.
We set a threshold, and if the distance computed between the
two centroids is higher than the threshold, we state that the
recording has been modified, as we can see features belonging
to more than one model.
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Formally, we assign the preliminary tampering class label
as

. {Oifdgvpm, an

C =
pre Lif d > Ypre,

where vy is tuned based on a validation set of data.

D. Localization

If the analyzed signal is labeled as fake, i.e., formed by
different model recordings as in Equation (1), the localization
algorithm is applied to find the samples in which there is the
change of model. Now we illustrate the proposed localization
algorithm, in the basic scenario of one splicing point.

The main idea is that we can compute the distance between
feature vectors belonging to neighboring windows from the
audio recording. Distances should be small as long as we
analyze windows recorded with the same model. Conversely,
if the model change at some point, we should observe a high
distance. The time instant in which we observe a high feature
distance indicates the splicing point location.

Formally, let us consider an input recording Xgpiiced defined
as in Equation (1) (i.e., by concatenating M sources of
different lengths). We can compute the cosine distance y[w]
between consecutive features extracted from the w-th and
w + 1-th window of the signals Xgpjiceq under analysis as

fw . fw+1

L — (12)
[[£]] - [[f L]

ylw =1~
The splicing point is identified in the position in which y[w]
shows its maximum. Formally,

W = arg max y[w] (13)
corresponds to the detected splicing window index, that can
be mapped into an audio sample index as
n=wL+1, (14)
where L is the length of a window in sample.
Figure 5 shows an example of y[w] where a clear maximum
can be detected.

Fig. 5. Example of y[w] computed with Equation (12). The maximum
obtained for w = 10 indicates a splicing point.

E. Detection Refinement

After estimating the splicing point, we perform a refinement
on the detection step based on the value of the maximum
associated to the splicing point. This prediction is based on a
threshold mechanism. We set a threshold and if the maximum
value is below the threshold we conclude that the audio
recording is pristine and was wrongly detected as spliced by
K-means. Formally,

5)

) 0 if maxy[w] < Yref,
Cref = .
Lif maXy{w] > Yrefs

where ~.r is a selected threshold tuned empirically on a set
of validation data.

In Section III we defined the goal of the detection phase as
the computation of ¢. After refinement, we set ¢ = Cret.

V. PROPOSED METHOD (ENHANCED)

In the previous section, we described our general proposed
pipeline in a simplified case. We considered the presence of a
single splicing, and we did not take into account the fact that
the real splicing point may fall within a window of signal,
rather than between two windows.

In a realistic scenario, we have to assume that:

o More than one splicing point in an audio recording can
be present.
« The splicing point is not always in between two windows.

For these reasons, we created an advanced pipeline, adding
some blocks to the basic one. This section explains which
blocks we added and how they make the method applicable
to realistic scenarios.

A. Multi-shift

The localization pipeline described in Section IV-D works
with the assumption that the splicing point occurs in the
correspondence of the window change point. This means that
if we use the localization pipeline described in Section IV-D
we suffer from two major issues:

o We feed the feature extractor a window containing sam-
ples coming from two device models, which is a situation
for which the CNN has not been trained.

e We introduce a localization error since we estimate the
splicing point in the window change point.

In Figure 6 we show a visual representation of the first major
issue described above. The figure depicts a splicing between
two recordings x; and x,. It also reports two scenarios
(case (a) and case (b)) of signal windowing. In case (a),
the splicing point falls within the analyzed window x“, so
the window x" contains samples from two different models.
Instead, case (b) represents the ideal case in which the splicing
point falls between two consecutive windows. To solve these
problems, we propose to enhance the proposed method with an
analysis technique called multi-shift. This procedure analyzes
the audio recording multiple times, each time starting from a
shifted starting point. We consider each shift as a single audio
recording and follow the pipeline explained in Section IV.
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Fig. 6. Visual representation of the issue present in the localization pipeline
described in Section IV-D. In case (a), the window x" contains samples from
multiple models. In case (b), the splicing point falls between the windows x*
and x¥~1,

The main idea is that we should be able to find one good
shift that ensures that the splicing point is in a good position
with respect to the window borders. At the end, we merge
the results from the different runs to achieve a more precise
splicing point localization prediction.

Let us assume that the feature extraction CNN works
correctly given that the input X" is obtained from a L samples
window containing the vast majority of samples from a single
model. Only a fraction of p samples (i.e., pL samples) can
belong to a different model. We run the proposed pipeline )
times. Each time, we run it on a version of the input x to
which we remove an amount of pL samples at the beginning
with respect to the previous run (see Figure 7). Formally, the
g-th run is performed on the signal x, corresponding to x
deprived by its first (¢ — 1)pL samples. Q is set to a value so
that we skip at most one window of L samples in the last run
(e, (Q—1)pL < L < QpL).

According to this procedure, there exist one x, for which
the splicing point falls within a window with a margin of
at most pL samples from the window border. The proposed
detection and localization method should then correctly work
on this selected run, while showing more uncertain results on
the other runs. In practice, on the correct run, y[w] will exhibit
the highest maximum.

With this idea in mind, we can estimate the index of the
best run by computing

G = argmaxy,, (16)
q

where y, corresponds to y computed on the g-th run. We
then compute estimate the index of the window containing
the splicing as

W = argmax yg[w]. (17)

w

Finally, we convert the window index into a sample index by
correcting for the shift as

n=(w+gdp)L+1. (18)

This is the estimated splicing point in samples.
In Figure 8 there is an example of the distances y[w], after
applying the multi-shift operation with @ = 5.

B. Multiple Splicings

The other problem in the basic pipeline is detecting more
than one splicing point. In fact, if we use the pipeline described
in Section IV we can detect only one splicing point, but we
want to detect and localize all the splicing points inside the
analyzed audio recording.

L
X
1t on o o tonon oo ot oo o
pL,
oot ol s ol oe e foa s
2L
i e e
(@- 1)L

Fig. 7. Visual description of how the multi-shift operation is performed. Each
row represent one of the ) runs. For each run we remove the first pL samples
before starting the windowing process with L sample long windows.

Fig. 8. Example of y4[w] computed @ times using the multi-shift technique.
Each yq[w] shows a maximum around w = 9 or w = 10. We estimate
W =9 as y4[w] has the highest peak.

We solve this issue by making the algorithm iterative. After
detecting and localizing the first splicing point, we split the
audio recording into two slices by cutting the recording at the
predicted splicing point. We then analyze each slice as a single
audio recording, repeating the basic pipeline.

The algorithm keeps running iteratively until one of the
following stopping conditions is reached:

« No more splicing are detected (i.e., Crer = 0)

o The minimum length of the audio file for proper analysis

is reached (the length must be greater than 2L to have at
least two windows).

Figure 9 reports a visual example of the iterative process.

X1 Xo X3 X4

a1 (TR T R e e

i, -||--|||||-||||||||-||||||||-|||||--|--||||||||-|||||--|||||||-
etiflfuojet]f| gl etpt]fatfisn]if
ny n3

Fig. 9. Example of the iterative process with three classes and two splicing
points.

VI. DATASET
In this section we explain the dataset we used in our study.
The dataset we decided to use is the MOBIPHONE dataset
[18]. This is a collection of 4800 utterances recorded with
21 mobile phone models from seven different brands. For
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each phone there are tracks obtained recording 24 speakers
from TIMIT [46], 12 males and 12 females. For each speaker
we have 10 sentences. The TIMIT is a corpus designed to
provide speech data for acoustic-phonetic studies and for the
development and evaluation of automatic speech recognition
systems. We followed the same approach explained in [47]
and [48] in which they excluded the model “Samsung s5830i”
due to the short duration of its recording.

In Table I, we report the complete list of brands and cell
phone models used in this study. There is also the class label
tag associated to each mobile phone class.

To be more realistic, we decided to adopt an open-set
approach, so not all the models of the dataset have been used
for network training. This is essential to check if we can detect
and localize splicing also when models different from the ones
seen by the feature extractor are used.

We divided the dataset in the following way:

¢ Training: models from class 0 to 15, speakers from 1 to
16.

o Test: models from class O to 15, speakers from 17 to 24.

e Open-set: models from class 16 to 19, speakers from 17
to 24.

From the test set and open set audio recordings we have built
the splicing dataset. The splicing dataset has been obtained by
creating all possible pairs and triplets of recordings (with and
without smartphone model change), always considering the
same speaker within the pair or triplet. This is important so to
ensure that we only detect device model changes, and we do
not detect splicing due to different speakers. In this way we
were able to get 2560 pairs and 51200 triplets, that we used
to test the method as explained above. We will refer to this
dataset as the Clean version.

In addition to this, to check the robustness of our method
we generated additional versions of the dataset by adding
noise or compressing it, as often done in literature [16] [49].
For the noisy datasets we decided to use an Additive White
Gaussian Noise (AWGN) with different SNRs. As SNRs we
decided to use 15dB, 20dB, 30dB, 40dB. On the other hand
for the compression datasets we decided to use the Adavnced
Audio Coding (AAC) compression pipeline (a standard for
smartphones), with different bitrates. The bitrates adopted are
96 kbit/s and 128 kbit/s.

TABLE I
LisT oF MOBIPHONE MODELS

Class  Brand and Model | Class Brand and Model
0 Apple iPhone 5 10 Samsung Galaxy GT-19100 s2
1 HTC desire ¢ 11 Samsung Galaxy Nexus S
2 LG GS290 12 Samsung GT-N7100 (galaxy note2)
3 LG L3 13 Sony Ericson ¢510i
4 LG Optimus L9 14 Sony Ericson ¢902
5 Nokia 5530 15 Vodafone joy 845
6 Nokia C5 16 HTC Sensation xe
7 Samsung e1230 17 Nokia N70
8 Samsung E2121B 18 LG Optimus L5
9 Samsung E2600 19 Samsung GT-I8190 mini

VII. PARAMETERS SELECTION

In this section we report details about the parameters we
chose in our pipeline, from the CNN feature extractor to the
different thresholds.

A. Feature Extraction CNN

In order to choose the best smartphone classification net-
works, we did some experiment on different architectures and
combinations. We compared two networks, the first one taken
by Baldini et al. [16] and the second one by Zeighidour et al.
[50]. The second CNN is slightly different from the first one as
it has more layers and a higher number of hyper-parameters,
which we set as explained in [50]. The first one is the network
we decided to use as it showed the best results for our task.

The training was done on the training set, composed as
explained before by 16 speakers per class. The optimizer used
is the RMSPprop with a learning rate set to 0.0001 [51]. The
number of epochs was set to 100, unless the training was
automatically stopped in case of overfitting on small validation
set extracted from the training one. We set a Dropout equal to
0.3. The loss function to minimize is the sparse categorical
cross-entropy function. As explained in Section IV-B the
network has been trained to solve a smartphone classification
task.

Notice that this is the only training step of our entire
pipeline. In this step we do not need to use spliced data. We
only work with original recordings from different models.

Figure 10 shows the confusion matrix that captures the
attribution performance of the network proposed in [16] on
the test set. These results show that with this network we are
able to get successful results in terms of classification, with a
final accuracy value of 95%.

This motivates us in using this network as feature extractor.

0.05

0.07 0.08 0.04

True label

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Predicted label

Fig. 10. Confusion matrix obtained with the CNN proposed in [16] on the
test set reported in Table I (i.e., classes from O to 15).
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B. p selection

The p parameter is used to select the ) value, so how many
time we scan the audio signal starting each time pL samples
after the previous one, as described in Section V-A. The p
value represents the portion of a different class that can be
present in a window in order to get the desired accuracy in
prediction of the original class.

We tested the CNN on the classification task for 10 different
values of p, and then we analyzed how the accuracy changed
with respect to p values. In other words, after training the
CNN, we built 10 different test sets (one per p value). Given
a certain p, we tested the CNN in classifying a window of
samples composed by pL samples from one device and (p —
1)L samples from another device, with the goal of recognizing
the second device.

Figure 11 shows the achieved results, using random combi-
nation of models in the test set reported in Table 1. The curve
shows that for p = 0 (i.e., all samples in the analysis window
come from a single device), the CNN works with an accuracy
higher than 90% (confirming the results from Figure 10). As p
increases (i.e., more samples come from a different device), the
CNN performance worsen as expected (as the CNN analyses
a mix of samples from multiple devices). When p = 1, all
samples in the window come from a different device, and the
CNN always fails as expected.

From these results we decided to use a value of p equal to
0.2. In this way, we are able to have an overlap of 80%, an
accuracy above 70% and in the same time limiting the iteration
to S.
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Accuracy
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Fig. 11. Mean accuracy change with different p values.

C. Threshold for K-Means

In order to detect the presence of splicing, we threshold
the quantity d computed as in Equation (10) representing the
distance between features from different models. To do so,
we computed the value d for multiple slices pairs (belonging
or not to the same model), taken from the test and open set,
and we evaluated the results by means of Receiver Operating
Characteristic (ROC) curves and Area Under the Curve (AUC).

To perform this evaluation, we had to work with pairs of
classes, since the ROC measures a binary classifier. So we built
all the possible pairs among the various classes. Then we built
the distance signal y[w], as explained in Equation (12).

Figure 12 reports the ROC curve we used to select the
threshold 7pr. From the ROC curve we extracted the threshold
as the one that maximized the accuracy. The value we obtained
for the threshold 7y, used in Equation (11) is 0.2.
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False Positive Rate
Fig. 12. ROC for K-Means threshold selection.

D. Threshold for detection refinement

We adopted the same approach explained in Section VII-C,
to determine the right threshold for the detection refinement.
We build the ROC curve based on the maximum value of each
predicted splicing point (i.e., max y[w]), and the we found the
best threshold that separates the true splicing point from the
wrong ones.

In Figure 13 there is the final ROC curve we used to select
the threshold ~s. From this ROC curve we obtained a value
of et equals to 0.3.
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Fig. 13. ROC for max values threshold selection.

VIII. PERFORMANCE

This section presents the results achieved by our splicing
detection and localization method. The results are divided in
three subsections: Detection, Localization and Iterative results.

In Section VIII-A and Section VIII-B we report the results
for detection and localization, respectively. In both sections the
results have been obtained testing the method on one splicing
point, so two different models concatenated together (i.e., the
dataset composed by track pairs). The results are organized in
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tables and the test were done on the clean pairs dataset, the
noise dataset and the compressed one.

In Section VIII-C we report the results achieved with the
iterative algorithm, so testing the method on multiple splicing
points as in a realistic condition. These results are obtained
considering the dataset composed by triplets of recording, in
its clean form, the noisy ones, and the compressed ones.

A. Detection

After determining the optimal threshold and verifying that
it was adequate for all the classes as explained in the pre-
vious section, we tested the clustering algorithm reported in
Section IV-C.

1) Comparison Against Baselines: The first set of exper-
iments is aimed to test our proposed method against some
baselines.

As first baseline (i.e., Baseline I), we considered the ap-
proach explained in [5]. Instead of using the K-Means, we used
the max value of the distance sequence to obtained the predic-
tion label. The second baseline (i.e., Baseline II) is obtained
using the method explained in [52]. This approach is based
on computing the correlation between features and detect the
splicing using a threshold on the minimum correlation value
obtained by and audio recording.

Concerning our method, we show the performance in two
situations: considering the preliminary estimation Cp. (i.€.,
Proposed); considering the refined result ¢.¢ as reported in
Section IV-E (i.e., Proposed Refinement). This could be inter-
preted as a sort of ablation study on the use of the multi-shift
refinement.

Figure 14 shows the ROC curves obtained for the two base-
lines (Baseline I and Baseline II) and our method (Proposed)
tested on the clean dataset (i.e., tracks not affected by noise or
compression). The ROC curves have produced by thresholding
the distance values d, i.e., the output of the detection before
computing the value ¢,e.
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Fig. 14. ROC curves comparison among baselines and proposed method.

These results show that the proposed method achieves the
same AUC of the best baseline. However, this is not the only
metric of interest.

To better capture the behaviour of the method, Table II
reports the outcome of the clustering algorithm on the clean

dataset in terms of balanced accuracy when the best working
point is selected. In practice, we consider as true positives
all the spliced tracks that are correctly detected, and as true
negatives all the tracks that are correctly detected as not
containing any change.

These results show that the proposed preliminary method
outperforms both baselines. The refinement step improves the
accuracy even more, up to 96%.

In addition to these results we have tested also the method
proposed by Jadhav et al. in [43]. This work is based on a
CNN trained to detect the presence of a splicing point inside
an analyzed window. With this pipeline tested on our dataset,
we were able to achieve an overall accuracy of about 87%.
So also in this case our method is the best performing one for
the detection problem.

TABLE I
DETECTION RESULTS ON THE CLEAN DATASET OF TRACK PAIRS.

Method Balanced Accuracy
Baseline I [5] 0.765
Baseline II [52] 0.859
Proposed 0.906
Proposed Refinement 0.960

2) Robustness: As additional experiment, we tested the
behaviour of the proposed method on tracks corrupted by noise
or compression.

The choice of additive noise is to test the method under
more realistic working conditions in which attackers may de-
cide to apply some additional operations after splicing to mask
possible forensic traces. Indeed, adding noise to multimedia
data can be seen as a very simple but often effective anti-
forensic technique.

The choice of testing the methods against compressed audio
recordings also goes in the direction of working in a more
realistic case. It is indeed expected that audio recordings
are seldom uncompressed. They are rather almost always
compressed to either limit the space on the device onboard
memory, or save bandwidth during transmission. It is also well
known that compression may hinder forensic traces in multiple
scenarios.

Table III reports the results obtained with the augmented
datasets, created as explained in Section VI. In this case
we do not report the baselines anymore, as they are always
outperformed.

These results show that the proposed method is robust to
both compression and additive noise, as only a few percentage
points of accuracy are lost with respect to the clean dataset
scenario. Moreover, the boost in performance obtained by
using the refined technique are evident.

B. Localization

Once the tampering is detected we need to find the splicing
point. To do this we used the localization algorithm explained
in the Section IV-D.

To evaluate how well the localization works we set an error
measure as the difference between the predicted point and the
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TABLE III
DETECTION RESULTS ON THE NOISY AND COMPRESSED DATASET OF
TRACK PAIRS.

Method Dataset Balanced Accuracy
SNR 40dB 0.884
SNR 30dB 0.879
Proposed SNR 20dB 0.805
SNR 15dB 0.742
AAC 128 Kbit/s 0.886
AAC 96 Kbit/s 0.872
SNR 40dB 0.952
SNR 30dB 0.942
Proposed Refined SNR 20dB 0.879
SNR 15dB 0.808
AAC 128 Kbit/s 0.954
AAC 96 Kbit/s 0.950

true splicing cut point. The error is expressed in seconds and
is defined as:

19)

where n is the true splicing point, 7 is the predicted one and
S is the sampling rate.

1) Comparison Against Baselines: As first experiment, we
compare our method against a baseline on the clean dataset.
Also in this case we used as baseline the method explained in
[5]. Our method, in fact, can be seen as an advanced version
of this baseline because they in the work [5] considered only
one version of the signal, whereas we analyzed the signal Q-th
times. In addition we compared our method with the pipeline
proposed by Moussa et al. in [9]. In this work they propose
a transformer architecture for audio splicing localization. The
transformer is trained to detect splicing points with a minimum
error of 0.5s, so just from how the architecture is trained we
can say that our method outperforms their pipeline. Moreover
we tested their method on our dataset, and the average error
is about 4.5s. This is due, in our opinion, because the two
architectures are trained to solve a similar problem but in
two different cases. In fact the transformer architecture is not
trained to detect the splicing points if the manipulation is only
a change of the device used for the recording.

The results of the localization method are reported in
Table IV, and for each method we reported both the mean
and the standard deviation of the obtained error e. Results
show that the proposed enhancement on the ) runs of the
base localization step strongly improve the results.

TABLE IV
LOCALIZATION RESULTS ON THE CLEAN DATASET OF TRACK PAIRS.

Method Error
Mean Std
Baseline I [5] 0.540 4+ 4.556
Proposed 0.012 £ 3.863

To better visualize the performance of the proposed method
we show the histogram of this error measure in Figure 15. The
horizontal axis represents the localization error e in seconds.
The vertical axis represents the occurrence over the test set of

clean pairs. Negative values show that the detected splicing
point precedes the actual splicing.

From these results we can see that the proposed method
hardly makes an error larger than 1 second in localizing a
splicing when it is detected.
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Fig. 15. Histogram of the localization error measure for the clean dataset.

2) Robustness: As we have done for the detection results,
we report in Table V the results obtained with the augmented
datasets to test the robustness of our method to editing
operations like noise addition and compression.

TABLE V
LOCALIZATION RESULTS ON THE NOISY OR COMPRESSED DATASETS OF
TRACK PAIRS.

Method Dataset Error
Mean Std
SNR 40dB 0.046 £ 4.489
SNR 30dB 0.196 £ 5.650
Proposed SNR 20dB 0218 £ 6.853
SNR 15dB 0416 £ 7.515
AAC 128 Kbit/s  0.048 £ 3.876
AAC 96 Kbit/s 0.006 =+ 3.789

C. Iterative results

This section presents the results obtained with the complete
iterative pipeline.

We built the test data with triplets of models from Table I.
As explained in Section VI we have created the dataset with
all the possible triplets for each speaker, considering both test
and open set models. This means that in an audio recording
there can be zero, one or two splicing points, depending on
the models used in the triplet.

As for the previous section the detection results are shown
in terms of balanced accuracy, consider as true positive the
true model changes and as true negative the true no changes.
In this case, we achieved 92.4% for the preliminary detection,
and 95% for the refined one.

For the localization we use the mean and the standard de-
viation of the error, computed as explained in Section VIII-B,
considering only the correct detection. For the localization the
mean error takes into account the average error on all splicing
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Fig. 16. Case study with 2 models (classes 0 and 19), and 3 splicing points.
The colour of each waveform corresponds to the class model.
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points per test track. We achieved an average localization error
of 0.581 seconds, with a standard deviation of 2.769.

IX. CASE STUDY

In this section we show how the proposed pipeline performs
on a realistic case. To do so, we consider a longer speech
track with more than two splicing points to evaluate how the
iteration process performs in a more challenging scenario. The
considered case is more similar to real conditions, where we
have to deal with more complex audio tracks that contain an
unknown number of forgeries.

In this example we created a spliced audio recording using
two models from the MOBIPHONE dataset, namely classes 0
and 19. We considered the same speaker for both classes, i.e.,
number 11. We merged the audio recordings of the selected
smartphones to create a new recording with 3 splicing points.

To consider the most challenging scenario possible, we
selected one device among the training set models, class O,
and the other among the open-set ones, class 19.

To better understand the example, we have reported all the
iterative steps in the Figure 16. The first row of the Figure 16
shows the spliced audio recording we built. Each color of
the audio waveform represents a model class and the splicing
points correspond to the color changes.

Each row of the figure represents a step of the iteration
process. The blue boxes report the summary values of each
iteration. In particular, we report the true splicing point n in
samples, the predicted one n in samples, and the distance value
d at the predicted splicing point.

As described in Section V-B, we have split the audio
recording into two parts at the predicted splicing point for
each step after the splicing localization. Then we repeated the
proposed method for each part until we reached one of the
stop conditions explained in Section V-B.

As can be deduced from the reported results, the proposed
method performs well also in a more complex scenario. We
were able to detect all the splicing points present in the audio
recording, with an average error about 0.1 seconds.

X. BEYOND ACQUISITION DEVICES

In this paper, we have addressed the problem of splicing
detection and localization considering the analysis of traces
left by the acquisition device. However, the concept of acqui-
sition device traces is very broad. These traces may derive
from the microphone. Alternatively, they may be due to some
specific onboard processing and equalization. In other cases,
these traces may be left by compression.

In this section, we perform a preliminary experiment to
investigate if the proposed method is capable of working
on other kinds of traces that can be compared to those of
the acquisition device. We take into account audio tracks
obtained through synthetic speech generators. We consider
tracks synthesized by different generation algorithms as if
they were acquired with different devices. Indeed, we know
from the literature that different synthetic speech algorithms
leave different traces [53]. We aim to see whether our feature
extractor is capable of capturing traces that distinguish real
speech from synthetic one, as well as to tell different synthetic
generation algorithms apart. Indeed, if this happens, it means
that we could use the proposed splicing detection and local-
ization algorithms also to spot if a speech is a composition of
real and synthetic tracks, or tracks from multiple generators.

To do so, we present an evaluation of the proposed method
on two distinct tasks: deepfake detection and attribution. To
assess the generalization ability of our CNN, we conducted
experiments on the ASVspoof 2019 dataset [53] using the
model trained on the microphone classification task. This
dataset includes various synthesis algorithms that can be
treated as different microphones. Our evaluation involved two
separate sub-tasks: first, detecting whether a track is bonafide
or spoofed, i.e., deepfake detection; and second, identifying
the specific algorithm used to generate the synthetic track,
i.e., deepfake attribution. To perform these tasks, we utilized
the CNN architecture shown in Figure 4, which was originally
trained on the MOBIPHONE dataset. To analyze whether the
extracted features can be used for both problems, detection and
attribution, we used a Random Forest classifier trained on top
of the features extracted with the MOBIPHONE pre-trained
extractor CNN.

Figure 17 shows the confusion matrix for the detection
problem, where class O stands for bonafide and class 1
represents the spoof class. It is possible to see that the pre-
trained feature extractor works nicely in distinguishing real
from synthetic speech.

Figure 18 reports the confusion matrix for the attribution
problem, where class numbers are referred to the ASVspoof
2019 notation used to differentiate the different generators,
where we consider ASVspoof 2019 voice conversion and text-
to-speech algorithms. It is possible to see that the selected four
synthesizers can be clearly separated. This is surprising given
that the feature extractor was only trained on MOBIPHONE
data, and a very simple Random Forest was used for classifi-
cation purpose.

These preliminary experiments show the effectiveness of our
proposed method in detecting and attributing deepfake audio,
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Fig. 17. Confusion matrix obtained for the deepfake detection problem with
the CNN in Figure 4. Values below 4% are not reported.
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Fig. 18. Confusion matrix obtained for the deepfake attribution problem with
the CNN in Figure 4. Values below 4% are not reported.

and showcase its ability to generalize across different tasks
and datasets.

XI. CONCLUSION

This work proposes a new methodology for audio forensic
analysis exploiting traces left on a recording by acquisition
devices. Specifically, we have addressed two main tasks:

e Detecting if an audio recording comes from a single
recording or it is a splicing generated concatenating slices
from different models.

o Localizing the splicing points in order to separate the
concatenated slices from the original one.

The devised methodology is based on a CNN able to extract
suitable features from the audio recording, K-Means clustering
algorithm to recognize the presence of traces from multiple
models, and a distance measure to localize the splicing points.
We also enhance the basic pipeline with a multi-shift operation
to achieve a better precision in localization and an iterative
process to find multiple splicing points.

The method has been evaluated on a dataset built on top
of the MOBIPHONE one, that we used both for training the
CNN and to test the entire algorithm.

The proposed approach has shown promising results both in
detection and localization. In particular the pipeline described

in our work achieves outperforming accuracy. The detection
stage shows 96% accuracy, while the maximum localization
error is about 0.012 second on clean recordings. This results
highlights that the proposed method is a valid approach to
solve both detection and localization tasks.

Given the achieved promising results, future work will
be devoted to extend the method in two direction. On one
hand, we would like to deepen the study on the applicability
of the proposed technique to synthetically generated audio
tracks given the preliminary promising results. Moreover, we
would like to make the feature vector extractor capable of
capturing traces left by audio editing techniques in addition
to device ones. Finally, it could be interesting to investigate
the scenario in which the recordings have been transmitted
between smartphones or obtained through wiretapping.
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