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Text to Speech (TTS) synthesis is a problem almost as old as Natural Language Processing (NLP). The focus of this
problem is on creating tools capable of generating a voice uttering a given text. These tools have many applications, from
assistive technologies to chatbots and virtual assistants. Older solutions to build TTS tools relied on concatenative synthesis
(either diphone or unit selection) (Jurafsky and Martin, 2009). Nowadays, deep learning powered solutions have shown
impressive generative capabilities are becoming the standard technology to build TTS tools (Tan et al., 2021): models
like Tacotron (Skerry-Ryan et al., 2018), DeepVoice (Ping et al., 2018), or FastSpeech (Ren et al., 2019) can generate
incredibly natural voices. The naturalness of the generated speech is also helped by the use of neural vocoders that convert
spectrograms into fluent and natural speech waveforms, replacing to the Griffin-Limm algorithm (Zhu et al., 2007).

Most recent deep learning models try to go beyond mere speech generation from the text. As a result, newer models try
to factorise the probability predicted by these generative models to the condition it on various aspects: speaker’s voice,
speaking style, or prosody (Tan et al., 2021). While in some cases, as speaker conditioning, it is possible to build separate
and re-usable models to extract the latent representation that encoders the desired information (Jia et al., 2018), in others,
like speaking style prediction, the encoder of the latent representation is an integral part of the TTS model (Wang et al.,
2018), yielding to a strong coupling between style encoder and TTS that makes the sub-modules hardly re-usable.

In this work, we focused on speaking style conditioning and detaching the style prediction from the actual speech
synthesis, to promote the re-usability and modularity of these models. State-of-the-art TTS models use an unsupervised
approach called Global Style Tokens (GSTs) that extracts the style representation from a given reference audio (Wang et al.,
2018). This representation is computed internally by the TTS as a weighted sum of some learnt latent vectors. Changing
the weights in the combination, the resulting style vector used to condition the spectrogram generation changes and as a
result the speaking style changes (usually, these vector affects aspects like speech rate or intensity). These weights are
computed from a reference audio clip (the one we want to emulate the speaking style); consequently, the resulting model is
bound by the need for a reference database of speaking styles to choose from and a way to retrieve the reference style audio
from the database, introducing the need of a human in the loop selecting manually the reference audio clip for the style.
Alternatively, it would be necessary to have a separate module predicting the speaking style latent vector from the text the
TTS needs to utter. This prediction problem is the object of this study.

Our work focuses on predicting the speaking style from the given text inside a conversation, for the application to
conversational agents and chatbots. To this end, we developed and trained a neural network module working as a connection
module between the textual component and the speech synthesis component of a chatbot. While some works have already
addressed this problem more generically (Stanton et al., 2018), we are interested in understanding the role of the context of
the conversation (i.e., the preceding turns in the dialogue) in the choice of the appropriate response speaking style.

We developed this connection module to help improve the human-likeness of chatbots and conversational agents. In
fact, the choice of the appropriate tone and style while talking during a conversation is a consequence of the empathetic
capabilities that characterise humans; thus, being able to control this aspect would improve the perception of the underlying
agent. While this aspect does not seem to be crucial in assistive technologies applications, in other use cases like developing
mental healthcare chatbots it is. The use case we propose for this technology is the development of counselling/psychother-
apy chatbots, which require the simulation of empathetic traits to be perceived by the users as human thus favouring
sympathy and openness from the user towards the agent.

To investigate the role of conversational context in the choice of the appropriate speaking style, we started from deep
neural networks trained for dialogue language modelling –DialoGPT (Zhang et al., 2020) and Therapy-DLDLM (the latter
is a custom dialogue model trained on open domain and therapy conversations)– and conditioned TTS model –namely
Mellotron TTS (Valle et al., 2020), a variation of the Tacotron TTS–. The dialogue language models work as embedding
models: we leverage their latent contextual representation of the dialogue as input to predict the speaking style. To
explore the possible solutions, in the experiments we compared textual models having different complexities. Moreover, to
understand the role of context, we compared, for each model, different encoding approaches: (i) response embeddings
only, (ii) contextualised response embeddings, (iii) combined context-response embeddings. The latter pre-trained model
provides a reference encoder for the GSTs. In fact, the employed TTS model encapsulates a reference encoder to extract
the latent prosody representation used to compute the style latent vector.

Besides the two pre-trained models for text analysis and spectrogram generation, we leveraged also a pre-trained
vocoder model –namely WaveGlow (Prenger et al., 2019)– to convert the Mel spectrogram synthesised by the TTS into a
raw waveform. This allowed us to assess qualitatively that the audio synthesised by the TTS was still intelligible even if
generated from the predicted GSTs, rather than the GSTs of a reference audio clip.

Following similar works on GSTs prediction (Stanton et al., 2018), we addressed the problems in two ways: (i) predicting
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the combination weights to compose the style vector, (ii) predicting directly the raw embedding vector The difference in the
two targets results in slightly different approaches to the problem. In fact, the former approach requires a model working as
a classifier, yielding a probability distribution that corresponds to the combination weights; we used the Kullback–Leibler
divergence (KL divergence) of the predicted distribution from the target one as loss function. The latter approach, instead,
requires a model doing regression, in this case, we trained the model minimising the Euclidean norm of the difference
between the predicted and the target style vector. Note that to train the model, independently from the approach, we need to
have a spoken dialogue data set providing the transcriptions. From the audio clips in the training data set, we can extract
the target weights distribution or the target style vector we want to learn to predict on new data.

Table 1: Results of the two approaches to reconstruct the GST (lower is better).

Model No. of
parameters

MSE KL-Divergence

Response Response from context Context and response Response Response from context Context and response

DialoGPT 117M 0.0473 0.0515 0.0559 0.1238 0.1377 0.1526
345M 0.0451 0.0449 0.0478 0.1148 0.1055 0.1249
762M 0.0492 0.0557 0.0599 0.1236 0.1450 0.1540

Therapy-DLDLM 762M 0.0427 0.0399 0.0441 0.1047 0.0958 0.1109

We conducted the experiment training and evaluating the style prediction module on the IEMOCAP corpus (Busso
et al., 2008), which offers scripted and spontaneous dialogues in English displaying different emotions that result in a wide
variety of speaking styles1. Given this highly variated corpus, the neural network module could learn how to choose the
appropriate speaking style given the output text and the conversational context, simulating the desired empathetic behaviour
we were looking for. We evaluate the considered models by computing the prediction error of the speaking style (using
both weight prediction and embedding prediction approaches) on the test split of IEMOCAP. The resulting figures, reported
in Table 1, indicate an important role of context and language model complexity in achieving good predictive capabilities.
In fact, the model with the highest number of parameters using contextualised response embeddings achieves the best
results with both approaches.
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1Links to the source code. Dialogue GST: https://github.com/vincenzo-scotti/dialoguegst, Mellotron TTS API: https:
//github.com/vincenzo-scotti/tts_mellotron_api, Thearapy-DLDLM: https://github.com/vincenzo-scotti/dldlm
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