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Abstract: A number of decision support tools facilitating the use of Electric Vehicles (EVs) have
been recently developed. Due to the EVs’ limited autonomy, routing and path planning are the main
challenges treated in such tools. Specifically, determining at which Charging Stations (CSs) to stop,
and how much the EV should charge at them is complex. This complexity is further compounded
by the fact that charging times depend on the CS technology, the EV characteristics, and follow a
nonlinear function. Considering these factors, we propose a path-planning methodology for EVs with
user preferences, where charging is performed at public CSs. To achieve this, we introduce the Electric
Vehicle Shortest Path Problem with time windows and user preferences (EVSPPWP) and propose an
efficient heuristic algorithm for it. Given an origin and a destination, the algorithm prioritizes CSs
close to Points of Interest (POIs) that match user inputted preferences, and user-defined time windows
are considered for activities such as lunch and spending the night at hotels. The algorithm produces
flexible solutions by considering clusters of charging points (CPs) as separate CSs. Furthermore,
the algorithm yields resilient paths by ensuring that recommended paths have a minimum number
of CSs in their vicinity. The main contributions of our methodology are the following: modeling
user-defined time windows, including user-defined weights for different POI categories, creating CSs
based on clusters of CPs with sufficient proximity, using resilient paths, and proposing an efficient
algorithm for solving the EVSPPWP. To facilitate the use of our methodology, the algorithm was
integrated into a web interface. We demonstrate the use of the web interface, giving usage examples
and comparing different settings.

Keywords: electric vehicles; shortest path; points of interest; path planner

1. Introduction

Electric vehicle (EV) sales have significantly grown in the recent years. In Europe,
for example, EV registrations have tripled from 3.5% in 2019 to 11.6% in 2020. This includes
a 6.2% increase in fully electric vehicles [1]. Indeed, EVs are perceived to be a sustainable
alternative to traditional combustion engine vehicles, offering advantages in terms of
performance and reduced emissions [2]. However, a number of barriers impede a wider EV
uptake. These include high purchase costs, limited autonomy, scarce charging infrastructure
and lengthy charging times. To counter some of these barriers, an increasing number of
decision support tools facilitating the use of EVs are being deployed. Such tools mainly
rely on optimizing operational issues related EVs. In this vein, several contributions from
the transportation science community have developed models and solution methods to EV
routing problems (see Kucukoglu et al. [3] and Froger et al. [4] for examples).

We propose a methodology for planning EV paths considering user preferences, where
charging is performed at public Charging Stations (CSs). The need for such a methodology
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for private EV users was identified through the eCharge4Drivers project, which is funded by
the European Union Horizon 2020 programme. The proposed methodology was integrated
in a web interface enabling a large audience to use it. The core optimization problem we
deal with relates to planning the shortest path (in terms of time) for an EV needing to travel
between a given origin and a given destination. This problem is particularly relevant for
long-distance trips, where the shortest path between the origin and the destination exceeds
the EV’s autonomy. The key decisions to be made in such problems are where to charge
and how much to charge. The latter entails an amount of time which depends on the CS
technology, the EV characteristics and follows a non-linear function. Moreover, as the
charging infrastructure in road networks outside cities is fairly sparse, EVs often need to
deviate from their shortest paths to reach CSs. The intertwined relationship between the
time spent in detouring and the time spent charging is the main complicating feature of the
Electric Vehicle Shortest Path Problem (EVSPP).

As EV charging times may take several hours, users (i.e., drivers) may prefer having
charging stops at locations that match their interests. We consider that such interests may be
captured via Points of Interests (POIs) that include categories such as restaurants, shopping
areas, and nature sites. Moreover, we also consider that the user may want to perform
some particular activity during specific time windows, like having lunch or spending
the night at a hotel. Such user-defined time windows are also matched with relevant
POIs locations. Thus, our overarching goal is to propose an efficient offline methodology
integrating user preferences for POIs and user-specific time window into an EVSSP setting.
To do so, we introduce the Electric Vehicle Shortest Path Problem with time windows and
user preferences (EVSPPWP).

We model the EVSPPWP and propose an efficient heuristic algorithm to solve it. In par-
ticular, the algorithm prioritizes CSs that are close to POIs matching the user preferences.
Furthermore, while we provide planned (offline) paths, we propose a number of algorith-
mic enhancements aimed at producing solutions that are practically executable in real time
on large road networks. Specifically, the algorithm provides the user with robust and flexi-
ble solutions. To incorporate robustness, we only consider paths that have at least a given
number CSs in their vicinity. This ensures that the EV could always reach a CS, in case
its predicted energy consumption does not match the actual one. Additionally, it may
occur that the EV encounters an occupied CS, which was planned in its path. To counter
such situations, our algorithm produces flexible solutions by considering a CS as a cluster
of charging points (CPs). While previous studies have used clustering for districting to
reduce problem sizes in EVRPs [5], we focus on providing solutions so that users can find
alternative CPs in cases where selected CPs are not available. Specifically, we produce
small sized clusters of CPs that we treat as separate CSs. We plan the path based on those
CSs. This entails having a number of CPs in the vicinity of a planned charging stop. Thus,
if a CP is busy upon arrival, the user would have multiple alternatives in its vicinity.

Considering the previously discussed enhancements, we develop a heuristic algorithm
for the EVSPPWP. We first include weights for each CS according to its vicinity to POIs that
match the user-defined preferences. We then use a modified A∗ algorithm to establish the
nodes where the user-defined time windows are going to be performed. Considering these
nodes along with the user-defined origin and destination, we sequentially solve a series of
modified EVSPPs (using the algorithm of Kullman et al. [6]), which we then aggregate into
a complete solution. Lastly, the algorithm provides up to three alternative paths in a web
interface where the users can visualize the path details.

To summarize, the main contributions of this papers are as follows.

1. We incorporate time windows for activities during the trip that are defined by the
user, such as taking lunch breaks, visiting POIs, or spending the night at a hotel.

2. We account for user preferences by using weights for different POI categories.
3. We consider CSs based on clusters of CPs with sufficient proximity, thus allowing the

user flexibility in the choice of a CP upon arrival.
4. We ensure resilient paths that have a minimum number of CSs within a threshold distance
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5. We propose an efficient heuristic algorithm to solve the resulting EVSPPWP.
6. We demonstrate our methodology on a series of real usage examples.

The remainder of this paper is organized as follows. In Section 2, we present a brief
literature review on related work. In Section 3, we describe the EVSPPWP and present
a Mixed Integer Linear Programming (MILP) model for it. In Section 4, we present our
solution methodology. In Section 5, we illustrate the usage of the algorithm, giving usage
examples and comparing different settings in the area of northern Italy. Finally, we provide
conclusions in Section 6.

2. Related Work

Our core problem falls into the category of EVSPPs, which mainly consists of shortest
path problems in which the objective is to minimize the travel time between a given origin
and a given destination accounting for the EV’s limited autonomy and charging constraints.
The main decisions in the EVSPP relate to where and how much to charge at a given set
of available CSs. Our algorithm for solving the EVSPP is embedded in a decision support
tool for planning EV paths. There are existing decision tools for planning variants of the
EVSPP, including A Better Route Planner [7], Zap-Map EV [8], and PlugShare [9]. These
tools allow the user to select an origin and a destination, including user-defined waypoint
stops. As these tools are commercial, we are not able to verify their modeling assumptions,
nor certify the quality of their solutions. Therefore, in the following we focus on academic
contributions on the EVSPP.

The EVSPP is strongly related to the Electric Vehicle Routing Problem (EVRP). The main
decisions in this latter problem relate to routing a set of EVs from a central depot to serve
a set of customers. The limited autonomy of the EV is typically handled by allowing it
to detour to CSs and recharge. There has been a rapid growth in studies addressing the
EVRP in recent years, with several variants being proposed (see Schniffer et al. [10] and
Kucukoglu et al. [3] for comprehensive reviews). From the early formulations of the prob-
lem [11], variants of the EVRP have evolved to include features such as time windows and
cargo capacity constraints [12]; heterogeneous fleets and charging infrastructure [13,14];
energy consumption functions and charging profiles [15–17]; energy consumption uncer-
tainty [18]; and limited charging capacity [4].

A critical modeling assumption in the EVRP regards the amount of energy to charge
at each recharging stop. While some studies assume the EV must completely recharge
before leaving a CS [11,19,20], other works consider the charging amount to be a decision
of the model [12,17,21]. Several studies have assumed linear charging functions [13,22].
In practice, the charging function of an EV is nonlinear with respect to time, and depends
on the charging technology of the CS. The nonlinear charging functions are modeled as
piece-wise linear concave functions by Montoya et al. [17] and Froger et al. [21]. We adopt
similar assumptions in this paper. For a repository with such functions for approximately
300 EV models, used in our tests, the reader is referred to OpenEV [23].

Different variants and methodologies have been proposed to solve the EVSPP. These
variants use different assumptions, objective functions, and solution methods. Zündorf [24]
studies the EVSPP considering different types of charging stations having distinct technolo-
gies with variable charging quantities. The author proposes heuristics to solve large EVSPP
instances based on a multi-objective search and obtains a fast and feasible path on conti-
nental graphs. Sweda et al. [25] focus on the EVSPP considering that the availability of CSs
is uncertain. They present two heuristic methods for finding adaptive policies considering
both adaptive recharging decisions only, and adaptive routing and recharging decisions.
Baum et al. [26] study the EVSPP with varying charging power and battery-swapping
stations. The authors propose a combination of algorithmic techniques to achieve good
performance using realistic instances. Baum et al. [27] propose a functional representation
of the optimal energy consumption between two locations, which subsequently led to
the development of an efficient heuristic algorithm for computing energy-optimal paths.
Recent studies have focused on the computation of energy consumption of EV based on
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practical driving conditions, including driving patterns, road conditions, and other restric-
tions. Methodologies to include such vehicle dynamics include Markov Chain models with
reinforcement learning [28] and deep reinforcement learning [29].

An important subproblem of the EVRP is the Fixed Route Vehicle Charging Problem
(FRVCP), which was first introduced by Montoya et al. [19]. Given a fixed sequence of
customers, the FRVCP determines which CSs to visit and the amount of energy to charge
in them. The objective is to minimize the completion time of the path, while respecting
the battery capacity constraints. Roberti and Wen [30] propose a labeling algorithm for the
FRVCP considering a linear charging function and partial charging. Montoya et al. [17]
propose a mixed integer linear programming model and a heuristic considering piece-wise
linear charging functions and partial charging. Froger et al. [21] propose an exact labeling
algorithm for the same problem considered by Montoya et al. [17]. The exact labeling
algorithm is available in the Python frvcpy package [6] and used in the implementation of
our algorithm. Specifically, we solve FRVCP instances in the second step of our algorithm
(see Section 4.2.2).

The addition of POIs into vehicle routing decisions has been studied in the literature
mainly in tourist routing applications [31]. One of the main treated problems in this context
is the Tourist Trip Design Problem (TTDP) [32]. The objective of this problem is to define
paths that maximize the number of visited attractions or POIs, while minimizing the total
travel costs or meet time constraints. An extension of the TTDP including EVs is known as
the Electric Vehicle Routing Tour Planning (EVRTP) [33]. In this problem, the maximization
of the tourist satisfaction is considered while meeting path constraints such as total length,
visiting times at each POI, or budget constraints. Extensions of the TTDP include the use
of uncertain scenarios [34], hybrid fleets [2], and multi-period fleets [35]. To the best of
our knowledge, Cassia et al. [36] is the first study to consider the EVSPP with both user
preferences as POIs and time windows. However, the proposed heuristic in that paper
considers a limited set of charging levels, and thus greatly simplifies the problem.

3. The Electric Vehicle Shortest Path Problem with Time Windows and User Preferences

We define the EVSPPWP as follows. Let G = 〈SO,D ,A〉 be a directed graph, where
SO,D = {O ∪D ∪ S} is a set of nodes containing the origin O, destination D, and the set
S of CSs at which recharging may take place. A is the set of arcs connecting each pair of
nodes i, j ∈ SO,D , i 6= j. Each arc is associated with a driving time tij ≥ 0, a distance dij ≥ 0,
and an energy consumption eij ≥ 0. These parameters are computed based on the fastest
path on the real road network. We assume that the EV has an average consumption of η
(kWh/km). To account for the EV’s limited autonomy, we discard all arcs with a distance
larger than dmax. The path between the O and D nodes is performed by a single EV with a
battery capacity of Q that may be partially recharged at CSs. The EV starts at nodeO at tstart
with an initial state of charge (SoC) (i.e., percentage of the level of the battery with respect
to its capacity), equal to qstart, and it must arrive to the destination node D with a final SoC
greater than or equal than qend. The EV must arrive at each CS with an amount of energy
which is greater than or equal to qmin. Both qstart and qend are user-defined parameters.

Each CS, i ∈ S , has a piece-wise linear concave charging function Φi(∆), where ∆ is
the time spent charging. If q is the SoC of the EV when it arrives at the charging station i,
then the SoC when it leaves is Φi(∆ + Φ−1

i (q)). Let Bi = {0, b1, . . . , bmi} be the ordered set
of breakpoints of the piece-wise linear approximation of the charging curve of CS i. Let
cik and aik be the charging time and SoC of breakpoint k ∈ Bi. Each breakpoint connects
(ci,k−1, ai,k−1) and (cik, aik) with a linear function with slope equal to ρik (see Figure 1).

Let P be the set of categories of POIs. Each CS is associated with an importance
value for each category p ∈ P (see Section 4.1.2 for their computation procedure), which
represents the accessibility of POIs (relevant to p) from the CS. As minimizing total travel
times conflicts with maximizing the total collected importance when visiting nodes, we use
a modified arc weight s̃ij defined as:
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s̃ij = tij + ∆j − µ ∑
p∈P

σjp, (1)

where σjp represents the importance value of j ∈ S for POI category p ∈ P , µ is a weight
on the total importance value of the POIs with respect to travel time, and ∆j is the time
spent charging at CS j.

Figure 1. Example of a piece-wise linear approximation for a CS i ∈ S with a power of 22 kWh
adapted from Montoya et al. [17].

We consider that the user can impose certain types of stops during the path, and use
the time spent at the stops to charge the EV. We model this feature by a set of ordered time
windowsW . Each time window requires a specific POI category, and the EV must stop
during all the time windows in their given order. A time window w ∈ W is defined by a
minimum start time γL

w, a maximum start time γU
w , and a minimum time that the EV needs

to stop tmin
w . We define the set Sw ⊂ S as the set of CSs with POIs in their neighborhood

that match the POI specified for w ∈ W. The objective is to find the path that minimizes
the total modified weights (defined in Equation (1)) of the selected arcs between O and D,
while satisfying all the charging and time windows constraints.

A Mixed-Integer Linear Programming Formulation

We now present a MILP formulation for the EVSPPWP. This formulation is an adapta-
tion of the one presented by Cassia et al. [36]. Let SO = S ∪ {O}, SD = S ∪ {D}. Let q

i
and qi be the SoC when the EV arrives and departs from CS i. The variables hi and hi are
respectively the start and end time for charging an EV. The variables λik and λik represent
the coefficients associated with the breakpoint (cik, aik) in the linear approximation, when
the EV enters and leaves CS i. Let wik and wik be binary variables equal to 1 when the SoC
is in the interval [ai,k−1, aik], when respectively the EV enters and leaves the CS i, and 0
otherwise. Variables τi and τi track respectively the time when the EV arrives and leaves
the CS i ∈ S .

The binary variable xij equals 1 if the EV uses arc (i, j), and 0 otherwise. Binary
variable yjw equals 1 if the EV stops in j in time window w, and 0 otherwise. The model is
defined as follows:

min ∑
(i,j)∈A

s̃ijxij (2)

s.t. ∑
(i,j)∈A

xij ≤ 1 ∀i ∈ SO (3)

∑
(i,j)∈A

xij − ∑
(j,i)∈A

xji =


1 if i = O
−1 if i = D
0 otherwise

∀i ∈ SO,D (4)
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s.t. eijxij −
(
1− xij

)
Q ≤ qi − q

j
≤ eijxij +

(
1− xij

)
Q ∀(i, j) ∈ A (5)

qO = qstart (6)

qD ≥ qmin (7)

qmin ∑
(i,j)∈A

xij ≤ q
i
≤ qi ≤ Q ∑

(i,j)∈A
xij ∀i ∈ S (8)

q
i
= ∑

k∈Bi

λikaik ∀i ∈ S (9)

hi = ∑
k∈Bi

λikcik ∀i ∈ S (10)

∑
k∈Bi

λik = ∑
k∈Bi\{0}

wik ∀i ∈ S (11)

∑
k∈Bi\{0}

wik = ∑
(i,j)∈A

xij ∀i ∈ S (12)

λi0 ≤ wi1 ∀i ∈ S (13)

λik ≤ wik + wi,k+1 ∀i ∈ S , ∀k ∈ Bi\{0, bmi } (14)

λi,bi
≤ wi,bi

∀i ∈ S (15)

qi = ∑
k∈Bi

λikaik ∀i ∈ S (16)

hi = ∑
k∈Bi

λikcik ∀i ∈ S (17)

∑
k∈Bi

λik = ∑
k∈Bi\{0}

wik ∀i ∈ S (18)

∑
k∈Bi\{0}

wik = ∑
(i,j)∈A

xij ∀i ∈ S (19)

λi0 ≤ wi1 ∀i ∈ S (20)

λik ≤ wik + wi,k+1 ∀i ∈ S , ∀k ∈ Bi\{0, bmi } (21)

λi,bi
≤ wi,bi

∀i ∈ S (22)

∆i = hi − hi ∀i ∈ S (23)

τO = tstart (24)

tstart ∑
(i,j)∈A

xij ≤ τi ≤ τi ∀i ∈ S (25)

τi + ∆i ≤ τi ∀i ∈ S (26)

∑
w∈W

yjw ≤ 1 ∀j ∈ S (27)

yjw ≤ ∑
(i,j)∈A

xij ∀w ∈ W , ∀j ∈ Sw (28)

τ j ≥ γL
wyjw ∀w ∈ W , ∀j ∈ Sw (29)

τ j ≤ γU
w yjw ∀w ∈ W , ∀j ∈ Sw (30)

∑
j∈Sw

yjw = 1 ∀w ∈ W (31)

∆i ≥ ∑
w∈W

tmin
w yiw ∀i ∈ S (32)

xij ∈ {0, 1} ∀(i, j) ∈ A (33)

yjw ∈ {0, 1} ∀j ∈ Sw , ∀w ∈ W (34)

zw ∈ {0, 1} ∀w ∈ W (35)

q
i
≥ 0, τi ≥ 0, ∀i ∈ SD (36)

qi ≥ 0, τi ≥ 0 ∀i ∈ SO (37)

λik ≥ 0, λik ≥ 0 ∀i ∈ S , ∀k ∈ Bi (38)

wik , wik ∈ {0, 1} ∀i ∈ S , ∀k ∈ Bi\{0} (39)

hi ≥ 0, hi ≥ 0, ∆i ≥ 0 ∀i ∈ S (40)
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The objective function (2) minimizes the total modified weights of the used arcs.
Constraints (3) require a CS to be visited once at most. Constraints (4) impose the flow
conservation conditions. Constraints (5) track the SoC of the EV for each pair of nodes.
Constraint (6) imposes that at the beginning to the trip the EV has a charge equal to qstart.
Similarly, constraint (7) imposes the minimum charge at destination. Constraints (8) require
that the SoC of the EV when leaving an SC is greater than the SoC when it arrives. These
constraints also impose that the EV must arrive at the CS with a minimum residual energy,
and leave with less than the EV battery capacity.

Constraints (9)–(15) define the SoC and the charging time based on linear approxima-
tion of the charging function of a CS. In the same fashion, constraints (16)–(22) define the
SoC and the charging time upon departure from a CS. Constraints (23) define the time spent
at CS i. Constraint (24) imposes the starting time. Constraints (25) impose that the arrival
time has to be lower than the departure, and both must be greater than tstart. Constraints
(26) link arrival, departure and waiting times. Constraints (27) assure that every CS j ∈ S
must be used for at most one time window w ∈ W , while constraints (28) link xij and
yjw variables. Constraints (29) and (30) impose that, for every w ∈ W , the arrival time is
between γL

w and γU
w . Constraints (31) ensure that every required time window is served.

Constraints (32) impose a minimum waiting time. Finally, (33)–(40) define the domains of
the variables.

4. Solution Method

In this section, we present our methodology to solve the EVSPPWP. The main innova-
tions of this methodology are as follows: (1) we create CSs composed of clusters of CPs
with sufficient proximity, thus providing the user with alternative CPs within a cluster;
(2) we account for user preferences by assigning weights for different POI categories and
attribute weights to each CS according to its proximity to POIs; (3) we use resilient paths,
that is, using only arcs that only have a minimum number of CSs within a distance of
dr to ensure access to CSs in case of emergencies; and (4) we consider user-defined time
windows for activities during the trip such as having lunch, visit POIs, or spending a night
at a hotel. The proposed methodology has been successfully applied to five geographical
regions (see Section 5 for details).

We divide this section into two parts. First, in Section 4.1 we present a pre-processing
step to generate the graph which is used for planning the path. This pre-processing step
is used to create a more compact graph in the backend. In Section 4.2, we describe the
two-step algorithm heuristic that is used to produce up to three paths for a given user
request, i.e., an origin and a destination along with other user preference specifications.

4.1. Graph Generation

In this pre-processing step we generate a graph G = 〈SO,D ,A〉 based on CP data and
POI locations, which were provided by the project partners. To generate this graph, we
create a set of CSs by clustering CPs, compute the modified weight of the arcs s̃ij, including
the importance value of the CSs, and filter arcs by computing the resilience value for each
arc in the graph. We describe each of these steps in the subsequent sections.

4.1.1. Clustering

We consider public charging interoperable CSs. Each such CS may group several CPs.
At the same time, each CP may have different plug types. The data are typically provided
in terms of CPs and not CSs. We generate CSs by clustering the CP data using the following
procedure. We consider a maximum number nmax of CPs per cluster, a minimum number
nmin of CPs per cluster, and the maximum geodesic distance dc between CPs in a cluster.
These parameters are selected to provide the user with alternative CPs that are close enough
to each other. The purpose of this procedure is to cover the case when a selected CP is not
available at the moment of arrival, by providing alternatives to the user. Thus, the selection
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of the parameters depends on the characteristics of the geographical area, such as the total
number of CPs and their sparsity.

Let C be the set of original CP locations, and C̄ be the set of clustered CPs, initially
C̄ = {∅}. The clustering algorithm starts by selecting a random CP i ∈ C, which initializes
the first cluster. The coordinates of the center of the cluster are set to be the coordinates
of CP i. Sequentially, we add CPs that are within a distance dc to the center of the cluster.
Each time a CP is added, the coordinates of the center of the cluster are updated to be the
average between the previous center and the coordinates of the new CP. A cluster is closed
when either nmax is reached or there are no other CPs available within dc. When a cluster is
closed, a new random CP is selected, and the procedure is repeated with the remaining
CPs in the dataset. The algorithm terminates when there are no other CPs available. If the
final size of a cluster is lower than nmin the cluster is removed from C̄. At the end of the
procedure, each cluster is characterized by the coordinates of its center, and the information
of each of the CPs in the cluster. In what follows we refer to a cluster of CPs as a CS and all
distances are computed based on the center of the clusters.

4.1.2. Modified Arc Weights

In order to compute the modified weights of the arcs s̃ij as defined in Equation (1), we
first compute the importance value σjp associated with CS j and POI category p. To do so,
we divide the POIs into three categories: (1) food (the user prefers to stop in clusters with
restaurants), (2) nature (the user prefers to stop in clusters close to nature sites), and (3) shop
(the user prefers to stop in places with several shops like malls, department stores, etc.).
For each such category p, the importance value σjp is computed as the number of available
POIs within a distance dPOI from the CS j ∈ S in the given category p ∈ P .

4.1.3. Resilience Value

For each arc (i, j) ∈ Awe define a resilience value rij to represent the availability of CSs
within a critical distance from the actual road path represented by the arc. The resilience
value ensures a minimum number of CSs are within a critical distance dr from the path in
case of charging emergencies. To compute the resilience value, we divide the path between
nodes i and j into sections of length dt. For each section k, we define the number of CSs that
are within a distance of dr as Ck = |{j ∈ S|d(j, k) ≤ dr}|, where d() represents the shortest
geodesic distance between CS j and section k. The resilience value rij for the path between
nodes i and j is defined as:

rij = med({Ck, ∀k ⊂ (i, j) ∈ A}), (41)

where med() is the median value of the set. In our methodology, we consider a modified
set of arcs Ā = {(i, j) ∈ A|rij > rmin, dij > dr}, where rmin is the minimum resilience value
allowed for each arc. The later condition (i.e., dij > dr) implies that if two CSs are close
enough to each other, the arc connecting them is considered to be resilient.

4.1.4. User Input Parameters

A user request is an origin–destination pair of locations. The user must also specify the
EV type from a preset list. This choice establishes EV related parameters (i.e., the capacity
Q of the battery, the average consumption of η, and the breaks in the charging curve Bi).
Such parameters are obtained from the OpenEV repository [23]. In addition, the user may
specify the starting SoC (qstart), desired SoC at destination (qend), start time at the origin,
and a rating for each POI category. These ratings are established with a slidebar that defines
a weight parameter ranging from 0 to 100%. These user-defined weights are included in the
model by directly multiplying them with the corresponding importance value σjp. The user
may also specify two types of time windows, one for lunch and one for night stays. Lunch
stops are clusters that have at least one restaurant, whereas night stops consider hotels with
CSs on their premises. Each optional intermediate stop is defined by a minimum start time
γL

w, a maximum start time γU
w , and a minimum time that the EV needs to stop tmin

w . Finally,
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the user may select the plug types (“Type 2” and “Ccs”). CPs in CSs that do not match the
selected plug types are discarded. Subsequently, the compatible CP with the maximum
charging power in each CS is considered, ties are broken arbitrarily. Thus, the final address
and CP specifications in the solution corresponds to the fastest compatible CP in the cluster.

4.1.5. Graph Reduction

In order to reduce computational run-times, we apply another filtering strategy using
non EV-paths. In this step, we compute up to three alternative shortest paths between the
origin and destination without considering CSs. These three paths are computed using
mapbox [37]. We filter the graph G by only considering the CSs in S that are within
a threshold of d f kilometers around the three non EV-paths. This step defines a new
reduced graph G̃ = 〈S̃O,D , Ã〉, where S̃O,D is the filtered set of nodes and Ã ⊂ Ā is the
set of considered arcs between S̃O,D . In Figure 2, we illustrate the graph in this reduction
step. The three solid lines show the three non EV-paths between the origin and destination.
The colored areas show an approximation of the threshold from each path using d f = 50 km.
All arcs and nodes that do not fall into the colored area are discarded.

Figure 2. Illustration of the graph reduction phase for three non EV-paths from Florence to Milan,
using a threshold of d f = 50 km.

4.2. Two-Step Algorithm

We solve the EVSPPWP on the modified graph G̃ using a two-step algorithm. In the
first step, we use a modified A∗ algorithm to establish the nodes where the user-defined
time windows are going to be performed. The result of this step is a set of consecutive
nodes, each one representing the location at which each time window is performed. Let
NW ∈ S̃O,D be the ordered set of nodes selected by the algorithm to perform time windows
inW . The output of the algorithm defines then |NW |+ 1 legs. In what follows, we refer
to legs as the paths to be performed from O to the first node in NW , the path between the
ordered nodes in NW , and the path between the last node in NW and D. In the second
step, we solve the FRVCP for each leg defined in the first step using the labeling algorithm
proposed by Kullman et al. [6]. The final solution of the algorithm is the merged solution
of each FRVCP instance defined by the legs in the first step.

4.2.1. A∗ Algorithm

We implement a modified A∗ search algorithm to find the nodes in which the user-
specified time windows are performed in order to minimize the total travel time. For this
search, we assume that recharging stops are only performed when the remaining energy in
the battery is less than the energy needed to reach the next node. At each recharging stop,
we assume that the EV is fully charged. The algorithm starts at node O and sequentially
generates the tree of all paths to reach the next node using a best-first search until the
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destination node is reached. The best-first search is conducted by selecting the next node
that minimizes the following objective:

f (i) = g(i) + h(i) (42)

where i is the current node, g(i) is the duration of the path from O to i, and h(i) is an
estimate of the duration of the shortest path from i toD. Duration computed in g(i) and h(i)
include both travel and charging times. We use the modified travel times s̃ij as defined in
Equation (1). By the use of a labeling search, the modified A∗ algorithm finds the nodes in
G̃ where times windows k ∈ W are performed, which define the legs in the following step.

4.2.2. FRVCP

We solve the FRVCP for each leg (i.e., considering the two extreme nodes of the legs
as the fixed nodes) to determine the decisions on where and how much to charge at each
recharging stop while minimizing the total travel time. To ensure the final SoC requirement
qend is fulfilled at the destination, we add a dummy node at the end of each leg with a
sufficient distance from the leg destination node, which is removed at the end of this step.
We solve the problem for each leg exactly by the labeling algorithm of Kullman et al. [6]
using the Python library frvcpy. The labeling algorithm returns the optimal energy-feasible
path for each leg, i.e., the location of the stops, the amount to be charged at each stop,
and the total duration. After computing the optimal solution for each leg, we merge
together all solutions to obtain a single complete EV-path from O to D. The heuristic
solution of the merged legs is the solution of the EVSPPWP.

5. Case Study

Within the eCharge4Drivers project and with the support of project partner Route
220 S.p.A. (Evway), we implemented our path planning methodology in the webpage
available at https://planner.evway.net/, accessed on 15 May 2023. Specifically, the tool
was implemented in five regions: Northern Italy and Regions North of Italy (NIRNI),
Puglia, Greece, Turkey, and Spain. In Figure 3 we show the original CPs used in each of
the five regions. For each region, the algorithm was tested using several combinations of
origins and destinations. We implemented all parts of the algorithm in Python 3.8. In our
tests, all run times for a single path were observed to be under 30 s. In the following, we
focus on examples in the NIRNI area. In Section 5.1, we demonstrate how the graph is
generated. In Section 5.2, we provide examples on various user inputs, and in Section 5.3,
we demonstrate the results of our path planner on various origin–destination examples.

(a) Northern Italy and North of Italy (b) Puglia

Figure 3. Cont.

https://planner.evway.net/
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(c) Greece (d) Spain

(e) Turkey

Figure 3. The five regions in which the path-planning methodology was tested.

5.1. Graph Generation

The original dataset provided by the project partners contains 14,767 CPs, providing
the location, address, and plug types. A second dataset contains the information on the
POIs. This dataset was obtained by both the partner company and OpenStreetMap. Given
the high density of CPs in the NIRNI area, we calibrated the three parameters of our
clustering algorithm to have a balance between the number of clusters and the availability
of CPs outside urban areas. We selected the following parameters in the graph generation
step: nmax = 15, nmin = 3, dc = dPOI = dt = lmin = 1 km, dr = 10 km, dmax = 300 km,
d f = 50 km, µ = 0.5, rmin = 0.1, and qmin = 0.2Q.

In Figure 4, we show the original CP locations and the final CPs clustered in CSs using
the procedure described in Section 4.1.1. The resulting graph contains a total number of
3223 CSs.
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(a) Original CPs (b) Clusters (CSs)

Figure 4. (a) Original 14,767 CPs colored by plug type, and (b) resulting 3223 clusters of CPs in the
NIRNI area.

5.2. User Input

The web interface provides users with the ability to select several inputs directly. These
inputs include the start point, destination, and any intermediate waypoints for the trip.
In addition, the user can choose the type of EV they will be using, selecting from available
options in the OpenEV repository. This choice sets the parameters on battery capacity,
average consumption, and charging curve breaks. The user can also set the battery SoC at
the start of the trip, and desired SoC at the end of the trip. Additionally, the user can specify
preferences for the three categories of stops, using sliders to set the level of importance
for each category. The weights are directly multiplied by the importance value for each
category. The interface also includes options for setting up lunch and hotel stops during
the trip, and specifying their time windows. Finally, the user can choose the plug type they
require, with options for “Type 2” and/or “Ccs” plugs.

As previously mentioned, we assume that the EV has an average consumption of η
(kWh/km), which is multiplied by dij to yield eij. While there may be tools that allow a
more accurate calculation of energy between nodes (e.g., accounting for vehicles dynam-
ics according to geophysical properties of the traversed segments), such tools were not
available to us. Specifically, we were able to query the systems of our project partners
and obtain aggregate path information on a path between two addresses (e.g., distance,
travel time). Therefore, as in most of the EVRP literature (see Kucukoglu et al. [3] for a
classification of studies by their assumptions on energy consumption), we opted to esti-
mate the energy consumption as a linear factor of the distance. We recognize that this is
a shortcoming; yet, we note that, from an algorithmic perspective, energy consumption
between nodes is an input. Therefore, the methodology will not change by more accurate
energy consumption estimates.

The use of vehicle dynamics to obtain more accurate energy estimates entails the
use of a more elaborate set of parameters related to each vehicle. To account for the
geographical properties of the roads, one would need to retrieve detailed intersection by
intersection road information between every pair of nodes. For example, in the NIRNI
area, this corresponds to retrieving detailed intersection by intersection information for
approximately 10,380,000 paths corresponding to the pairs of CSs. While such an additional
step is computationally intensive, it would belong to the preprocessing stage since energy
consumption is an input to our algorithm. From a computational perspective, we expect
the run times not to be affected by changing the algorithm’s input.
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After setting the user preferences on the web interface, the algorithm computes up to
three path options between the origin and the destination. These three paths are based on
the non EV paths as described in Section 4.1.5. Then the algorithm described in Section 4.2
is executed on each of the three paths establishing where to stop and how much to charge.
In Figure 5a we show the three path options given by the algorithm for a trip between Milan,
Italy, and Stuttgart, Germany. The figure consists of a left panel displaying the main results
for each path, and a right panel displaying a map with the paths in different colors. Using
the left panel, the user can select one of the paths for further details. After selecting the first
path, as shown in Figure 5a, details on the place and duration of the recharging stops are
shown in the left panel, while in the right panel, the selected path is displayed along with
grey points representing alternative CPs. In Figure 5b, we compare the original path with
a path using the option of adding a waypoint. Figure 6a shows the recommended path,
whereas Figure 6b shows the path after the user selects a waypoint in Munich, Germany.
The actual path and the charging stops are shown in green, and alternative CPs are shown
in grey. The user may change a proposed CP by selecting an alternative CP. If an alternative
CP is selected, the algorithm is re-run while fixing the selected CP.

(a) Three path options (b) Details of a selected path

Figure 5. Example of three path options for a trip from Milan to Stuttgart on the web interface.

(a) Original path (b) Path with a waypoint

Figure 6. Example of the addition of one waypoint in Munich, for a trip between Milan and Stuttgart.

5.3. Origin–Destination Examples

We illustrate the use of our path planner methodology using three origin–destination
pairs accounting for short, medium, and long-distance trips in the NIRNI area. For each
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trip, we compute the path using four configurations of user preferences: a base case without
preferences, one assigning 100% to the shopping POI weight, one having a lunch stop,
and one having a night stop. From the three possible path recommendations, we selected
the fastest path. In all cases, we set the EV type to be BWM i3S 120Ah, a start SoC of 80%,
and a desired end SoC of 20%. For the lunch break, the earliest arrival is set to 12:30, latest
arrival is set to 13:30, and a duration of two hours is selected. For the night rest, the earliest
desired check-in is 20:00, the latest check-in is 22:00, and the check-out is at 8:30. Table 1
reports the results for the three origin and destinations: Venice–Milan, Trento–Stuttgart,
and Florence–Munich. All paths are set to start at 10:00, except from Venice–Milan and
Trento–Stuttgart with night stops, which are set to start at 20:00 for its duration to match a
night stop. For each path, we report the start time, end time, duration, distance, and number
of recharging stops. We observe that the duration and distance of the trips vary depending
on the preference selection. These differences are due to different selected stops and/or
different charging times at the stops given the preferences. For example, trips with the
night stop option have a notable increase in the total duration since this preference has a
fixed check out at 8:30.

In Table 2, we show the address, start time, duration, SoC at start, and SoC at end
for all four recharging stops in the path between Florence and Munich, for the four user
preferences combinations. Except for the first stop, the addresses for the charging stops
differ depending on the preference. A similar behavior can be observed in terms of the
start time and duration of the charging stops. In Figure 7, we show a comparison of the
paths without preferences and with lunch break. We can observe in the map that the first
and last charging stops (1 and 4) are the same; however, they have different charging times.
The intermediate charging stops (2 and 3) both show different locations and charging times.

Table 1. Path details for three origin–destination pairs. For each pair, four different user preferences
are selected.

Origin Destination Preference Start Time End Time Duration Distance (km) Charging Stops

Venice Milan

- 10:00 15:17 05 h 17 min 268.58 1
100% weight for shopping 10:00 13:36 03 h 36 min 269.87 1

Lunch 10:00 15:16 05 h 16 min 274.32 2
Night 20:00 10:31 14 h 31 min 268.58 1

Trento Stuttgart

- 10:00 17:24 7 h 24 min 499.84 3
100% weight for shopping 10:00 18:15 08 h 15 min 506.25 3

Lunch 10:00 18:16 08 h 16 min 500.40 3
Night 20:00 13:10 17 h 10 min 500.40 3

Florence Munich

- 10:00 21:54 11 h 54 min 649.15 4
100% weight for shopping 10:00 22:51 12 h 51 min 651.75 4

Lunch 10:00 21:56 11 h 56 min 639.94 4
Night 10:00 10:09 24 h 09 min 649.15 4

Table 2. Recharging stop decisions details for a trip from Florence to Munich. Results are shown for
four different user preferences.

Preference Stop Address Start Time Duration SoC Start (%) SoC End (%)

- 1 Via Isonzo 16, 40033, IT 11:14 01 h 43 min 36.4 100.0
2 Via Dante 14, 38063, IT 14:48 01 h 50 min 23.1 76.5
3 Schindergries Parking, 39043, IT 18:05 00 h 25 min 20.0 75.0
4 Roßhütte 419, 6100, AT 19:54 00 h 19 min 27.8 71.5

100% weight for shopping 1 Via Isonzo 16, 40033, IT 11:59 01 h 36 min 36.4 100.0
2 Via Dante 14, 38063, IT 15:33 01 h 50 min 23.1 76.5
3 Schindergries Parking, 39043, IT 18:50 01 h 02 min 20.0 100.0
4 Marienpl. 17, 82467, DE 21:49 00 h 39 min 39.0 58.0

Lunc h 1 Via Isonzo 16, 40033, IT 11:14 00 h 43 min 36.4 63.4
2 Via del Commercio 33, 46030, IT 13:03 02 h 54 min 20.0 94.8
3 Via Lancia - Lanciastraße 14, 39100, IT 17:42 00 h 30 min 20.0 79.0
4 Roßhütte 419, 6100, AT 19:53 00 h 23 min 20.0 71.5

Night 1 Via Isonzo 16, 40033, IT 11:14 01 h 43 min 36.4 100.0
2 Via Dante 14, 38063, IT 14:48 01 h 50 min 23.1 76.5
3 Schindergries Parking, 39043, IT 18:05 00 h 21 min 20.0 67.2
4 Roßhütte 419, 6100, AT 19:51 12 h 38 min 20.0 100.0
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(a) Without preferences (b) With lunch break

Figure 7. Comparison of paths between Florence and Munich using (a) no user preferences and
(b) selecting a lunch break of two hours, with charging stop number and duration.

In Table 3, we compare the duration, distance (km), and number of stops in a trip
from Florence and Munich for four EV models. We show results using different starting
SoCs, ranging from 60% to 100%, and the same desired SoC at arrival of 10%. We observe
clear differences in the duration and number of stops in the trip depending on the selected
EV type. Considering a starting SoC of 100%, the Tesla Roadster 2022 shows the fastest
path with a duration of seven hours and five minutes with no recharging stops, while the
slowest trip with Kia EV6 2WD 2021 lasts twelve hours and twenty-one minutes with two
recharging stops. The same pattern can be seen when comparing EV models with lower
starting SoC. As expected, we observe for all EV models a decrease in the number of stops
from the starting SoC. In all cases, decreasing this value from 100% to 60% of SoC results in
one additional recharging stop.

Table 3. Duration, distance (km), and number of stops for a trip between Florence and Munich for
different EV models and SoCs at start.

SoC at Start (%)
EV Model

60 70 80 90 100

Tesla Roadster 2022 Duration 09 h 45 min 08 h 51 min 07 h 53 min 07 h 05 min 07 h 05 min
Distance 654.94 652.11 652.11 648.42 648.42
Stops 1 1 1 0 0

Tesla Model Y Long Range 2020 Duration 12 h 05 min 11 h 20 min 10 h 40 min 10 h 06 min 9 h 24 min
Distance 659.21 655.19 655.19 658.57 652.04
Stops 2 2 2 2 1

BMW - i3S - 120 A h 2020 Duration 11 h 16 min 12 h 10 min 11 h 54 min 12 h 10 min 11 h 33 min
Distance 643.4 649.15 649.15 638.2 639.6
Stops 4 4 4 3 3

Kia EV6 2WD 2021 Duration 12 h 12 min 15 h 05 min 14 h 33 min 12 h 15 min 12 h 21 min
Distance 662.49 662.63 662.62 663.13 658.61
Stops 3 2 2 2 2

6. Conclusions

Given an origin and a destination, we proposed a path-planning methodology for
EVs, considering user preferences. The main innovations in our methodology are the use
of weights for three categories of POIs to reflect user preferences in the selection of CSs,
the use of clustered CSs to ensure alternatives in the vicinity of CSs, the use of resilient
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paths, and allowing the user to define time windows for activities such as lunch and hotel
stays. We divided our methodology into two parts. We first performed a pre-processing
step in which we generate a graph with clustered CSs and resilient paths from raw CP
and POI data. Then, we proposed a two-step algorithm to solve the shortest path problem.
The final solution of our methodology is a heuristic solution for the EVSPPWP.

We conducted experiments for three origin–destination pairs in the NIRNI area, and for
each trip, the fastest path is selected from four configurations of user preferences. We
compared the duration, distance, and number of charging stops to demonstrate the usage
of our methodology. In addition, we compared four EV models for a trip from Florence to
Munich, which showed clear differences in duration and the number of stops, with the Tesla
Roadster 2022 having the fastest path at seven hours and five minutes with no recharging
stops when starting at 100% SoC, while a Kia EV6 2WD 2021 lasts twelve hours and twenty-
one minutes with two recharging stops. Decreasing the starting SoC from 100% to 60%
resulted in one additional recharging stop for all EV models.

An interesting extension to our methodology is to include the geophysical properties
of the roads to obtain more accurate estimations of the energy consumption between CSs.
Also, future extensions include considering dynamic planning, which accounts for dynamic
energy consumption based on vehicle dynamics, driving conditions, traffic, road conditions,
and other real-time restrictions.
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Nomenclature
The following nomenclature is used in this manuscript:

EV Electric Vehicle
CP Charging Point
CS Charging Station
POI Point of Interest
SoC State of Charge
kWh Kilowatt-hour
EVSPP Electric Vehicle Shortest Path Problem
EVSPPWP Electric Vehicle Shortest Path Problem with time windows and user preferences
MILP Mixed Integer Linear Programming
EVRP Electric Vehicle Routing Problem
FRVCP Fixed Route Vehicle Charging Problem
TTDP Tourist Trip Design Problem
EVRTP Electric Vehicle Routing Tour Planning
NIRNI Northern Italy and Regions North of Italy
S Set of charging stations
O Origin node
D Destination node
SO,D Set of nodes containing the origin O, destination D, and the set S
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tstart Start time at O
qstart Initial SoC
qend Final SoC
qmin Minimal energy at arrival
∆ Time spent charging at a CS
Φi(∆) Piece-wise linear concave charging function of charging station i
G Graph
A Set of arcs in the graph G
tij Driving time between nodes i and j
dij Distance between nodes i and j
eij Energy consumption between nodes i and j
η EV average consumption
Q Battery capacity
Bi Ordered set of breakpoints of the charging curve of CS i
cik Charging time of breakpoint k ∈ Bi
aik SoC of breakpoint k ∈ Bi
ρik Slope of the linear function that connects breakpoints (ci,k−1, ai,k−1) and (cik, aik)

σjp Importance value of j ∈ S for POI category p ∈ P
dmax Maximum distance between arcs
µ Weight on the total importance value of the POIs with respect to travel time
P Set of POI categories
∆j Time spent charging at CS j
W Set of ordered time windows that require a specific POI category
γL

w Minimum start time of time window w
γU

w Maximum start time of time window w
tmin
w Minimum time that the EV needs to stop for time window w
Sw Set of CSs with POIs in their neighborhood that match the POI specified for w ∈W
s̃ij Modified weight of the arc between nodes i and j
q

i
SoC when the EV arrives at i

qi SoC when the EV departs from i
hi Start time for charging an EV at i
hi End time for charging an EV at i
λik Coefficients associated with the breakpoint (cik, aik) when the EV enters i
λik Coefficients associated with the breakpoint (cik, aik) when the EV leaves i
wik Binary variable equal to 1 when the SoC is in [ai,k−1, aik], when the EV enters i
wik Binary variable equal to 1 when the SoC is in [ai,k−1, aik], when the EV leaves i
τi Time when the EV arrives at i
τi Time when the EV departs from i
xij Binary variable equal to 1 if the EV uses arc (i, j)
yjw Binary variable equal to 1 if the EV stops in j in time window w
dPOI Distance threshold for considering POIs around a CS
rij Resilience value of the arc between nodes i and j
dr Critical distance for ensuring availability of CSs
dt Length of a section in which the resilience value is computed
Ck Number of CSs within a distance of dr from section k
d f Threshold distance around the non EV-paths
G̃ Reduced graph
S̃O,D Filtered set of nodes
Ã Set of considered arcs between S̃O,D
NW Ordered set of nodes selected by the algorithm to perform time windows inW
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