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Abstract:
The main aims of our study are the presence of reverse polynomial integration factors and studies
about the limit cycles for real polynomial in two-dimensional autonomous system of the form
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Where B, (a, ) and Qm(a,ﬁ) are polynomials of degree (m), m = 3,4 and 5.
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Introduction:
Some results of polynomial inverse a=P(a,p),

integrating factor and study about limit cycle of B =0(a,pB), (11)

system (1) are obtained, there are many works

achieved on the two-dimensional autonomous

system, According to polynomial inverse

where P(a, ) and Q(a; ) are continuously partial
first order derivative functions of class U and

) )
integrating factor and limit cycles, readers can judge U< R" secondly, restrict P(a,5) and Q(a, ) to

Andronov(1), Ferragut (2), Garcia et al.(3), Giné & be _elements in a_real polyn_omlal_ Io_op I two
Llibre (4, 5), Garcia & Grau (6), Coll et al. (7), ~ Variables R[a, B]. The point indicates the
Perko(8), Poincaré (9), Van der Pol (10) and Yan- derivation of the independent variable t, which is
Qian(11). _ usually called time, that is ¢ = Z—f. The vector field
Our prOJ_ect is structured as follows and consists of linked to system (1.1) will be denoted as
two sections:
The first section, is an introduction to planar x(a,B) = P(a, ﬂ)—+Q(a B)
differential systems. The most basic definitions and p
Definition 1 (3):

results of general type are also given, including the . . . .
g yp g g Define the divergence of a vector field y, written

main topics discussed in this paper. The method ] . .
must be lead to find polynomials inverse integrating /v OF V. x, as the dot product of del with y. So if
the vector y = (P, Q) then

factor, and some results about the existence of

inverse polynomial integrating factors of system (1) divy =V.xy = ( ) (P,0Q) = op E)Q

are given in section two. da’ 0p aﬁ
Notice that divy is a scalar.

Introduction to planar differential systems (3-6): Definition 2 (12):

Firstly, the following systems of form are concerned The nonzero function V: U — R is said to be the

with independent polynomial planar differential inverse integral factor of (1.1) for category
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Cl(U, R),and is not local empty and fulfill the
following linear PDEs:

av av (E)P GQ)V 12

+Qa,8 da 0B (1.2)
In short the reverse integration factor of V(a,pB)
system (1.1) fulfill
xV =V divy.

The inverse integration factor is a significant
material in our study.
Theorem 1 (3),(13):
LetVy, ...,V be inverse integration factors of (1.1)
and ay,..,a, €ER. Then, the function V =
Zf;l a; V; is inverse integration factor of (1.1).
Definition 3 (4),(15):

The singular point (a,, B) of (1.1) is said to be
center if there is a neighborhood N of («,, B8,) such
that all the trajectories of N\{(ay,By) } are
periodic.

Definition 4 (5), (16-17):

If C is an isolated closed curve, then C is
called a limit cycle. The important relationship
between the limit cycle and the inverse integrating
factor , verified in (1) and (14).

Theorem 2 (2), (6):

Let V: U — R be the reverse merge factor of (1.1).
If pcUis a boundary cycle of (1.1), then p is
included in group.

Y={(ap) € U:V(a, B) = 0}.

Inverse Integrating Factors for polynomial
systems (4), (6):
This portion is concentrated on some

polynomial results of the inverse integral factors of
cubic, quartic and quintic polynomial systems.
Firstly, systems are considered real polynomial
differential systems (1.1) of the degree m = 3,4,5.
Our aims are to obtain the polynomial inverse
integral factorV (a, 8).

Method for calculating inverse polynomial

integrating factors for systems (2), (6), (14):
Consider the real planar systems (1), suppose

that B, and Q,, have no intersection factors; in

general to find the inverse integrating factors use

equation (1.2).

Method 1. Look for real inverse polynomial

integrals factor of degree k€N, and write
V(a,pB) as
k
V(a,B) = Z Vijat B,
i+]=0

Where V ;; € R. equation (1.2) is a polynomial
equation, because P, (a,B),Qmn(a,B) and V are
Polynomial functions which can be written as
aligner system with an unknown V; ;,i+j=
o,..,k.
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Theorem 3 (12):

LetV (a,8) be the inverse polynomial inverse
factor to incorporate the degree of k into the system
(1). Then equation (1.2) is equal in value to a linear
homo system:

A VK=o, (2.1)
Were A, is matrix and
vk =
(V[) ,00 V1 ,O'VO,I'VZ,OJ V1,1! VO 20 Vk ,00 Vk— 1,17 ===» Vl k=1 VO ,k)T

V¥ is vector of coefficient for V(a, ).
The presence of an inverse integrals factor for
cubic polynomial systems
Theorem 4
The nonlinear systems

@ =—f —3a’p

f=a-9ap ?
have an inverse integral factor

V(a,B) =vgo(1+ 12 a* + 54 a* + 108 a®

+ 81 a?®).

Proof: letV(a, B) be the inverse integral factor so
by (Definition 2) and equation (1.2), it must be the
following system

(2.2).

av v (9P aQ
Qaﬁ (aa E)B)V
(=B —3a2ﬁ)—+(a—9aﬂ) B
= (- 24aﬁ)V (2.3)

Solve our semi-linear equation (2.3), the result
would be
da dp dv
—B —3a2f a—9aB? (=24aB)V’
in general V(a,p) is extremely difficult to solve.
Thus, the method is ignored Eg. 2.3. So by the
Method, V(a,p) =X =0V i;a’ B/, apply for
k = 8, itgives us
V(a,B) =vopo+vaoa?+vsoat+veoab

+ v80 a’
(B —30:2,8)—+(a'—9aﬂ ) ﬁ
_( 24 aB )V
(=B —3a?B ) 2vy0a + 4v40 a® + 64 a®
+ 8vgo a”)

= (=24 aB)(v oo + V30 @*
+vg0at+veal+vggab)

The coefficients of a°g, a®°B, a’fB, a3p and af
are:
—12vp0 + v, =0
—,0+ 2040 =0
—2V40+ Vg =0
—3Vg0 + 4vg9 =0
The above system will give
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—12 1 0 O Vo,0
/ 0 -9 2 0 O \/Uz 0\
0 0 -2 1 V4,0
0 0 0 -3 4 Us,0
0 0 0 0 0 Us,0
AsV® =0,

After solving the system
Vgo = 54V, Voo = 12V50 , Veo = 108vg)
and vg, = 81vy ¢
Vo0 IS an independent constant.
Substitute v, o, V4,0, Vs o and vgo in V(a, )
V(a,B) =v5o(1+ 12 a® + 54 a* + 108 a®
+ 81 a?®).
Corollary 1
The nonlinear system
a@= —f+a?f
= a-2a®+9ap?
have an inverse integrating factor
V(a,B) = vgo(1 —12 a? + 54 a* — 108 a®
+ 81 a?®).
Proof: similar to the above theorem, after
substituting in V(a, B), the following system can
be given

(2.4)

12v40 + v, =0
9,0+ 2140 =0
2040+ V60 =0

3vg0 +4vg9 =0

121 0 0 0 Vo,0
09 2 0 O V2,0
00 2 1 0 Vao [ =0
0 00 3 4 Vs,0
0 00 O O Vg0
AV =0,
After solving the system
Vgo = 54V, V20 = —12V00 , Vepo =

—108vy, and vgo = 81y

Vg0 IS an independent constant.

Substitute v,g, V4.9, Ve and vg o in V(a, B)
V(a,B) =vgo(1 —12 a? + 54 a* — 108 a®

+ 81 a®).

Corollary 2

The nonlinear system
@ =—p+a3—ap?
p=a+a’p-p>

has an inverse integrating

Voo (1 + 4ap + 4a?p?).

(2.5)

factor V(a,B) =

Proof: similar to (Theorem 4) after substitute in
V(a, B), get the system

4 -1 0 Vo,0
(O 2 —2) <V1 ,1> = 0.
0o -1 1 V2,2
AV3 =0,
After solving the system
Vi1 =4v50 and , vy, =4vyg

Vo0 IS an independent constant.
Substitute vy ; and v, , inV(a, B)
V(a,B) = v (1 + 4aB + 4a?B?).
Theorem 5
The Cubic systems in all the previous
corollaries cannot contain limit cycles.
Proof: To prove that, it is followed straight by
(Theorem 2) since the illustration of reverse
integrals factors is not associated with convex
functions.
The presence of inverse integrals factors for
Quartic polynomial systems
Theorem 6
The nonlinear system
a0 + agsf + az pa® + ag1af + azead
&= +aza’B+ajaf?+agzf3+a,at
taz 3B +azaf® +a,a’p?,
(2.6)
B
bio@+bg1f+byoa®+bigaf +by,B?
=+b3ga®+ by fa’ +bq %+ bysB>+ by gat
+bs 1 fa® + by zaf®+ b, ,a’B* +bg uf"
has an inverse integrating factor
V(a,B) = vy 0a? + v 8% +v3 0a®
+ v aB% + vypat + v, ,a? P
+ v 4Bt + Vs ga® + vy 4aB?
+ v3,a3 B
find the optimal solutions of the inverse integrating
factor.
Proof: let V(a, B) be the inverse integrating factor
so by (Definition 2) and equation (1.2), the result
must be given as below

v ov. (0P dQ
+055= (5 35)"
o  \da aﬁ
After substltutmg P and Q, quasi linear equation is

given.

In general, it is extremely difficult to solve quasi
linear equation. Thus, the method is ignored.
V() =Xf =0V iya’ B/, apply for k =5, so
the result is supported by the method

V(a,B) =v,0a2 + v 282 + 13003 +v1,aB% + vy0a* + v,,a2B2 + v 1* + v50a° + vy 4ap?

+ vz a3 B2
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(a1 0a+agif+azoa®+aaf + aeé.[(}as +a,.0*B+aiaB* +agzp +aseat+asz,a3p
+azaB? +az,a Zﬂz)a
+ by oa+bo 1B +Dbyoa®+byiaB + byB? + bsoa® + by fa* + by B2 + by 33
4 3 3 22 "
+ byoa” + bz 1fa’® + byzaf” + by,af* + bguf )ﬁ
= (a0 + 2a, 00 + a; 1B + 3az9a? + 2a, B + a; 8% + 4ayoa + 3a3,a?B + a, 383 + 2a, ,ap?

+ bgq + byia + 2by,f + by ja? + 2by ,fa + 3by3B? + by a® + 3by zaB? + 2b, ,a?p
+ 4by B3V

(@roa+agif+azea®+aaf +azea®+aza?f+a,af*+agsf> +aseat+az a3p
+a3aB° + a0 ?f*)(2vy0a + 3v30a® + vy 587 + 4vs 0@’ + 20,087 + 5vspat
+vy4B* + 3v3,a? )
+(by.oa+bo B +byoa®+by1af + byf% + bsoa® + by fa* + by fPa + by 33
+ byoa* + by fa® + by zaB® + byya?B? + boaf*) (b + byga + 2bg B + by 0
+ 2by,Ba + 3by 3% + by a® + 3byzaB? + 2by,a? B + 4by 4 B3)

= (a1 + 2a,9a + a1 + 3az0a? + 2a,,af + a; % + 4a,ga® + 3az 2% + a, 383 + 2a, ,a?
+ bgq + by1a + 2bo B + by a? + 2by ,fa + 3by 3% + by a3 + 3by zaB? + 2b, ,a?B
+ 4bo 4B3) (Vp00? + Vg2 + V300 + V1 ,aB? + vy 00t + vy 0P B7 + Vo4 f* + Vs 00
+ vy af* + v3,a3 %)
After calculating, the coefficients of terms are:
(—2az0 + by,1)vgz + b 1v12 =0
2by0V12 = 2b1 550 + (2a4,1 — 2bg2) V30 + 2b30V0 2 + 2b1 V22 + 4a0 V40 = 0
(a1,1 = 2bg2)v20 + 2bygVg 5 + 2Dy gV1 2 + 30a0,1V30 = 0
2a03V50 — 2 G341V + 209122 +4b1 Vo4 =0
—3azoVo2 + bo1V22 +b11V12 + A12V20 + A1V22 — Az V12 + D2 1V02 — 3bg 320 =0
2 bygvop + 200120 =0
2a10V30 — bo1V30 — b1,1V20 =0
a1,0V2,0 — bo,1V20 =0
Ag,1V1,2 — A1,1V02 = 0
—b31V20 +3a1,0Vs0 — DoV + Az0V30 — A30V20 — D1,1V30 =0
bo,1v0,2 — a1,0V02 = 0
—bo,3V02 + 3bg,1V04 — A1,2V02 — 2a10V0,4 = 0
—3bo3V30 + b3 1V + b1 122 + 201 5V30 + by 1V1 2 — 4a40V02 + bo1V32 + 2a10V32 — 2a30V1,2
—3b13v,0=0
—bo3V12 + 3by1V04 + 3D V1,4 — 2020V0 4 — D13V — 2023V, =0
—bo,1Vs,0 — 2a40V30 — b31Vo0 — b21V30 + 2a30Vs0 — by11Va0 + 41 0Vs50 = 0
bo3v0,4 — A1,2V0,4 = 0
Ag;3V1,4 — A13V04 =0
—2bg 4V 2 + Ao 3V12 = A13V02 — A11V04 T Qo1V14 + 2Do Vo4 =0
a3,0Va0 = b1,1Vs0 = b31V30 — A4 0V30 + 320Vs50 — b21Vs0 = 0
A40Vs,0 — b31Vs50 =0
—b21Vs0 +2a30V5,0 = b3,1Vs0 = 0
2by V32 — 2by V50 + 2a3,1V59 = 0
2b30V32 = 2by V40 + 3a21Vs0 + 2Dy gV;2 — 2D12V50 + A31V40 = 0
4b40Vo4 + A2,0V32 = 4boaVap + 3013V40 — 31722 + 5003050 + 4b3 V14 =0
—2bg4V32 + 2Dy 501 4 — 203114 + 201303, =0
4003040 — 4bo4V30 + 2a1,1V32 + 4b3 V04 + 4b2oV14 + 201 3V30 — 2a31V1, =0
2by 0V22 = 2b15V30 + 2bagVo2 + Az 1V30 — 2D 5020 + 2b1gV32 + 3011V4,0+500,1V50 — 2Dg 2040
+ 2b3 V12 — a3,1V20 =0
4ay1Vs0 + 2by0Vs 2 + 2030Vs0 + 2031012 + 2b30V2 2 — 2D12Vs0 — 2b3 2030 = 2 V50 = 0
2b; 50,4 — A21V14 — 2b04Vap + 2b1 5V 4 — 3A31V04 + A10V22 + 3003032 =0
3a01V32 + A13V20 + A1,1V22 — A21V12 — 4Do4Va0 + 4b10V1,4 + 4b2oV04 + 303030 — 3a3,1V02 =0
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4Dy V1,4 + 4013050 — 4bo Vs = 0
200322 + Ag3V0 4 + 2D 2014 — 2bg 4V12 — 2031V 4 = 0
b3 V32 — by 3Vs50 + 3a5,V50—A4 V32 =0
b3 1V,5 — 3bg3Vs0 — 3Dy 3Va0+4a20Vs50 + Dy V32 — 204 30521205 5V40 = 0
—b13V35 + 3b31V14 — A4V 4tAz V3, =0
3a1,2V4,0 — A3,0V2,2 — 3b1,3V30 + b1 132 — 3bo3Vs0 + b31V1 27304 0V12 + A2 0V32 + Az V304021722
=0
3by V14 — 2a30V1,4 — bo3V32+3b3 1004 — 4Qu Vo4 — b1 3V22 + 1503, =0
b1,3171,4 —ay,V14 =0
—3a3,0V0,4 — bo3Vz2 + 3b11V14 — Az V12 + 3D 1 Vo4 + A1 2V 5 — by 31, =0
From the above system, this system must be generated

V2,0
0 bl,l - 2a2'0 0 b0,1 0 0 0 O 0 0 170,2
—2b1,2 2b3,0 2(11,1 - 2b0’2 2b2’0 4'(10’1 2b1‘0 0 0 0 O V3,0
ai,1 — 2bg 2b,y 3ag, 2bj, 00 0 0 0 0O Zl,z
2ao3 —2a;, 0 0 0 2ay; 4bio 0 0 O 174'0 =0
. . ' P 2,2
Vo4
Us,0
V1,4
40x10 \p,
0 bl,l - Zazro 0 bO,l 0 0 O 0 0 0
_2 b1,2 2b3,0 Zalrl - 2b0,2 ZbZ,O 4(10'1 2 bl,O 0 0 0 O
aiq — 2bg 2by 3ap1 2bijp 00 0 0 0 O
Ap=| 2%s3 ~2az, 0 0 0 2ay 4o 0 0 0
40x10
A40V1°=0,

After solving the system, an infinite number of solutions are obtained, but the optimal solutions are as
follows:

A1,0 = V14 = 2,001 = Vg = —01,0,A20 = —1,011 = —030,A30 = —A1,A21 = 6,815 = Vo4 =
—4,a03 =8,a40 = b3y =Vsg =0ay,1,a37 = —3,V32 = —A34,a13 = Aq2,d22 = b13 = Ay,0,b10 =
3 7
V20 = Vo2 = b0,1 = a1,o:b2,0 = —E'bm =V30 = V12 = az,o'bo,z = E:b&o = b0,3 = a1,2'b2,1 =
13 7
ao,1:b1,2 = —daz1, b4,o = E;bz,z = E'boA =3 and Va2 = —Az1.

By substituting the above conditions in V(a,8), and  V(a,B) = 2a? + 2% — a® — af? — 2a* — 6a?pB?

the system (2.6), the following corollary will be our —4B* + a® + 2ap* + 3a3p>.
outcome: Proof: To prove this theorem by (Theorem 2) the
Corollary 3 limit cycle of system is the ellipse a? + 2% — 1 =

The quartic system (2.6) after substituting the above 0 and the center is located at the point (3,1), by
conditions with one center and one limit cycle, are (Definition 3) of center.

based on the following system:
_ —3Bad +6Ba* —4p3a+ 8B + a* — 2a3 The presence of an inverse integrals factor for
4 2B%a% —4B%a —a’ + 2a + Ba - 2P Quintic polynomial systems.
B=20a%—4a% + > p%? — 6B%x ——a? + 2a +fa®  Theorem 7
10 10 10 The nonlinear system

7 7
—2ﬂa2+2ﬁ3a—4ﬁ3—ﬁa+2ﬁ—gﬁ4+5ﬁ2 & =a,,a’f+agspi+asa*f+assa?fP+aysp° 27)
And the polynomial inverse integrals factor of the f=Dbsot®+by ;% +bsoas +b;y,a’B?+by ,pta, @
above system is: has an inverse integrating factor

326



Open Access
Published Online First: January 2021

Baghdad Science Journal

P-1SSN: 2078-8665
E-ISSN: 2411-7986

V(a, ‘B) = v6'0a6 + 174,20!4ﬁ2 + v2'4‘84a2

+ vo,68°.
Find the optimal solutions.
Proof: LetV(a, B) be the inverse integrating
factor so by (Definition 2) and equation (1.2), Will
be resulted as follows

6V+ v <6P 4 E)Q)V
da g \da 9B
(02,1“2,3 +agsfP+asatf+a,za?p?
+agsB°) v
0.5 Jda

+ (b3 oa®+by ;B 2%a+bgea’®
ov
b 3p2 b 4
+ b3 ,a”f°+Db 14 05)—6[),

= (2ay,aB + 4a,,a°p
+ 2a, 303 + 2by ,fa + 2by a3 B
+ 4by 4f3a)V (2.8)
In general, it is extremely difficult to solve quasi
linear equation. Thus, the method is ignored. So by
Method, V(a,B) =X =0V s’ B/, and apply
for k = 6, the result will be found as follows
V(a,B) = v60a® + v42a* % + vy 4% a?
+v0,68°.
apply equation (2.8),

(az,la’zﬁ +agsfP+asatf+a,za?p?
+agsB°)(6ve0a® + 4v, a3
+ 2v,,4%a)
+(bspa®+by,B%a+bs,a®
+ b3, ap?

+ by 4B*a)(2v,,a*B

+ 4v,,48%a% + 6vy¢B5)

= (2az1aB + 4a,,0°B

+ 2a,3aB3 + 2by ,fa + 2bs a3 P
+ 4by 43 ) (veoa® + vy a2

+ vy4B8% % + 196 B°)

After calculating, the coefficients of terms are:
(4az1 — 2by2)ve0 + 2b3 Vs, = 0
6a03V60 + 207 1V4, + 4b3 V4 =0
4003V, + 2by 2054 + 6b3 V06 = 0
2003054 + (4by 3 — 2051)V96 = 0
(2a41 — 2b32)V6 0 + 2b5 gV, = 0
(—4by4 +4ay3)V60 + 4bs Vo4 = 0
600560 + (2033 — 2b1,4) Vs

+ (2b3; — 2a4,1)vy4 + 6bs Vo6
=0
44054, + (=404, + 4b32)vo6 = 0
2a05V24 + (—2a33 + 2b1 4)Vo6 = 0
the above system is given us the following

4ay, — 2by, 2bs, 0 0
6a 3 2a;, b3 0
0 4ag, 2by; 6b3. v
0 0 2ag3 4by, —2a,4 o0
2041 = 2b3; 2bs 0 0 U;’i =0
—4by 4 + 4a;3 0 4bs 0 Uo,e
6aq s 2a53 —2b1y  2by, — 204, 6bs,0 '
0 4ay s 0 —4a4, + 4b3;
0 0 2ay5 =203+ 2b14 oxa
4ay, — 2by, 2bs 0 0
600 3 2a,, 4bs0 0
0 4aqs 2b1, 6bs,0
0 0 2ay3 4b; 5 — 2a5 4
Ag = 2a41—2b3, 2bs g 0 0
—4by 4+ 4ay3 0 4bs 0
6Cl0_5 2a2_3 - 2b1,4 2b3‘2 — 2(14,‘1 6b5'0
0 4ay s 0 —4ay,; +4b3;
0 0 2ay 5 —20a33 + 2b14 oxa
AgV* =0,

After solving the above system, the infinite numbers
of solutions are obtained but the optimal solutions
from the following conditions are:

A1 = A3 = —2,Qp3 = Qg5 = Qg1 = —1,
b3o=bso=b1s4=—a31, b1y=—0a4;:

327

b3y =bso+ 2,60 = bsg Vg,
U4’2 = b3,2 + 1,

Va4 = b32V06,
and v ¢ is an independent constant.
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Application

Substituting the above conditions in V(a,B) =
Y=oV ijat B/, and also to the system
(2.7),these results will be obtained:

by applying the (Theorem 7) to the Quintic system

a = —ZaZﬁ _ﬁS _ 0(4',8 _ 20(2,83 _'35'

B =2a®+ B%a + 2a° + 4a3p? + 2B%a,
Hence the polynomial inverse integrating factors of
the above system is:

V(a,B) = vge(2a® + 5a*p? + 4B%a? + B°).
this application gives us the center and also has no
limit cycle.

To prove the above result, (Theorem 2)
must be used, and since the inverse integrating
factor is homogeneous function, then the center is
located at the point (0, 0), by (Definition 3) of the
center.

Conclusions:

Conclusion must be based on the following
points:

1) Finding a polynomial inverse integrals factor for
some systems like system (1).

2) All theories of cubic and Quintic systems do not
have boundary cycles by (Theorem 2).

3) If a non-zero homo polynomials are the inverse
integrate factor of the system (1), then it has no
limit cycle.

4) For the quartic system, one center and one limit
cycle are found and also one center of Quintic
system is concluded.
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