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Abstract: 
Zernike Moments has been popularly used in many shape-based image retrieval studies due to its 

powerful shape representation. However its strength and weaknesses have not been clearly highlighted in the 

previous studies. Thus, its powerful shape representation could not be fully utilized. In this paper, a method 

to fully capture the shape representation properties of Zernike Moments is implemented and tested on a 

single object for binary and grey level images. The proposed method works by determining the boundary of 

the shape object and then resizing the object shape to the boundary of the image. Three case studies were 

made. Case 1 is the Zernike Moments implementation on the original shape object image. In Case 2, the 

centroid of the shape object image in Case 1 is relocated to the center of the image. In Case 3, the proposed 

method first detect the outer boundary of the shape object and then resizing the object to the boundary of the 

image. Experimental investigations were made by using two benchmark shape image datasets showed that 

the proposed method in Case 3 had demonstrated to provide the most superior image retrieval performances 

as compared to both the Case 1 and Case 2. As a conlusion, to fully capture the powerful shape 

representation properties of the Zernike moment, a shape object should be resized to the boundary of the 

image.  
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Introduction: 
With the increasing importance of images in 

people’s daily life, the latest technologies of image 

retrieval based on shape has been widely studied. 

Shape features give significant information of the 

images such as the position and size. Hence, image 

retrieval based on shape is crucial in various 

applications such as medical imaging, automation 

systems and the remote sensing. For example, in 

medical imaging, shape retrieval is used for the 

retrieval of the MRI human spine images (1), brains 

(2,3) and pulmonary nodules lung (4). The use of 

relevant shape features are important to the 

radiologists for their record in evaluating and 

diagnosis of the medical image database.  

Many researchers have utilized shape features 

in various applications including content-based 

image retrieval (5,6,7,8) and trademark 

(9,10,11,12,13).  
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Among the three main image features 

characteristics, shape is a fundamental feature 

which provides significant information of the image 

in terms of size, position and shape of an objects. 

The shape of objects play a pivotal role among the 

different aspects of visual information. Therefore, a 

shape feature is a very powerful feature when used 

in image similarity search and retrieval. Unlike 

color and texture features, the shape of an object is 

linked closely to the object identity or functionality. 

Therefore, shape-based image retrieval is an 

important topic and the authors attempted to 

develop an alternative method to existing shape 

image descriptors in this paper. 

In (14), proposed an algorithm called 

histogram-based contrast and spatial information-

enhanced region-based contrast that can effectively 

extract important object features. They claimed that 

their algorithm achieved superior retrieval rate as 

compared to other methods. Nowadays, 3D shape 

image retrieval has received much attention in many 

computer vision applicatons such as in shape 

recognition, object detection and graphics areas. 

Several methods exist and used for 3D shape 
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retrieval such as Convolutional Neural Networks 

(15,16), deep learning feature (17), bag-of-features 

(18) and Cross-Domain Manifold Ranking (19). 

The goal of Convolutional Neural Networks 

(CNNs) is to represent the hierarchy of feature 

representation (16) and the learning of CNN is 

based on Stochastic Gradient Descent (SGD) (20). 

(21) used CNN to learn a general similarity function 

for image patches and their approach shows that it 

can significantly outperform the other shape-based 

methods on several problems.  

Some image retrieval approaches used bag-of-

features approach by computing the global and local 

descriptors of the shape before they are used for 

object similarity retrieval. (18) shows that by 

combining both features with multiview shape 

matching scheme, it can significantly outperforms 

other methods for 3D shape matching. (19) 

proposed an algorithm for the retrieval of sketch 

based 3D model that compare features from 3D 

model and features from hand-rawn sketches.  

However, 2D images are still popularly been used 

today in most of the applications for extracting the 

shape features because of the complex and high 

computational nature in 3D shapes. Hence, this 

paper focuses on how to further enhance the 

properties of Zernike Moments that will provide a 

solution for the fundamental problem of shapes 

feature representation and only focuses on 2D 

images.  

Zernike Moments: 

Zernike Moments (22) are the most well-known 

orthogonal moments that are able to store the image 

information with minimal information redundancy. 

Zernike Moments are claimed to be rotation 

invariant and robust to noise (23). Generally, a 

Zernike Moment that is defined over the polar 

coordinated inside a unit circle of order p can be 

mathematically written as in Eq. (1). 
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The function ),( rVpq  represents Zernike 

polynomials of order p with repetition q and 
represents complex conjugate. Let consider N as the 

number of pixels at both image axes.  Equation (1)  
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Zernike polynomials ),( rVpq  
of order p are 

defined as functions of the polar coordinates ,r  as 

in Eq.(3). 
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where )(rRpq  is real-valued radial polynomial 

given by Eq.(4). 
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where ;,...,2,1,0 =p ;||0 pq   and || qp− is 

even. Due to the nature of Zernike Moments that is 

defined in polar coordinates and image is defined in 

a Cartesian space, we need to perform a square to 

circular transformation for the image as illustrated 

in Figure 1 (24) before Zernike Moments can be 

computed. After the transformation, the Cartesian 

coordinate system in image I(x, y) can be 

represented by new image in polar coordinate, I(

 , ) where   denoted the radius of the circle and 

  the position index of the pixel on the circle. 

 
Figure 1. Cartesian Image Space to Polar 

Coordinates Transformation(24). 

 

System Framework of Zernike Moments 

Figure 2 ilustrates the system framework of 

Zernike Moments implementation that is used in 

this paper. There are two main phases in the system 

implementation; offline and online phase. In the 

offline phase, the Zernike Moments properties were 

initially extracted from shape image dataset and 

later stored stored as feature vector. In the online 

phase, a user can select any query image from the 

shape image database. The algorithm will compute 

the Zernike Moments features from the query 

image. These set of features were later be compared 

with the set of previously stored features. By using 

Euclidean distance similarity measurement, the 

distance between the features from the query image 

and each of the respective feature vector in the 

feature database were computed. The distance 

measurement will later be sorted and the image with 

the smallest distance value represents the closet 

image to the query image.  
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Offline Phase 

 

 

 

      Online Phase 

Figure 2. System Framework of the Zernike Moments Method for Image Retrieval. 

 
Feature Extraction using Zernike Moments 

The experimental investigations have been 

carried out to analyse the capability of Zernike 

Moments to represent a single object shape and its 

robustness to image transformation for image 

retrieval. The aim of these experiments is to explore 

the shape retrieval capabilities of Zernike Moments 

for three case studies. In this paper, Zernike 

Moments (Zpq) of order 10 is used throughout the 

experiment as shown in Table 1. 

 

Table 1. Illustration of Zernike Moments for p=10 and q=10. 
q 

p 

0 1 2 3 4 5 6 7 8 9 10 

0 Z00 -          

1 - Z11          

2 Z20 - Z22         

3 - Z31 - Z33        

4 Z40 - Z42 - Z44       

5 - Z51 - Z53 - Z55      

6 Z60 - Z62 - Z64 - Z66     

7 - Z71 - Z73 - Z75 - Z77    

8 Z80 - Z82 - Z84 - Z86 - Z88   

9 - Z91 - Z93 - Z95 - Z97 - Z99  

10 Z100 - Z102 - Z104 - Z106 - Z108 - Z1010 

 

The Proposed Method: 
Figure 3 illustrates the workflow process for the 

three case studies of Zernike Moments 

implementation namely Case 1, Case 2 and Case 3. 

In Case 1, Zernike Moments properties were 

directly extracted from the shape image. Whereas, 

for Case 2 and Case 3, before the computation of 

Zernike Moments, an additional image 

preprocessing is made to the input image. In Case 2, 

the algorithm first compute the  centroid of the 

object shape and based on this centroid value, the 

object is moved to the center of the image. In Case 

3, the skeletonizing algorithm is first applied to the 

input image. Based on these computed skeleton of 

the object, the minimum and the maximum 

horizontal and vertical boundaries of the object is 

determined. By using these boundaries, the object 

shape is cropped and later resize into standard 

image dimension that is used in this paper, i.e. 256 

x 256.  

Shape Image Query 

Features extraction  
using Zernike Moments 

Features Vector of Zernike 
Moments 

Similarity  
Measurement 

Sorting and 
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Results 
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Figure 3. The Proposed Three Case Studies of Zernike Moments Implementation. 

 
Zernike Moments Implementation of Case 1 

In Case 1, the Zernike Moments method is 

applied to test the shape based image retrieval 

capability using the whole image. The workflow 

process for Case 1 implementation is shown in 

Figure 4.  

First, the process starts with an input image 

from the shape image database, showing an apple 

image from MPEG-7 Core Experiment Shape-1 Part 

B. The second step is the calculation of global 

Zernike Moments on the input image. The image is 

computed and a total of 36 features Zernike 

Moments from order 0 to 10 were extracted on the 

image. Then, the features are measured and 

compared with the features in the database. Finally, 

the results will be displayed accordingly in ranking 

orders. 

 

 
Figure 4. Case 1 Implementation Process. 
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Zernike Moments Implementation of Case 2 

In this case, the Zernike Moments method is 

implemented by computing the centroid of the 

object shape and by using this value, the object is 

relocated to the center of the image. Figure 5 shows 

the workflow process of the Case 2. For the 

workflow process in Fig. 5, it can be seen that there 

are an additional two processes as compared with 

workflow process for Case 1. The first one is the 

process to compute the centroid of the object shape 

from the input image. In the illustration, the 

detected centroid, c for brick image is shown in the 

second process of the figure. This process is one of 

the many important steps due to detect a shape of an 

object without distortion. Then, by using the 

centroid points of the object shape, the object is 

relocated to the center of the image.  

This proposed process can be considered as one 

of the steps to normalize the image before the 

computation of the image features. After that, the 

same process as in Case 1 were applied until the 

retrieval ranking results are displayed accordingly. 

However, Case 2 extracts an unused area of the 

object image. Waste information fills up the unused 

area that affects the image features. This leads to the 

proposed Case 3. 

Zernike Moments Implementation of Case 3 

To fully capture the object shape features, 

Case 3 is proposed. In Case 3 implementation, it 

covers surrounding area of the object shape to get 

the features information. For the purpose of the 

Zernike Moments implementation investigations, 

Case 3 implementation used three steps of image 

preprocessing,i.e. skeletonizing process, shape 

cropping process and image resizing process. The 

workflow process as shown in Figure 6 gives details 

of these three processes and shows the overall steps 

process of Case 3 implementation. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Case 2 Implementation Process. 

 

Figure 6 illustrates a hammer image as the input 

image or also known as query image in 

demonstrating the process in Case 3 

implementation. To compute the skeleton of the 

shape object image and its endpoints, the 

skeletonizing algorithm is applied over the input 

image. The result of the hammer image after the 

morphological process is shown in the second 

workflow diagram. The start points and endpoints 

later on will be useful in determining the maximum 
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and minimum values for the shape object image to 

be cropped. After this process, the third step in this 

figure shows the hammer shape that is already been 

cropped. Then, the image is resized into 256 by 256 

dimensions to make it uniform with other images in 

Case 1 and Case 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Case 3 Implementation Process. 

 

Retrieval Results 

During the retrieval process, Zernike 

Moments features of each query image are 

compared with those of the images in the image 

features database. The features were matches with 

the respective features in order to rank each indexed 

image according to its distance to the query image 

and display its results. In this section, retrieval 

ranking results of Zernike Moments using the 

MPEG-7 Core Experiment Shape-1 Part B and 

Columbia Object Image Library (COIL-20) dataset 

are presented.  

MPEG-7 Core Experiment Shape-1 Part B 

dataset contains 1400 binary images. Table 2 shows 

the top ten retrieval ranking results of an apple-1 

shape object. From this table, it can be observed 

that the query had correctly retrieved the similar 

category object in the first and second rank of all 

the case studies. For Case 1 implementation, the 

similar apple image category are able to be retrieved 

in the first top two ranking only. It failed to retrieve 

similar image category under rank 3 until rank 10. 

From the retrieval results in Case 2 implementation, 

it can be observed that it successfully retrieved 

similar image category in the first third rank but 

failed to retrieved correct image categories at rank 4 

and rank 5. In rank 6 until rank 8, it retrieves the 

similar image category again. However, in rank 9, it 

again retrieved a different category. Then at rank 

tenth, it retrieved similar image category again. 

Case 3 retrieval results show that it perfectly 

retrieved the similar image category in the first 9th 

rank and only failed to retrieve similar image 

category under rank 10. 
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Table 2. Top Ten Retrieval Ranking Results of an Apple-1 Image. 
 

      Ranking   

Method 

Ran

k 1 

Rank 

2 

Rank 

3 

Rank 

4 

Rank 

5 

Rank 

6 

Rank 

7 

Rank 

8 

Rank 

9 

Rank 

10 

 

Case 1 
     

 

 

 

 

 

 

Case 2 
          

 

Case 3 
          

 
Overall from the comparison retrieval results, 

the retrieval ranking results in Case 3 provide the 

best retrieval ranking as compared with the Case 1 

and the Case 2. Only the top ten image retrieval 

results were displayed in Table 2 due to space 

limitation. To give the overall retrieval ranking 

results, Figure 7(a) shows the precision and recall 

graph for Case 1, Case 2 and Case 3 as illustrated 

using red, green and blue marker, respectively. The 

cubic spline interpolation is employed throughout 

this paper for smoother curve. The graph shown in 

Figure 7(a) indicates that Case 3 gives the best 

retrieval results as compared with Case 1 and Case 

2 from the beginning of the retrieval ranking results.  

This retrieval results also shows that the 

retrieval produced by Case 1 is the poorest of all 

cases. 

The precision and recall graph shown in Figure 

7(b) shows the comparison of retrieval performance 

of Beetle-1 image from MPEG-7 dataset with the 

three case studies. As shown in red lines graph, 

Case 1 performance also provides poorest retrieval 

results as compared with the other two cases. In 

Case 2, the graph shows a better retrieval 

performances as compared to Case 1 but it slightly 

decreased along with the decreasing number of 

retrieved images. As can be observed, the Case 3 

implementation provides the best retrieval results as 

compared with other two casess. However, it is 

slightly decreased at the end of the retrieval. 

  

(a) Apple image (b) Beetle image 

Figure 7. Precision-Recall Graph for MPEG-7 dataset image. 

 

In addition, the top ten retrieval ranking results 

for another sample images on MPEG-7 dataset for 

Case 3 is presented as in Table 3. It contains the 

retrieval ranking results for six categories of images 

including car, bone, cup, device, face and heart. As 

can be observed, Case 3 implementation perfectly 

retrieved similar categories for the first top ten 

ranks under the category of car, bone, face and 

heart. For cup and device category, it successfully 

retrieved similar image category from rank 1 to rank 

8 and it only failed to retrieve similar category 

images under rank 9. 
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Table 3. Retrieval Ranking Results of Case 3 Implementation on MPEG-7 Dataset. 

IMAGE 

QUER

Y 

RETRIEVAL RANKING RESULTS 

Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Rank 6 Rank 7 Rank 8 Rank 9 
Rank 

10 

           

  

 

 

       

  

 

 

   

 

   

           

           

    

 

 
 

    

 

Columbia Object Image Library (COIL-20) 

dataset is a collection of gray scale images which 

contains 1440 images for 20 different objects. Some 

sample of retrieval ranking results for Case 3 

implementation including object 5, 6, 7, 8, 17 and 

object 20 image category in COIL-20 dataset are 

displayed in Table 4. From the top ten retrieval 

ranking results, it can be concluded that Case 3 

implementation results gives good retrieval under 

all categories, where it can be supported by the 

results shown in Table 4 that it perfectly retrieved 

similar category for all top ten ranks. 

From the top ten retrieval ranking results in 

Table 4, it shows that Case 3 gives the superior 

retrieval ranking where it perfectly retrieved similar 

category of object in COIL-20 dataset. The results 

obtained from the COIL-20 dataset retrieval ranking 

are better as compared to MPEG-7 dataset. One of 

the reasons is COIL-20 dataset includes 70 similar 

images under one category and MPEG-7 dataset 

only have 20 similar images for each category. 

Thus, the chances for COIL-20 dataset to retrieve 

similar category are bigger than MPEG-7 dataset 

retrieval ranking results. 

The precision and recall graph of COIL-20 

image example is shown in Figure 8.  The graph in 

Figure 8(a) indicates that Case 3 implementation 

represented by blue markers gives superior 

performance as compared with Case 1 and Case 2. 

From the graph in Figure 8(b), it can be seen that 

the retrieval performance decreases for Case 1 

along with the decreasing number of retrieved 

similar images. In Case 2, the retrieval performance 

decreased in the middle of the performance as 

shown in green lines graph. Case 3 gives best 

retrieval performance as compared with the other 

two cases where it perfectly retrieved the similar 

image category from the beginning of the retrieval 

and it performances only decreases toward the end 

of the retrieval. 
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Table 4. Retrieval Ranking Results of Case 3 Implementation on MPEG-7 Dataset. 

 

  

(a) Object 2 image (b) Object 11 image 

Figure 8. Precision-Recall Graph for COIL-20 Image Dataset. 
 

From the results, it can be concluded that to 

fully capture Zernike Moments properties for shape 

represenation, the object has to fully cover the image 

boundary. By moving the centroid of the object to the 

center of the image, it will improve the object shape 

representation as can be observed from Case 1 to Case 2. 

However, Zernike Moments properties could not fully 

cover the shape of the object. This lack of shape 

representation by Zernike Moments is clearly evidence 

from the retrieval results of Case 2 as compared to the 

retrieval results of Case 3.  Even though Case 2 retrieval 

results are better than Case 1, some of the object shapes 

does not cover the image. Therefore, the shape properties 

of Case 2 from Zernike Moments could not fully 

represent the shape as compared to Case 3. By 

maximizing the size of the shape object as in Case 3, it 

proved that Zernike Moments properties could perform 

the best to represent the object shape. Therefore, to be 

practical in applying Zernike Moments method, we have 

to limit the coverage of the object shape to the boundary 

of the object. By maximizing the size of the shape object 

to certain area of interest, we can fully use Zernike 

Moments properties. For example, to locate a small size 

object in a panoramic image, if we want to use Zernike 

Moments to detect the image shape, we have to use the 

correct window size that fit to the object size. For a 

varying scale object size, then a dynamic window size 

has to be employed. Further investigation into these 

properties is subject to future research project. 

 

Conclusion: 
This paper has presented 3 case studies of the 

implementation of Zernike Moments for shape 

based image retrieval. Case 1 is the basic 

conventional implementation of Zernike Moments 
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based method and Case 2 is basically relocation of 

an object shape into the center of the image based 

on the centroid of the object. In Case 3, the actual 

object boundary were identified and later resized to 

fit the enveloped of the actual image size. From the 

analysis of the results, it can be concluded that the 

properties of Zernike Moments could be fully 

utilized if the image of the shape covers the 

enveloped of the object completely. This finding 

exhibited in Case 3 where the shape of the object is 

resized to fully cover the shape of the object. The 

retrieval perfomances of Case 3 performs the best 

out of the other 2 case studies. Therefore, to fully 

capture the properties of Zernike Moments, a shape 

object boundary should be determined and based on 

these boundary information, the shape object should 

be resized to fit the enveloped of the image. In this 

way, the properties of Zernike Moments can be 

fully captured to represent a shape object as 

compared to a shape object that are not fully 

covered in an image. It is interesting if we could 

utilize these information and integrate them with 

other features from other methods so that the more 

efficient shape based image retrieval could be 

achieved in the future.  

Notation: 
p positive integer or zero; i.e.: = ,...,2,1,0p  

q 
positive integer subject to constraint; || qp−

 
is even 

and pq                                           

  
angle between the vector  and the axis x in the 

counter clockwise direction 
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 للحظات زينرك لاسترجاع كائن منفردتحليل مقارن 

 
 وان نورال جواهر هاج وان يوسف               محمد سوزوري هيتام  ثريا أبو بكر

 
 جامعة ماليزيا تيرينجانو ، ماليزيا

 
 الخلاصة:

القوي للأشكال. لحظات زينرك بشكل شائع في العديد من دراسات استرجاع الصور المبنية على الأشكال بسبب تمثيلها  تم استخدام

ل. ومع ذلك لم يتم تسليط الضوء بوضوح على نقاط  قوتها وضعفها في الدراسات السابقة. وبالتالي، لا يمكن استغلال تمثيلها القوي بشكل كام

على صور  بالكامل وتطبيقها على كائن واحد للحصول زينرك في هذه االدراسة، يتم تنفيذ طريقة لالتقاط خصائص تمثيل الأشكال في لحظات

ثنائية ومستوى رمادي. تعمل الطريقة المقترحة عن طريق تحديد حدود كائن الشكل ثم تغيير حجم شكل الكائن إلى حدود الصورة. تم إجراء 

لصورة  النقطة الوسطى  ، يتم نقل2 الحالة  على صورة كائن الشكل الأصلي. في زينرك هي تطبيق لحظات 1ثلاث دراسات حالة. الحالة 

، تقوم الطريقة المقترحة أولاً باكتشاف الحدود الخارجية لشكل الكائن ثم تغيير حجم  3إلى مركز الصورة. في الحالة  1 الحالة الشكل فيكائن 

  3 الحالة الكائن إلى حد الصورة. تم إجراء تحقيقات تجريبية باستخدام مجموعتي بيانات صورتين قياسيتين أظهرت أن الطريقة المقترحة في

. الخلاصة تتلخص ان لالتقاط الصورة بشكل كامل خصائص تمثيل 2و 1 م توضيحها لتوفير أفضل أداء لاسترجاع الصور مقارنةً بكل منقد ت

 .، يجب تغيير حجم كائن الشكل إلى حدود الصورة زينرك الشكل القوية للحظة

 

 زينرك ميزات الشكل، واسترجاع صورة الشكل، لحظات الكلمات المفتاحية:


