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ABSTRACT 

There is an extensive literature that facilitates our 
understanding of how new information technologies are 
adopted and accepted. However, there is little empirical 
work that studies how innovative technologies such as 
Artificial Intelligence (AI) agents can be team-players with 
humans in the workplace. Using Actor-Network Theory, 
this research-in-progress work proposes a new conceptual 
model that aims to aid our understanding of how human 
perceptions regarding the asymmetry they perceive 
between their knowledge and that of their AI teammates 
and their ability to retain control over the knowledge they 
share with AI teammates on their level of trust in AI 
teammates and their willingness to collaborate with them. 
A 2X2 scenario-based survey study will be conducted and 
structural equation modeling will be used to empirically 
validate this model. Potential contributions to theory and 
practice are discussed. 

Keywords: AI-based technology, AI teammate, Hybrid 
Human-AI teams, Knowledge Asymmetry, Knowledge 
Control, Willingness to Collaborate. 

INTRODUCTION 

There is no one unified definition of Artificial Intelligence 
(AI). In the online-version Dictionary proposed by 
Merriam Webster, AI is defined as “the capability of 
machines to imitate intelligent human behavior.” Also, 
(Rai et al. 2019, p.iii) defined AI as “the ability of a 
machine to perform cognitive functions that we associate 
with human minds, such as perceiving, reasoning, learning, 
interacting with the environment, problem-solving, 
decision-making, and even demonstrating creativity.” 
According to a recent report, 80% of firms are investing in 
AI technologies, and 62% expect to hire a Chief AI Officer 
within their organizations (Columbus 2017). Further, AI-
based technologies are now designed with human-like 
attributes to increase their acceptance as social actors. AI 
is, thus, different from traditional computer programs as it 
entails the use of advanced algorithms and software 
programs that approximate human cognition and reasoning 

to be able to learn and augment its knowledge-base, 
interact with humans, autonomously work on tasks, and 
analyze massive data to make proactive, predictive, or 
personalized decisions.   

The massive amount of data available from a wide variety 
of sources and advancements in the computing 
infrastructure have made AI technologies excel in their 
capabilities nowadays. These technologies are able to 
digest information from diverse sources instantly and keep 
a record of every bit of information they come across to 
make informed decisions and create new knowledge. These 
recent developments have given rise to hybrid human-AI 
teams in the workplace. In a recent study that examined the 
potential of different smart technologies as collaborative 
teammates, artificial intelligence (AI) was arguably 
considered the technology that will have the most 
influential impact on team outcomes (Seeber et al. 2018).  

Despite the debate that such smart technologies will 
replace humans in the future, this belief assumes that 
humans and AI technologies are independent of each other 
such that each works in isolation. However, these 
technologies complement humans in the workplace. In a 
recent study involving 1,500 firms, Wilson and Daugherty 
(2018) found that organizations realize the most 
exceptional performance improvements when humans and 
machines collaborate in hybrid teams. For instance, some 
Swedish banks currently use AI-based virtual customer 
service assistants that they refer to as the “newest 
employees” and give them real names such as “Aida” or 
“Nina” (Rai et al. 2019). Robots and other AI-based 
technologies help doctors in a variety of ways including 
medical diagnostics. Moreover, Rai et al. (2019) advocate 
the notion that hybrid Human-AI teams can align AI-based 
agents’ capabilities such as speed, accuracy, scalability, 
and reliability with human agents’ strengths (e.g., 
creativity, judgment, and empathy) to yield better 
outcomes. Norman (2017) stated that “As automation and 
artificial intelligence technologies develop, we need to 
think less about human-machine interfaces and more about 
human-machine teamwork” (Norman 2017, p.26). 
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Based on the foregoing discussion, there is an interplay 
between humans and AI technologies in the workplace and 
this interplay keeps emerging and converging at a fast pace. 
Thus we need to understand the mechanisms that will make 
such interaction and collaboration successful.  

Consequently, the objective of this study is to try to 
understand some of the factors that influence the 
willingness of humans to collaborate with their AI 
teammates in hybrid human-AI teams. In this context, 
willingness to collaborate refers to human teammates’ 
attitudes and intentions towards concrete collaboration 
situations of this type (Rosas and Camarinha-Matos 2010). 
In pursuing this, we view AI-based agents and human 
teammates in joint Human-AI teams as inseparable social 
actors. Our interest is to study how AI-specific 
characteristics related to knowledge exchange and storage 
can affect humans’ trust and their willingness to 
collaborate with their AI teammates through the lens of the 
Actor-Network-Theory. We define an AI teammate as “an 
AI-based technology that can perform cognitive functions 
that we associate with human minds, can work 
autonomously, can interact with and learn from humans, 
can adapt to different situations, and can make proactive, 
predictive, or personalized decisions.”  

The rest of the paper is organized as follows: theoretical 
background is discussed followed by the proposed model. 
Then, the proposed methodology and potential 
contributions and limitations are discussed. 

THEORETICAL BACKGROUND 

AI Agents as Social Actors 

Actor-network theory (ANT) is a socio-technical approach 
that aims at examining the motivations and actions of a 
heterogeneous network of human and nonhuman actors 
altogether (Walsham 1997). The theory tries to trace and 
explain the processes through which relatively stable 
networks of aligned interests are created and maintained, 
or why such networks might fail to create themselves. 
According to ANT, humans and non-human actors should 
be treated as inseparable. Kaartemo and Helkkula (2018) 
suggested utilizing ANT as a lens to understand the agency 
of technology and how AI and humans can co-create value. 
Considering this theory, we can view AI agents as vital 
social actors in a network with humans that can interact 
together, exchange knowledge, and make joint decisions.   

In traditional and virtual teams, exchanging and sharing 
knowledge is critical to teams’ success. Firms aim to form 
teams with members who have relevant expertise to 
leverage team outcomes. Organizations may also stimulate 
a knowledge-sharing culture by rewarding individuals who 
share their knowledge while punishing others who refrain 
from doing so (Bartol and Srivastava 2002). Moreover, 
teams that consist of diverse members with diverse 
backgrounds and expertise are expected to create a 
powerful synergy and perform better (Horwitz 2005; Rock 
and Grant 2016). Therefore, incorporating an AI team 

member with a large embedded relevant knowledge base 
and an ability to share this knowledge as well as absorb 
new knowledge from human teammates and external 
sources would, indeed, add value to teams.  

This exchange of knowledge in a social context can be seen 
through the lens of the Social Exchange Theory. Social 
Exchange Theory posits that in a social exchange context, 
people exchange favors in expectation of some future, but 
unclear returns (Emerson 1976). This theoretical approach 
defines a group of social actors as two or more humans 
whose interactions affect their behaviors and actions. They 
usually act in ways that maximize their benefits and 
minimize their costs (Alsharo et al. 2017). Posard and 
Gordon Rinderknecht (2015) have extended this definition 
by identifying a group as one involving both humans and 
AI-based computers. The main expected benefits acquired 
from exchanging knowledge with the AI teammate is 
achieving effective team collaboration. However, human 
team members might be uncertain about sharing 
knowledge with other human teammates whether because 
they distrust them or they fear paying the cost of losing 
ownership of their unique knowledge. Similar concerns 
could exist when humans and collaborating with AI team 
members. This may hinder the ability to cooperate, limit 
creativity and innovativeness, and break social interactions 
among the team. Therefore, building trust among team 
members is essential for organizations to not lose their tacit 
knowledge as a source of competitive advantage.  

Trust 

Trust is the union of three elements: a trustee to whom the 
trust is attributed, confidence that trust will be upheld, and 
a willingness to behave based on that confidence (Chopra 
and Wallace 2003). Trust is socially constructed and 
originates from interpersonal relationships (Sztompka 
1999). Mayer et al. (1995) defined trust as “the willingness 
of a party to be vulnerable to the actions of another party 
based on the expectation that the other will perform a 
particular action important to the trustor, irrespective of the 
ability to monitor or control that other party” (Mayer et al. 
1995, p.712). 

According to Social Response theory, humans by nature 
apply social norms when dealing with computers and treat 
them as social actors (Moon 2000; Nass and Moon 2000). 
Accordingly, tendencies to trust human beings can also be 
applied to technology. Trust was also measured with regard 
to IT artifacts (Söllner et al. 2012). In the information 
systems literature, trust in technology was conceptualized 
as consisting of multiple beliefs. Such beliefs seemed to 
vary depending on whether the technology possesses 
human-like characteristics or technology-like 
characteristics. Studies considering technologies with the 
human-like characteristics adopted the three trusting 
beliefs of competence, integrity, and benevolence. 
Whereas other studies that assess trusting a technology 
with technology-like characteristics applied measures that 
correspond to the functionality and reliability of the 
technology (Lankton and McKnight 2011). In the context 
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of recommendation agents, for instance, (Benbasat and 
Wang 2005) conducted a laboratory experiment to examine 
how trust can influence the intention to adopt 
recommendation agents (RA). The authors measured trust 
in terms of integrity, benevolence, and competence, 
assuming that agents simulate human intelligence. 
However, (Lankton and McKnight 2011) measured 
trusting a website artifact (e.g. Facebook) in terms of its 
functionality, reliability, and helpfulness.  

RESEARCH MODEL AND HYPOTHESES 

Our proposed research model is shown in Figure 1.  

 
 

Figure 1. Proposed Research Model 

Knowledge Control (KC) 

For successful collaboration, hybrid Human-AI teams need 
to exchange knowledge with other team members, 
including the AI teammate. However, the AI teammate 
with its advanced competencies is capable of recording and 
storing all the conversations, information, and knowledge 
communicated during a session and can recall this 
information at any point in time. This means that, unlike 
humans, AI teammates never forget, and the knowledge 
stored cannot be refuted. This might make humans hesitant 
to share their knowledge with an AI or even collaborate 
with it. Therefore, if human team members can delete from 
the AI teammate’s memory any information they share 
with it such that they are able to exchange knowledge 
freely and delete it after the task is completed, they might 
be less sensitive to the cost of sharing their knowledge and 
be more willing to collaborate with the AI teammate. While 
this is impossible with humans, it is feasible to do with AI 
teammates. Accordingly, in this study, we define KC as 
“the ability of a human team member, in a hybrid Human-
AI team, to control what knowledge they share with an AI 
teammate that they want the AI teammate to retain or keep 
after completing a collaborative task.” 

Since the concept of Knowledge Control is a new concept 
developed in this study, the literature lacks theoretical 
support for the hypothesized relationship between KC and 
the Willingness to Collaborate with an AI teammate. 
However, it is logical to argue that if human teammates 
have the opportunity to control whatever knowledge they 
exchange with AI teammates, they would be more willing 
to collaborate with them. Consequently, we hypothesize 
that: 

H1: Knowledge control will have a positive relationship 
with Willingness to Collaborate with AI teammates. 

Perceived Knowledge Asymmetry (PKA) 

We define PKA as “the perception of human teammates 
that their AI teammate has a better quantity or quality of 
task-relevant information compared to themselves”, which 
is an adapted definition from Pavlou et al. (2007). What is 
unique about AI teammates is their ability to process and 
reason with the new knowledge acquired from interacting 
and working with human teammates, which helps to 
contextualize and scale its embedded knowledgebase. 
Moreover, the AI teammate has the capability to search for 
any necessary knowledge from other external sources (e.g., 
the internet) in real-time. Given these capabilities, human 
teammates will be more likely to attribute more trust to the 
AI teammate (as they will likely possess less knowledge 
than the AI teammate in most instances) and will be more 
likely to collaborate with the AI teammate (as this will 
reduce the effort human teammates have to exert in order 
to attain the same level of knowledge). The relationship 
between PKA and trust is evident in situations where one 
human had less information than another human in an 
online exchange context (Pavlou et al. 2007). Accordingly, 
we hypothesize that: 
H2: Perceived Knowledge Asymmetry will have a positive 
relationship with Trusting the AI teammate. 

H3: Perceived Knowledge Asymmetry will have a positive 
relationship with Willingness to Collaborate with the AI 
teammate. 

Trusting AI-Teammates 

We adopt the definition of trust from (Mayer et al. 1995) 
and define it as “ the willingness of a human teammate to 
be vulnerable to the actions of the AI teammate based on 
the expectation that the AI teammate will perform an 
important action for the human teammate.”  

In human-human teams, when human members of a team 
believe that the other human team member is trustworthy, 
they will be more likely to collaborate with them. Previous 
research found a significant relationship between trust and 
the willingness to collaborate in a team (Alsharo et al. 
2017; Malhotra and Lumineau 2011; Paul and McDaniel 
2004; You and Robert Jr. 2018). Similarly, in hybrid teams 
of humans and automated machines, it was argued that 
collaboration would be successful only when humans trust 
the automation (Freedy et al. 2007). Thus, we hypothesize 
that:   

H4: Trusting the AI teammate will have a positive 
relationship with Willingness to Collaborate with the AI 
teammate. 

Furthermore, in hybrid human-machine teams trusting a 
smart machine’s decision capabilities, such as a robot, is 
crucial as it influences the effectiveness of the 
collaboration between the robot and the human. Besides, it 
impacts the willingness of humans to exchange 
information and distribute tasks as well as to exhibit a 
supportive behavior with the robot (Freedy et al. 2007). 
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Groom and Nass (2007) assert that one of the critical 
elements for successful hybrid teams of humans and robots 
is trust. Accordingly, we argue that when human team 
members trust their AI teammates, this will lower the need 
to control the knowledge shared with the AI teammate and 
consequently its positive association with the willingness 
to collaborate with it. Thus, we hypothesize that: 

H5: Trusting the AI teammate will moderate the 
relationship between Knowledge Control and the 
Willingness to Collaborate with an AI teammate such that 
the relationship is weaker with higher levels of Trusting the 
AI teammate. 

RESEARCH METHODOLOGY 

The proposed model will be empirically validated through 
a 2X2 scenario-based survey study. Targeted participants 
will be middle-managers and knowledge workers of 
different industries and ages and will be recruited through 
a market research firm. Participants will be asked to 
imagine that they were assigned an AI teammate on a new 
project that they have to work on at their organization 
where KC and PKA will be manipulated through the details 
of the different scenarios. KC will be manipulated by 
informing participants in one scenario that they will be able 
to delete/control whatever knowledge they share with the 
AI teammate (high KC condition) while in another 
scenario, participants will be told that they will not be able 
to remove any knowledge they exchange with the AI 
teammate (low KC scenario). Likewise, PKA will be 
manipulated by telling participants in one scenario that the 
AI teammate has significantly greater domain knowledge 
and years of experience than them (high PKA scenario). 
While in another scenario, participants will be informed 
that the AI teammate has significantly lower knowledge 
and years of experience than them (low PKA scenario). A 
manipulation check will then be conducted by comparing 
the groups. 

Trusting AI teammate will be operationalized through an 
8-item scale adapted from (Jian et al. 2000) as in (You and 
Robert Jr. 2018). PKA will be measured using a three-item 
scale adapted from (Pavlou et al. 2007). KC scale will be 
developed following the methodology outlined in Moore 
and Benbasat (1991) Moore and Benbasat 1991) as there 
are no empirically validated scales for it in the extant 
literature. Examples of KC items include “In this scenario, 
I feel that I will continue to have control over any 
information I share with the AI teammate.”, “In this 
scenario, I will continue to feel a sense of ownership over 
any information I share with the AI teammate”. 
Willingness to Collaborate with an AI teammate will be 
measured using the 5-item scale from (You and Robert Jr. 
2018).  

Partial Least Squares (PLS) as a Structural Equation 
Modeling (SEM) technique will be used to validate the 
proposed model. Moreover, post hoc analyses will be 
conducted and construct reliability, convergent validity, 
and discriminant validity will be assessed for all constructs. 

following (Chin, Wynne W. 1997; Gefen et al. 2000) rule 
suggesting that the minimum sample size should be at least 
ten times the number of items in the most complex 
construct. Accordingly, the expected sample size in this 
study will be 80 (based on the 8-item scale for Trust). To 
allow for spoiled surveys, a sample size of 100 subjects will 
be used for the main study. Before the main study, we will 
conduct a pilot study to test and purify the measurement 
instruments and resolve any issues with the research 
design. The sample size of participants in the pilot study 
will be approximately 30 subjects. This study will also 
control for the effect of participants’ gender, age, education 
level, industry type, industry size, and decision-making 
style. Before collecting data from the pilot or the main 
study, full ethics approval will be obtained from the ethics 
board at the authors’ university. 

POTENTIAL CONTRIBUTIONS AND LIMITATIONS 

This study will contribute to theory in that it will be the first 
to explore two knowledge-related factors that could shape 
humans’ trust in and their willingness to collaborate with 
AI-based technologies as teammates in hybrid Human-AI 
teams. Moreover, this study conceptualized and will 
develop a measurement scale for a new construct (i.e., 
Knowledge Control) that can be studied and used in future 
research. 

This work also has important implications for practitioners 
as the empirical findings of this work will provide 
developers and designers of AI-based technologies with 
guidelines that should be taken into consideration when 
designing AI-based technologies that will join the 
workforce with humans. Furthermore, organizations that 
incorporate or will consider incorporating AI-based 
technologies in their workplace will be able to understand 
what elements are essential to secure a supportive 
environment for successful Human-AI collaboration.  

This research-in-progress also has some limitations. First, 
this study is not dedicated to studying teamwork in a 
specific industry or organization. Second, AI-based 
technologies that are reported in the literature but cannot 
be part of a team in organizations and are not able to 
interact with humans such as non-interactive 
recommendation agents, intelligent search engines, Google 
Maps, spam filters, etc., are outside the scope of this study. 
Third, this work focuses only on the willingness of humans 
to collaborate with AI teammate in the pre-collaboration 
phase. As humans interact and collaborate with AI 
teammates in the workplace, their perceptions may not be 
the same as in the pre-collaboration stage.  Future research 
is required to address these limitations. 
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