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Abstract 
Employees’ compliance with Information Systems 

Security Policies (ISP) is critical for protecting 

organizational data. Both the technical side and the 

social aspects of IT-use were shown to have significant 

influence on ISP-compliance. However, they have been 

mostly studied in isolation, despite the literature’s 

emphasis on the socio-technical nature of security. Also, 

while the technical side has been extensively explored, 

there is a scarcity of research on the social mechanisms 

that underlie ISP-compliance. Here, we aim at bridging 

the gap between the technical and social sides of 

compliance. We also build upon Social Impact Theory 

to provide a more nuanced understanding of the social 

influence on ISP-compliance. We suggest that 

transparency of use is associated with the three pivotal 

elements of social influence, namely, perceived 

strength, immediacy, and number of influencing 

sources, which trigger normative and informational 

forces towards compliance. The influence of 

organizational ISP-compliance culture is also 

discussed. 

1. Introduction  

The worldwide information security (InfoSec) 

market is forecasted to reach $170.4 billion in 2022. 

This comes as no surprise given the significant impacts 

that recent InfoSec breaches have had on individuals, 

organizations, and society [1]. Researchers have 

identified employees’ compliance with ISP as a critical 

determinant of organizational security [2], [3], [4]. 

Previous research also shows that the mere existence of 

an ISP in organizations does not necessarily translate 

into ISP-compliance [3], [5], [6]. In many organizations, 

the technical specifications of the work systems or the 

existing organizational routines fundamentally allow for 

both ISP-compliant and non-compliant use-behaviors. 

As a result, employees have the leeway to comply or not 

with ISP [3]. In this paper, we thus are addressing cases 

where the employees’ compliance with ISP is based on 

a meaningful level of volition and personal decision-

making. 

Prior studies have identified several factors that 

motivate and foster employees’ compliance with ISP in 

volitional contexts [2], [7], [8]. For example, it was 

shown that ISP-compliant behaviors can be promoted 

through employees’ perceived severity of penalties [9], 

policy awareness [10], and managerial support [11]. 

Similarly, the literature has emphasized the significance 

of social influence [12], [4] in this regard. 

While the socio-technical nature of information 

technology (IT)-use [13], [14], security [15], and more 

specifically, ISP-compliance [16] calls for the 

simultaneous consideration of the social and technical 

sides of security, these two have been studied mostly in 

isolation [16], [17]. As Gwebu et al. [18, pp. 220] 

mentioned recently, “despite the significant 

advancements made in understanding the factors that 

drive employees’ compliance and non-compliance 

behaviors with information security policy, less is 

known about how different factors interact to impact 

such behaviors”. 

In addition, many of the prior studies have either 

neglected the social mechanisms that underlie ISP-

compliance [4] or remained limited to highly general 

and abstract concepts such as principle ethical climate 

[5] and subjective norms [7]. Therefore, there is still a 

need to pay closer attention to and provide a finer-

grained understanding of the social side of security. 

Hence, we seek to fill these gaps by answering the 

following general research question: How do the 

technical aspect of IT and the social influence among 

users jointly influence ISP-compliance in 

organizations? In this paper, we not only provide a 

finer-grained understanding of the social influence in 

ISP-compliance but also adopt a socio-technical 

perspective in an attempt to bridge the gap between the 

technical and the social sides of compliance. 

Our review and synthesis of the literature present 

the current state of knowledge on both the social and the 

technical sides of ISP-compliance and guide our 

theoretical development. Our proposed conceptual 

model introduces a new category of ISP-compliance 

antecedents and suggests novel insights. Since research 

has also shown the importance of considering 

contextual factors such as the organizational security 
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culture when studying ISP compliance [19], in this 

paper, we also address the potential influence of the 

compliance culture of the organization. Our work also 

provides new avenues for future research to look at ISP-

compliance from a socio-technical lens. 

In this paper, we mainly focus on ISP-compliance. As 

such, our work does not seek to explain non- compliant 

use-behaviors, since non-compliance is not necessarily 

the flip side of compliance. Although research has 

shown that the relative influence of many antecedents 

stays consistent across both compliant and non-

compliant behaviors [20], scholars such as Guo [21] 

contend that compliance and non-compliance are 

distinct behaviors, and thus, should be studied 

separately. For example, deterrence-based sanctions 

were shown to be strong predictors of compliance, but 

not necessarily of non-compliance [22]. 

2. Literature review 

We reviewed 83 papers that focused on ISP 

compliance. In terms of review method, we followed 

[17]. In general, information system security refers to 

the protection of data and critical elements such as the 

software or hardware that use, store, and transmit 

information, against unauthorized access and use [23], 

[24]. A fundamental step towards ensuring security in 

organizations is developing appropriate ISPs and 

providing adequate training. ISP is a subset of 

organizational policies that explains specific and 

necessary security-related outlines, including but not 

limited to IT-use protocols and technical controls that 

aim at safeguarding organizational IT assets against 

security breaches [4], [25].  

In the information system literature, security 

behaviors regard how employees use their 

organizational IT, security-wise [21]. More specifically, 

the term “security behavior” refers to those particular 

use behaviors that have certain security-related 

implications in terms of protecting or disregarding 

security. For example, turning off firewalls, disabling 

antiviruses, choosing hard-to-guess passwords, and 

following or neglecting access protocols when using the 

organizational network, are all examples of security-

related behaviors. 

2.1. ISP-compliance 

ISP-compliance is defined as obeying the organizational 

ISP when utilizing the organizational IT [26], [27]. 

Based on our synthesis of the literature, we realized that 

the employees’ decision to comply with ISP is shaped 

through a heuristic process that embeds three steps. 

First, the employe needs to acquire adequate awareness 

of the ISP and the associated use-behaviors via either of 

the personal, social, and organizational sources [28]. 

Figure 1. Sixteen points of cost-benefit evaluation 

Second, and as presented in Figure 1, the decision 

to comply with ISP is shaped through the employee’s 

evaluation of the costs and benefits of both compliance 

and non-compliance. The costs and benefits can be 

perceived as either personal and ethics-driven [5], [26], 

social and norm-driven [25], technical and design-

driven [29], or related to organizational factors [30]. In 

addition, the evaluation regards both the significance 

and the probability of the costs and benefits in each case 

[9], [31], [32], [33], [34]. 

Third, the user needs to make sure that s/he 

fundamentally has the needed capabilities to comply 

with the ISP. The capability is not only associated with 

the users’ ISP-related experience and awareness [35] but 

also embeds their security-related self-competency [25]. 

Following Bulgurcu et al. [26], we call this decision-

making criterion perceived compliance self-efficacy. 

A closer look into these three steps reveals that 

there is a social element embedded in most of them. For 

example, some are fundamentally based on the 

information cues provided by other users. Many also 

embed technical elements. For example, when 

evaluating costs of compliance at the technical level, 

several design-related factors were mentioned to be 

influential. In light of our research goals, we synthesized 

and summarized the literature on the social and 

technical aspects that have been shown to be influential 

on ISP compliance. 

2.2. Social aspects of ISP-compliance 

The social aspects of IT-use are known to have 

significant influence on how information systems are 

appropriated, specifically in the security context [36], 

[37]. Factors that are related to the social aspects of ISP-

compliance mainly explain how employees influence 

their peers’ compliance. In general, social influence is 

defined as an individual’s feelings, thoughts, or 

behaviors being influenced by the real, implied, or 

imagined presence or actions of others [38], [39]. 

Specific to the context of ISP-compliance, two main 
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groups of social influence are identified in the literature: 

normative and informational. While we acknowledge 

that other sources of influence may exist, the literature 

widely emphasizes the influence of colleague users [40].  

2.2.1. Normative social influence. Normative social 

influence drives the user towards particular security 

behaviors by leveraging norm-centric social compliance 

or ethic-centric self-maintenance mechanisms [41], 

[42], [43]. Normative social influence is rooted in the 

user’s inherent psychological needs, such as the need for 

attachment to peers [30] and self-approval [44]. Our 

review of the literature shows that this social influence 

can be of two kinds: influence on a user’s personally 

accepted and internalized norms [5] and influence on a 

user’s personally respected but not necessarily 

internalized norms [25]. 

2.2.2. Informational social influence. Informational 

social influence addresses the flow of knowledge and 

expertise among users [45] that informs, enables, and 

motivates an employee to perform or avoid particular 

security behaviors [43], [46]. Informational social 

influence takes place when people are influenced by 

other people’s knowledge, expertise, and evidence [47]. 

The literature indicates that informational social 

influence can be of different kinds, including the 

influence on an employee’s ISP awareness, ISP know-

how [48], perception of ISP-legitimacy [34], 

understanding of compliance-related organizational 

rewards, non-compliance organizational penalties [33], 

and potential security threats [10]. 

2.3. Technical aspects of ISP-compliance 

An important stream of research in information 

systems deals with the technical aspects of IT and has 

provided important insights into security. For example, 

it tries to produce new knowledge through the 

construction, technical manipulation, and evaluation of 

IT artifacts [49]. Research also involves the analysis of 

alternative designed artifacts to help understand and 

improve the users’ behavior [50]. Here, the term 

“artifact” refers to a wide variety of concepts ranging 

from IT development methods, tools, techniques [51], 

and software, to use-processes, technical organizational 

interventions and methodologies that aim to enhance IT-

use and organizational performance [49], [52]. 

Specific to security, prior research aims at creating, 

suggesting, and testing technological-engineering 

alternatives, and combining standards and procedures 

with particular configurations or maintenances of a 

system [27] to safeguard confidentiality, integrity, and 

availability of data [53]. Through our review of the 

literature, we identified three main types of technical 

approaches to enhancing ISP-compliance. 

2.3.1. Restricting non-compliant use behaviors by 

adjusting security architecture. Researchers have 

suggested that organizations can enforce ISP-

compliance by developing systems [or sub-systems] in 

a way that exclusively allows for compliant use. For 

example, specific technological alternatives were 

suggested for restricting employees’ access to the 

organizational network [54] and data [55]. Similarly, 

research has suggested technical solutions for 

safeguarding the employees’ access to outsourced and 

cloud services [56], [57] by using system designs that 

force a user to go through specific safety steps. In brief, 

it was shown that some technical designs are more 

effective in enforcing compliance. This category of 

solutions is not within the scope of our research as it 

does not embed volition and decision-making in the 

users’ compliance with ISP. 

2.3.2. Increasing the ease of secure use. A focal point 

of research in the technical side of security is enhancing 

ISP-compliance either by carefully directing the 

affordances of the system towards compliant use [58] or 

by lowering the user’s needed information processing 

load for realizing compliant and non-compliant use and 

then, following the compliant ones [59]. For example, 

research has been dedicated to finding user-friendly and 

easy-to-understand interfaces that foster security [60]. 

In general, it was shown that there are particular system 

designs that make it simpler for the user to comprehend 

and adopt the compliant use behaviors. This category of 

solutions is also not within the boundaries of our paper 

as it mainly addresses individual-level factors in user-

computer interactions, while our work addresses the 

social influence on ISP-compliance. 

2.3.3. Keeping employees’ use under surveillance by 

leveraging technical features. This type of control 

mechanism was also shown to have positive influence 

on ISP-compliance among employees [61]. One of the 

most widely implemented mechanisms in this regard is 

monitoring the user’s use of the system. However, 

traditional monitoring mechanisms do have certain 

limitations, costs, and unwanted side effects [62], [63]. 

For example, the users may see it as a sign of mistrust 

and be offended. Others may find it as a serious cause 

of unnecessary stress at work [64]. 

 Accordingly, research has suggested auditing as a 

more respectful and less stressful control mechanism. 

As explained by Jeon and Hovav [65], monitoring is the 

systematic process of tracking, watching, and recording 

the details of an employee’s use, while auditing is the 

evaluation of an employee’s use based on particular 

visible output. Clearly, the kernel of such control 

mechanisms is providing the knowledge of who is doing 

what, which we define in this research as transparency 

of use. 
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 Research has also shown that the surveillance-based 

control mechanisms are only effective in promoting 

compliance when their existence is visible to the user 

[66]. This visibility is enabled via some levels of 

transparency in the systems, so the users will realize that 

their use-behaviors could be seen by others. Specific to 

security-related matters, Lindley [67] describes 

transparency as a tool of security regimes. Similarly, 

and as a key technical attribute of IS, being able to 

provide the knowledge of who is doing what was shown 

to be influential in directing security behaviors [68]. In 

addition, it was shown that when such transparency 

enables the accurate identification of the users at a given 

point of time, it helps to decrease insider non-compliant 

use [69]. Transparency of use is particularly relevant to 

our study as it has the potential to trigger security-

related social influence among users. 

3. Towards a socio-technical theory of ISP-

compliance 

The term socio-technical was originally developed 

based on the idea that in designing and implementing 

new work systems, providing a high-quality and 

satisfying work environment for employees is as 

important as the technological matters [70]. The idea of 

considering both the technical and human sides was then 

applied  to different areas of information system 

research. Specific to security, it was shown that to 

protect organizational security, it is critical to 

understand the relationships between the technical 

aspects of IT and the human aspects of the users [71]. 

In the following section, we borrow insights from 

this perspective and suggest a new theoretical approach 

towards studying ISP-compliance. In this theoretical 

development, we address both the technical and social 

sides of security and show how a technical attribute of 

IT interacts with social mechanisms to enhance 

compliance. Next, we will explain in detail the two 

building blocks of our conceptual model: “Social 

Impact Theory” and “transparency of use”. 

3.1. Social side – Social Impact Theory 

We build upon Social Impact Theory (SIT) [38] to 

provide a finer-grained understanding of the social 

influence on ISP-compliance. SIT provides a helpful 

framework for understanding how individuals are 

influenced by their social environment [39]. It suggests 

that individuals can be sources and targets of social 

influence. In this paper, we see the target of influence as 

an employee user, while the sources of influence are 

his/her colleagues. SIT states that an individual’s 

feelings, attitudes, and behaviors can be affected by the 

presence of others. SIT also states that the intensity of 

the social influence on a target of influence depends on 

three pivotal attributes of the sources of influence: 

strength, immediacy, and number [38], [72].   

Strength refers to the importance, salience, 

intensity, or social position of the sources of influence 

[42], [72]. Therefore, perceived strength of the sources 

of influence can be defined as the employee users’ 

overall understanding of the importance, salience, 

intensity, or social position of their colleagues. 

Immediacy refers to the temporal, social, or 

physical closeness between sources of influence and a 

target [42], [72]. Immediacy is usually perceived in the 

form of psychological closeness/distance [73], which is 

defined as one’s perception that something or someone 

is close or far from the self [43], [73] either temporally, 

socially, or physically. 

Last, number refers to the quantity of the sources of 

influence directed towards an individual target of 

influence [38], [42], [72]. In this study, we define the 

perceived number of the sources of influence as the 

employee user’s understanding of the quantity of his/her 

colleagues. 

Previous research has shown how SIT can be used 

to explain users’ intentions and behaviors, such as the 

visit and purchase intentions of eCommerce users [42] 

and the users’ interactions in Facebook fan pages [72]. 

However, and despite its direct relevance for explaining 

security behaviors, to the best of our knowledge, no 

study to date has explicitly adopted this theoretical lens 

to study ISP-compliance.  

3.2. Technical side – Transparency of use 

In this paper, we also address the technical side of 

ISP-compliance and borrow insights from Vance et al. 

[68] to theorize how transparency of use, which is a 

technical design-oriented attribute, can trigger social 

influence on an employee user. Transparency of use is 

known to be one of the most important attributes of IT 

in terms of influencing the user’s use-behaviors in 

general [74] and security behaviors in particular [68]. In 

the literature, transparency refers to the quality of 

having information open to others [75]. 

In this paper, we define transparency of use as an 

employee’s perception of the degree to which the 

organizational IT allows to see who uses the system, 

how and for what purposes. To better clarify what 

details could become visible to the employees as a 

matter of higher transparency, we provide a sample 

interface in Figure 2. 

For the sake of clarity and precision, we define two 

types of transparency in this research. Inbound 

transparency refers to the quality that allows one’s 

colleagues to see his/her use-behaviors. In contrast, 

outbound transparency refers to the quality that allows 
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Figure 2: A sample interface for higher 
transparency 

a user to see his/her colleagues’ use-behaviors. For 

example, in Figure 2, the tab “Users Online Now” 

enables the user Guy Henderson to see what his 

colleagues are doing. This enables outbound 

transparency. The fields “Latest Audited Activity” and 

“Last Time Audited by” show him that there are other 

users who are able to audit his use. Such fields enable 

inbound transparency. 

3.3. Conceptual model 

In this section, we propose a model (Figure 3) that 

first depicts the relationships between normative and 

informational social influence and a user’s compliance 

with ISP. In this model, ISP compliance is defined as the 

degree to which a user abides by the organizational ISP 

when utilizing organizational IS. Then, we propose that 

the three abovementioned elements in social impact, 

perceived strength, immediacy, and number of the 

sources of influence, are associated with normative and 

informational social influence. Lastly, we delve into the 

relationships between transparency of use, and 

perceived strength, immediacy, and number. 

3.3.1. Informational/normative social influence & 

ISP-compliance. Informational and normative social 

influence were shown to have impacts on conformity 

behaviors in general [76], [42]. Specific to the 

organizational context, it has been shown that the 

normative social influence will be reflected in the 

individuals’ attempts to comply with the expectations of 

other employees [8] in order to achieve rewards, avoid 

punishments [42] or maintain a positive self-image [2]. 

Similarly, the influence of security-related 

knowledge acquired from other users has been shown to 

have positive impacts on a user’s compliance with ISP 

[77]. As detailed in the literature review section, the 

three steps towards a user’s decision to comply with ISP 

are fundamentally information-based, many of which 

come from other users. As such, we argue that both 

informational and normative social influence can then 

influence a user’s compliance with ISP. 

3.3.2. The user’s perceptions of the sources of 

influence & informational/normative social 

influence. SIT holds that the perceived strength, 

immediacy, and number of sources of influence 

determine the level of social influence that those sources 

will have on a target of influence [38]. 

In regard to informational social influence, 

research has shown that people ascribe more technical 

and behavioral legitimacy to those sources of influence 

who are seen as more important and influential [78]. 

Moreover, the higher salience of particular sources of 

influence can naturally increase the chances for their 

actions to be seen by others, and as a result, learned and 

replicated. It has also been stated that immediacy 

triggers collaboration in groups [79], which can, in turn, 

translate into the existence of more chances for security-

related technical and informational exchange [80]. As 

explained above, technical and informational exchange 

are the foundations of informational social influence. 

Also, a higher number of sources of influence, as 

perceived by a user, can facilitate the learning process 

[81] via triggering particular social practices such as 

security-help-seeking [82] and knowledge sharing [83]. 

Similarly, the higher number provides more 

opportunities for the user to draw inferences based on 

the observation of others’ behaviors [84]. In brief, the 

higher number of sources of influence usually means the 

availability of more resources for acquiring particular 

security-related information. 

In regard to normative social influence, it has been 

stated that the strength of a source of influence increases 

his/her normative influence on others [85]. There is also 

evidence to suggest that perceived immediacy of 

potential sources of influence creates a sense of 

closeness and, as a result, influences social persuasion 

[86]. Specific to online interactions, it has been shown 

that those who are psychologically perceived to be 

closer to an individual will have higher impacts on 

him/her [86]. In contrast, the higher temporal distance 

between sources of influence and a target of influence 

was shown to be associated with lower social influence 

[86]. 

Similarly, it has been shown that the number of 

group members influences the number of social 

interactions that take place among them [87]. Each inter-

personal interaction can potentially be a source of social 

normative influence. In sum, the higher number of peer 

users usually means the availability of more sources for 

understanding use-related norms. 
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Figure 3: A socio-technical model of ISP compliance 

Taken as a collective, we build upon SIT to suggest 

that there exist relationships between the three 

attributes of the sources of influence (strength, 

immediacy, and number), as perceived by the user, and 

the informational and normative social influence in 

regard to ISP-compliance. 

3.3.3. Perceived transparency of use & the user’s 

perceptions of the sources of influence. In general, 

transparency of use provides more visibility and 

information about other users. This enables the users 

to better audit each other’s use and detect potential 

security-related misbehaviors. Transparency of use 

also highlights the presence of authorities in the 

surrounding environment, which influences their 

salience as perceived by the user [72]. As a result, 

perceived transparency of use can be associated with 

the user’s perceived strength of the sources of 

influence. In addition, higher perceived transparency 

can increase the perceived temporal immediacy by 

providing faster feedback and reactions. Similarly, the 

higher awareness of other users that transparency 

provides can increase perceived psychological 

closeness or perceived immediacy of the colleagues. 

Finally, transparency can make users feel exposed to 

more users, each of whom may be seen as an important 

source of influence. All in all, we can argue that 

transparency of use, both inbound and outbound, can 

be associated with the three attributes of the sources of 

influence as perceived by the employee user. 

3.3.4. ISP-compliance culture.  

In general, security culture is known as the set of 

values, gradually shaped by employees, which 

determine how people are expected to think and 

behave regarding security, specifically when using 

organizational ITs [88], [89]. Accordingly, ISP-

compliance culture can be seen as a sub-category of 

the overall security culture, which gives a particular 

meaning and value to complying (or not) with the 

ISPs, as perceived by the employees, and represents 

the employees’ overall stance towards complying with 

ISP [89], [90]. In this sense, the ISP-compliance 

culture can range from positive, where compliance is 

mostly expected, followed, and respected, to negative, 

where compliance with ISPs is not a respected norm 

among employees but is rather seen as unnecessary.  

To this point, we have been working under the 

assumption that the general organizational culture is 

supportive of compliance, and also, such ISP-

compliant behaviors are expected and well-respected 

by the majority of users. However, there exist other 

situations where ISP-compliance culture is not 

positive. In the presence of a negative ISP-compliance 

culture, there will not be adequate motivation towards 

compliant behaviors since they are not perceived as 

expected and respected [63]. Besides, compliant use 

behaviors will probably not be reinforced by the peers 

and may rather be seen as antisocial and against-the-

norms behaviors. 

For example, in the presence of a negative ISP-

compliance culture, the employees may receive 

particular information from their colleagues on how to 

circumvent complying with ISPs. They may also be 

normatively encouraged to avoid the ISPs, and 

thereby, be better aligned with and loyal to their group. 

In brief, we argue that organizational ISP-compliance 

culture can alter the relationships proposed above. A 

positive culture enables positive informational and 

normative influence, and as such, amplifies 

compliance. In contrast, a negative culture can enable 

negative informational and normative influence or at 

least hinder the positive influence, which in turn can 

diminish the employee’s compliance. 

4. Conclusion 

Our literature review revealed that past research 

has addressed both the technical and the social sides of 

ISP-compliance. However, the potential relationships 

between these two sides are rarely explored. To bridge 
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this gap, we aim to merge the knowledge about both 

the technical and the social sides of security in our 

theoretical development. As a result, we are 

suggesting a model that uses a socio-technical lens for 

studying ISP-compliance, which is closer to reality 

and better aligned with the nature of security [58].  

In addition, many of the previous studies look at 

the social influence factors in ISP-compliance merely 

as an independent variable and do not explore their 

antecedents (e.g., [4], [25], [48], [80]). In this paper, in 

order to provide a more in-depth understanding of 

social influence, we are using Social Impact Theory to 

study ISP-compliance, and we adapt it to this 

particular context. Our conceptual model suggests 

that, in regard to ISP-compliance, the level of social 

influence is associated with the strength, immediacy, 

and number of influencing sources. 

The information system security literature has 

also suggested several mechanisms, e.g., constant 

monitoring and sanctions, for increasing ISP-

compliance within organizations. However, many of 

these mechanisms are described as obtrusive, time-

consuming, and heavy-handed when applied in 

organizations [62], [68]. Moreover, they were shown 

to have inconsistent results in the workplace [22] and 

have important side-effects such as causing low 

morale among employees or motivating strikes and 

further misbehaviors in organizations [12], [68]. 

Given the increasing reliance of organizations on 

remote work conditions, the effectiveness of some 

traditional control mechanisms is more questionable 

than ever before. 

We thus suggest moving beyond the traditional 

approaches to better understand ISP-compliance and 

to identify additional ways by which it can be fostered. 

In this paper, we introduced a less invasive 

intervention [68] for motivating ISP-compliance 

within organizations. In our proposed model, we 

suggested that particular technical attributes of 

information systems, here, transparency of use, can 

help to encourage ISP-compliance by triggering 

certain social mechanisms among users without 

overemphasizing formal and relatively harsh control 

mechanisms. In addition, we proposed a finer-grained 

understanding of transparency of use in the context of 

security by introducing the concepts of inbound and 

outbound transparency. This helps better delineate the 

specific outcomes that are associated with the 

disclosure of different types of use-related data. 

Our review of the literature will help security-

management practitioners to better grasp the current 

state of knowledge regarding ISP-compliance within 

organizations. Our theoretical development also 

emphasizes the need for considering the social aspects 

of IT-use as an essential part of security management 

programs together with technical considerations.  

Further research will be needed to successfully 

direct and manage use behaviors. We hope that this 

paper will inspire further research on the socio-

technical nature of ISP-compliance. For example, our 

conceptual model could serve as the basis of a research 

model to be tested and expanded in order to provide 

new insights in this regard. Moreover, future studies 

are invited to identify and explore other important 

technical factors and social mechanisms that interact 

to influence ISP-compliance within organizations. 

Further research is also needed to check for the 

existence of a threshold in the level of transparency 

when higher transparency is proposed to be associated 

with higher security. This is important specifically 

when seeking an appropriate balance between security 

and privacy. There are cases where higher 

transparency endangers privacy [91], while in some 

other cases, transparency helps to maintain or enhance 

privacy [92], [93]. Last but not least, we recommend 

studying how organizational culture can be precisely 

tuned in order to foster positive security behaviors in 

organizations. 
All in all, understanding the socio-technical 

triggers of ISP-compliance is critical for protecting 

security in organizations, and we hope that future 

studies will inform more effective mechanisms for 

motivating employees to comply.  
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