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Abstract 
The development of blockchain technology has brought prosperity to the cryptocurrency 
market and has made the blockchain platform a hotbed of crimes. As one of the most 
rampant crimes, crypto gambling has more high risk of illegal activities due to the lack 
of regulation. As a result, identifying crypto addresses with gambling behaviors has 
emerged as a significant research topic. In this work, we propose a novel detection 
approach based on Graph Neural Networks named CGDetector, consisting of Graph 
Construction, Subgraph Extractor, Statistical Feature Extraction, and Gambling Address 
Classification. Extensive experiments of large-scale and heterogeneous Ethereum 
transaction data are implemented to demonstrate that our proposed approach 
outperforms state-of-the-art address classifiers of traditional machine learning methods. 
This work makes the first attempt to detect suspicious crypto gambling addresses via 
Graph Neural Networks by all EVM-compatible blockchain systems, providing new 
insights into the field of cryptocurrency crime detection and blockchain security 
regulation. 

Keywords:  blockchain, cryptocurrency, gambling, Graph Neural Networks, Ethereum 
 

Introduction 
With the rapid development of blockchain technology(Yli-Huumo et al., 2016) in recent years, crypto 
gambling(Delfabbro et al., 2021), involving playing virtual crypto casino games using 
cryptocurrencies(Sockin & Xiong, 2023), has become a new and mainstream form of online gambling. The 
number of applications and users engaged in crypto gambling activities has shown a sharp growth 
trend(Min & Cai, 2022). Compared to traditional offline and online gambling, gamblers, agents and 
organizations utilizes crypto wallet addresses(Suratkar et al., 2020) to process payments and calculate the 
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results of gambling games, helping us track and analyze gambling behaviors more comprehensively due to 
highly transparent and accessible characteristics of blockchain(Brown, 2021). A crypto address is a unique 
and public sequence of strings identifying wallets and is used by users to receive and send cryptocurrency 
funds(Suratkar et al., 2020). It transfers gambling funds or tokens in strict accordance with predefined 
rules of smart contracts(Wang et al., 2018) deployed on decentralized gambling platforms, which will solve 
key problems in traditional centralized gambling platforms, such as fictitious bonus pools, opaque game 
processes, high operating costs, and refusal to pay bonuses(Steinmetz & Fiedler, 2019). Blockchain 
technology allows for a high level of transparency and accessibility to data, helping us track and analyze 
gambling behaviors more comprehensively. 
Cryptocurrency used in crypto gambling is a kind of digital currency, which is not issued by legal tender 
institutions and not controlled by central banks. With the help of blockchain(Zheng et al., 2017) and other 
emerging technologies, cryptocurrency mainly presents the characteristics and advantages such as 
decentralization, low transaction costs, international circulation, consensus mechanism, high anonymity, 
and distributed storage, which is more likely to become a tool for criminals to carry out illegal 
activities(Foley et al., 2019). Existing cryptocurrencies such as Bitcoin(Böhme et al., 2015) and 
Ethereum(Wood, 2014) are widely used in criminal activities such as cybercrime, gambling, money 
laundering, ransomware, theft, scam, terrorism, darknet market, etc. 

Smart contracts adopted by crypto gambling are the core carrier of blockchain applications. It is a kind of 
automated script that allows trusted transactions without a third party(Zou et al., 2019). All business asset 
operations are defined by smart contracts, which are often used to build decentralized applications(DApps). 
DApps are not controlled by centralized institutions and are widely used in finance, gambling, gaming, 
etc(Cai et al., 2018). In the last few years, the number of decentralized gambling applications has grown 
dramatically, and these gambling DApps have implemented the use of cryptocurrencies for deposits and 
payments.  
Naturally, crypto gambling has a high risk of fraud and illegal transaction activities(Brito et al., 2014), which 
includes cross-border money laundering, false advertising, tampering with game rules, exploiting 
vulnerabilities or attacking codes to control game outcomes or steal user information, and placing bets 
using stolen or fake digital assets due to a lack of regulation(K. Wu et al., 2021).  

As a result, detecting and identifying crypto gambling addresses in large-scale blockchain networks is of 
great research significance, which not only provides the ecological picture of crypto gambling but also 
provides theoretical references for monitoring and cracking down on crypto gambling behaviors. 

However, there is still no available approach to the identification of crypto gambling addresses. In 
comparison to traditional gambling, we concluded three key challenges to detecting crypto gambling 
addresses: (1)The gambling transactions, accounts, and smart contracts in blockchain are heterogeneous 
and multi-modal, thus lacking extraction, mining, and organization of these gambling information. 
(2)Large-scale crypto gambling transaction data and complex gambling transaction behaviors make it 
difficult to efficiently carry out graph learning for all gambling addresses. (3)The scarce annotated labels of 
crypto addresses and only a single dimension of manual-designed features result in the poor performance 
of detection.  
To tackle these challenges, we seek to formulate crypto gambling address identification problems. We first 
collect addresses directly involved in gambling transactions from the blockchain browser and decentralized 
gambling sites, and then simultaneously synchronize and parse transactions associated with gambling 
addresses. In particular, we design a novel effective detection approach based on Graph Neural Network 
named CGDetector(Crypto Gambling Detector). The approach consists of four key components:  
(1)Graph Construction: We construct a homogeneous weighted directed lightweight-Account 
Transaction Graph(ATG) model to match addresses and transactions in cyberspace with physical space. 
(2)Subgraph Extractor: Since large-scale account transaction graphs are time-consuming and 
computation resource-consuming during full-batch training, we extract neighborhood subgraphs of target 
gambling addresses from the full account transaction graph to achieve efficient mini-batch training. (3) 
Statistical Feature Extraction: we manually extract statistical features of addresses including domain-
based features related to basic transaction information and graph-based features related to graph structural 
information. (4)Gambling Address Classification: On one hand, we utilize Graph Neural 
Networks(GNN) to learn graph embeddings of each address, which can effectively describe node-level 
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gambling characteristics and behavior patterns. On the other hand, the final graph representation is 
aggregated into the address-level classification to detect whether an address is a gambling address. 

The two key contributions of this research are summarized as follows: 
(1) To the best of our knowledge, this work is the first investigation of crypto gambling identification via 
graph neural network models. Compared to traditional gambling activities, we focus on a new research 
scenario of identifying crypto addresses with gambling behaviors from large-scale, heterogeneous, and 
multi-modal on-chain data, which presents a new insight into the field of cryptocurrency crime detection 
and blockchain ecological security regulation. 

(2) We propose a novel crypto gambling addresses detection approach (CGDetector) for all EVM-
compatible cryptocurrencies. Within the approach, we innovatively design Graph Construction, Subgraph 
Extractor, Statistical Feature Extraction, and Gambling Address Classification based on Graph Neural 
Networks. Extensive experiments for Ethereum are implemented to demonstrate the efficiency of the 
proposed approach and yield new discoveries.  
The remainder of the paper is organized as follows: Sect. 2 provides a retrospect of the existing research on 
crypto address identification; Sect. 3 elaborates the design of our proposed approach; Sect. 4. presents 
experimental datasets and results, and answers two research questions respectively; Sect. 5 illustrates 
relevant discussion and research implication; Sect. 6 concludes our research and recommends future 
perspectives. 

Related Work 
There has been a lot of work concentrating on detecting abnormal behaviors on blockchain such as Ponzi, 
frauds, and phishing scams. In this section, we summarized the existing studies on the detection of these 
abnormal behaviors on the blockchain in recent years. A considerable part of existing methods regards 
crypto address identification as a classification task, mainly focusing on machine learning algorithms. 
Supervised machine learning, unsupervised machine learning, and deep learning algorithms have been 
widely applied to capture transaction characteristics of different accounts. Table 1 shows the comparison of 
the state-of-the-art detection methods. Among them, the types of crypto addresses are mainly concentrated 
in the two largest and relatively mature cryptocurrencies, namely Bitcoin and Ethereum.  

Methods based on supervised machine learning and unsupervised machine learning algorithms have been 
widely used to identify different types of crypto addresses. Supervised machine learning methods are mainly 
divided into two paradigms: binary classification and multi-classification. A large number of studies show 
that different identity types have different transaction behavior patterns, so feature engineering plays a 
crucial role in distinguishing and identifying the identity entities of addresses. However, these types of 
methods ignore the existence of financial flows and fail to take advantage of important neighborhood 
relationships and rich transaction structure features. Only a single dimension of manual-designed features 
further lead to the weak capabilities of these detection methods. 

Therefore, a considerable number of existing research analyze cryptocurrency transactions from the 
perspective of networks(J. Wu et al., 2021). By abstracting the objects in the cryptocurrency system (such 
as address, transaction, smart contract, user, etc.) as nodes and taking the interaction between objects as 
connections, we can construct graph modeling of interactive activities from different perspectives, 
automatically analyze graph characteristics, reveal abnormal transaction graph structures, so as to better 
identify nodes with abnormal transaction behavior. Graph deep learning provides a perspective for large-
scale heterogeneous data modeling in cryptocurrency transactions. Especially, graph neural networks(Z. 
Wu et al., 2020) have been proven to be very powerful in graph representation learning ability in various 
fields. Currently, it has been applied widely in the research of crypto address identification, which is mainly 
divided into two paradigms: binary classification and multi-classification.  
However, existing detection methods based on graph neural networks cannot be directly applied to our 
research. Crypto gambling ecosystem involves abundant token transfers, and crypto gambling addresses 
have typical transaction characteristics and structural characteristics. Therefore, we propose a novel crypto 
gambling address detection approach based on graph learning technology for all EVM-compatible 
cryptocurrencies, in which Graph Construction, Subgraph Extractor and Statistical Feature Extraction 
Module are well designed. 
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Type Reference Crypto Identification 
Problem Models Classification 

Supervi
sed 

machine 
learning 

(Bartoletti et al., 
2018) Bitcoin Ponzi scheme BN, RF 

Binary 
classfication 

(Ostapowicz & 
Żbikowski, 2019) Bitcoin Fraud RF, SVM, XGBoost 

(Li et al., 2020) Bitcoin Illicit addresses RF, SVM, XGBoost, 
ANN 

(Toyoda et al., 
2019) Bitcoin Illicit addresses RF, XGBoost, ANN, 

SVM, KNN 
(Farrugia et al., 

2020) Ethereum Illicit accounts XGBoost 

(Ibrahim et al., 
2021) Ethereum Fraud DT, RF, KNN 

(Poursafaei et al., 
2020) Ethereum Malicious addresses LR, SVM, RF, 

AdaBoost 
(Chen et al., 2020) Ethereum Phishing scam LightGBM 

(Michalski et al., 
2020) Bitcoin 

Mining pools, mixing 
services, gambling, 

exchanges, etc 
RF 

Multi-
classfication 

(Liang et al., 2019) Bitcoin Exchange, gambling, 
service, etc Decision Tree 

Unsupe
rvised 

learning 
algorith

ms 

(P. Monamo et al., 
2016)  Bitcoin Fraud Evolve K-means 

— (P. M. Monamo et 
al., 2016) Bitcoin Fraud Kd-tree 

(Poursafaei et al., 
2020) Ethereum Malicious addresses K-means, 

Unsupervised SVM 

Deep 
learning 

(Tian et al., 2021) Bitcoin Illicit addresses Evolve GNN Binary 
classfication 

(Shao et al., 2018) Bitcoin Address 
classification Graph Embedding Multi-

classfication 

(Wen et al., 2023) Ethereum Phishing scam Deep Neural 
Network 

Binary 
classfication 

(Zhou et al., 2022) Ethereum Account 
classification GCN 

Multi-
classfication (X. Liu et al., 2022) Ethereum Account 

classification GCN 

(J. Liu et al., 2022) Ethereum Account 
classification Evolve GNN 

Our work 
Ethereu
m, Tron, 
EOS, etc 

Gambling GNNs Binary 
classfication 

Table 1. Machine Learning Algorithms of Crypto Address Identification 

(Note: BN--Bayes Network, RF--Random Forest, SVM--Support Vector Machine, DT—Decision Tree, KNN-
-K-nearest Neighbor, LR--Logistic Regression, GCN--Graph Convolutional Network) 
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Our Method 

Problem Formulation 

In view of research gaps proposed above, we mainly focus on detecting crypto gambling addresses via graph 
neural networks in this paper. We consider crypto gambling detection as a graph classification task. 
Cryptocurrency transaction data can be modeled and simplified as a uniformed network 𝑮 = (𝑉, 𝐸,𝑊), 
where 𝑉 = {𝑣!, 𝑣", 𝑣#, . . . , 𝑣$} represents the set of addresses, 𝐸 = {(𝑣% , 𝑣&)|𝑣% , 𝑣& ∈ 𝑉} represents the set of 
transactions with the set of amount values for 𝑊 = {𝑤!, 𝑤", 𝑤#, . . . , 𝑤$}. We set 𝒀 = {(𝑣% , 𝑦%)|	𝑣% ∈ 𝑉} ∈ ℝ$×" 
as the address label matrix representing whether node 𝑣% is related to gambling or not. 𝑨 ∈ ℝ$×$ represents 
the adjacency matrix, where 𝑨𝒊𝒋 = 1 denotes there is an edge between 𝑣% and 𝑣& else 𝑨𝒊𝒋 = 0. Each node 𝑣% ∈
𝑉  has a corresponding feature vector 𝒙% ∈ ℝ*!×! . 𝑿 = [𝒙!, 𝒙", . . . , 𝒙$]𝑻 ∈ ℝ$×*!  denotes the node feature 
matrix. For a given subgraph 𝐺," ⊂ 𝐺 for address 𝑣%, we need to learn a function 𝑓(𝐺,") ⟶ 𝑦-?  mapping the 
subgraph 𝐺," to label 𝑦-?  to detect whether the target address 𝑣% is a gambling account or not.	

Method Overview 

As is depicted in Fig. 1, we present the details of our proposed research approach CGDetector, consisting 
of four key components: (1) Graph Construction, (2)Subgraph Extractor (3) Statistical Feature Extraction, 
and (4)Gambling Address Classification. For a target address 𝑣%, the input of CGDetector is the subgraph 
𝐴𝑇𝑆% sampled from ATG, and the output is the predictive identity label 𝑦%. Next, we will introduce the four 
components, respectively.  

  

Figure 1. The Research Approach of Crypto Gambling Detector (CGDetector) 

 

Graph Construction 
In most crypto gambling cases, multiple account addresses have a tendency to point to the same receiving 
address, that is, multiple money may be transferred to the same gambling pool. These frequent behaviors 
are usually not easy to be captured by traditional features but are clearly detected by a graph structure. At 
the same time, crypto gambling transactions, accounts, and smart contracts are heterogeneous and multi-
modal. As a result, the first step of the CGDetector approach is to convert address transactions into a 
unified graph structure from heterogeneous gambling information.  
To be specific, we track the source and flow of transactions from collected gambling addresses in order to 
deeply sort out the flow structure of transactions and visually present the complex Account Transaction 
Graph(ATG). This paper mainly depends on Breadth First Search(BFS) algorithm in breadth-first 
search(Kozen, 1992). 

At present, crypto gambling mainly relies on three public chains namely Ethereum, EOS, and Tron, which 
are all the Account Model(Brünjes & Gabbay, 2020) in their transaction execution. Based on the Account 
Model, every transaction has only one input address and one output address, so the input or output 
relationship is clear. To visualize and simplify transaction data, we model lightweight-ATG as a 
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homogeneous, weighted and directed graph 𝐺 = (𝑉, 𝐸,𝑊)  for every address 𝑎𝑑% , where 𝑉 =
{𝑣!, 𝑣", 𝑣#, . . . , 𝑣$} represents the set of addresses, 𝐸 = {(𝑣% , 𝑣&)|𝑣% , 𝑣& ∈ 𝑉} represents the set of transactions 
sent and received between addresses, and 𝑊 = {𝑤!, 𝑤", 𝑤#, . . . , 𝑤$} represents the set of transaction amounts 
transferred by the address. Notably, 𝐺 has two types of edges, that is, 𝐸 = (𝐼𝑛𝑝𝑢𝑡, 𝑂𝑢𝑡𝑝𝑢𝑡), where Input 
represents input transactions of the address, and Output represents output transactions of the address. 
Figure 2 below shows a subgraph example of a lightweight Account Transaction Graph(ATG) for Ethereum. 
The nodes in the figure represent addresses, the directed edges between nodes respectively represent input 
transactions and output transactions, and the weight of the edges represents transaction amounts. 

 

Figure 2. A Subgraph Example of Lightweight 
Account Transaction Graph(ATG) for Ethereum 

 

Subgraph Extractor 
Considering huge transaction data and algorithm complexity, a large-scale Account Transaction 
Graph(ATG) is not feasible for full-batch training of GNNs. On the contrary, subgraphs are the adjacent 
fields of center target nodes, which is much smaller than the whole graph and allows for mini-batch training. 
Furthermore, subgraphs consisting of the target account and its local neighborhood information imply 
partial transaction behavior patterns, which play a vital role in address identification.  
Thus, we convert crypto address identification as a subgraph-level classification task by subgraph sampling 
strategies that allow for mini-batch training of GNNs from a large-scale Account Transaction Graph. On 
one hand, we restrict the number of tracing layers to obtain k-hop transaction subgraphs. On the other hand, 
for a target address node 𝑣%, we perform node-level sampling to obtain the top-K most important neighbors 
based on edge attribute(transaction amount) and perform recursive operations on each account address 
sampled in the previous hop with the same strategy. At last, we generate Account Transaction Subgraph for 
each targeted address 𝑣%. The subgraph sampling can be formulated as follows: 

𝑁. = L 𝑺𝑬(𝑘, 𝐾, 𝑣% , 𝐸/(𝑣%))																																																																						(1)
,"∈1#$!

 

where 𝑁. denotes the number of sampled address nodes at hop k. 𝑣% ∈ 𝑉.2! represents the set of nodes at 
hop k-1. SE represents the subgraph extraction function that returns the top-K most important nodes of 
each address at limited tracing hops. k denotes the number of hops. K denotes the number of sampled 
neighbors per hop. 𝐸/(𝑣%) denotes the set of transaction amounts of node 𝑣% at hop k-1. 

input: 0.13eth

output: 1.35ethc

input: 4.82eth

inp
ut:

 2.
56

eth

ou
tp

ut
: 0

.6
4e

th output: 2.29eth

output: 3.47eth

0x3fe2…

0xaae1…
0xf6b8…

0x39fd…

0x9424…

0xfa29…



 Crypto Gambling Detection 
  

 Pacific Asia Conference on Information Systems, Nanchang 2023
 7 

Statistical Feature Extraction 
In view of existing research on anomaly detection on blockchain from related work, it can be concluded that 
the attributes of addresses can reflect account categories to a certain extent. It is intuitive to understand 
that a single dimension of features is unable to characterize gambling behaviors well and reduce the 
performance of the classification algorithms based on manual statistical features.  

Unlike other criminal activities, gambling activities have the following different characteristics:  
(1) Transfer values each time between gambling platforms and their neighbor nodes(gamblers) are 

usually similar. 
(2) Gamblers participate in gambling activities at a high frequency, which is reflected in the graph 

structure as multiple edges between gambling platforms and gamblers over a period of time. 
(3) The input transfers of gambling platform addresses always outnumber the output transfers. 

Gambling platforms will transfer the balance out, indicating that they are essentially profitable 
entities. 

(4) Generally speaking, the number of gamblers who win money in gambling activities is less than the 
total number of participants, so the number of transactions transferred by gamblers to the gambling 
platform is far greater than the number of transactions transferred by the gambling platform to 
gamblers. 

(5) There is a higher probability that gamblers will have few transfers with each other, which reflects 
the neighbors of the contract address in the graph tend to disperse. 

Our key insight is that the differences of these characteristics are mainly reflected in the transfer amount, 
transfer volume, and network structure. Therefore, we now introduce a set of manually extracted features, 
ranging from domain-based features related to basic transaction information to graph-based features 
related to graph structural information. Next, we will specifically introduce the extraction of these two types 
of features. 
• Domain-based features 
Domain-based features refer to basic characteristics associated with addresses and transactions, including 
two types: Transaction intensity and transaction frequency. Transaction intensity characteristics refer to 
those related to transaction amounts, balance changes, gas fees, etc, while transaction frequency 
characteristics refer to those related to input and output transaction numbers within a certain period of 
time, the ratio between input and output transactions, etc. At the same time, we further obtain new 
aggregated features to characterize the attributes of nodes by summing, averaging, variance, Gini coefficient, 
etc. The detailed features are described in Table 2 below. 

Type Symbol Description 

Transaction 
Intensity 

Total_amount The total amount of all transactions of the address 
Total_in_amount The total amount of input transactions of the address 

Total_out_amount The total amount of output transactions of the address 
Avg_amount The average amount of all transactions of the address 

Avg_in_amount The average amount of input transactions of the address 
Avg_out_amount The average amount of output transactions of the address 

Var_amount The standard deviation amount of all transactions of the address 
Var_in_amount The standard deviation amount of input transactions of the address 
Var_in_amount The standard deviation amount of output transactions of the address 

Gini_amount The Gini coefficient amount of all transactions of the address 
Gini_in_amount The Gini coefficient amount of input transactions of the address 

Gini_out_amount The Gini coefficient amount of output transactions of the address 
Balance The number of Ether tokens owned by the address 
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Nounce The total transaction amount of the address 
Gas The transaction gas supplied by the sender of the address 

Gas_in The input transaction gas supplied by the sender of the address 
Gas_out The output transaction gas supplied by the sender of the address 

Gas_price The gas price set by the transaction sender of the address 
Gas_in_price The gas price set by the input transaction sender of the address 

Gas_out_price The gas price set by the output transaction sender of the address 

Transaction 
Frequency 

Num_all_tran The number of all transactions of the address 
Num_in_tran The number of input transactions of the address 

Num_out_tran The number of output transactions of the address 
Fre_all_tran The frequency of all transactions of the address 
Fre_in_tran The frequency of input transactions of the address 

Fre_out_tran The frequency of output transactions of the address 
R_in_out The ratio of the number of input/output transactions of the address 

Table 2. Domain-based Features 

 
• Graph-based features 
We further need to extract graph structural features to capture structural information of nodes in the graph. 
Here we select Degree centrality, Closeness centrality, Betweenness centrality, and Eigenvector centrality 
metrics. We incorporate such features of network centrality into graph node features. 

Degree Centrality(Zhang & Luo, 2017) is the most direct measure to describe node centrality in 
network analysis. The more degree centrality a node has, the more important it is in the network. Degree 
centrality of node 𝑣% is defined as: 

𝐷𝐶(𝑣%) =
𝑘,"
𝑁 − 1

(2) 

where N is the total number of nodes in the network, 𝑘," is the degree of node 𝑣%. 

Closeness Centrality is the sum of the lengths of the shortest paths between one node and all the other 
nodes in the diagram. Therefore, the higher the closeness centrality value of a node, the closer it is to all 
other nodes. Closeness centrality of node 𝑣% is defined as: 

𝐶𝐶(𝑣%) =
𝑁 − 1

∑ 𝑔W𝑣% , 𝑣&X$
&3%

(3) 

where N is the total number of nodes in the network, 𝑔(𝑣% , 𝑣&) is the shortest distance between node 𝑣% and 
𝑣&. 

Betweenness Centrality is the number of shortest paths through nodes in a network, that is, all the 
shortest paths between any two nodes in the network are counted. If any of the shortest paths pass through 
a node, the node has a high betweenness centrality. Betweenness centrality of a node 𝑣% is defined as: 

𝐵𝐶(𝑣%) = [
𝜎4$(𝑣%)
𝜎4$,%3,"3,&,46$

(4) 

where 𝜎4$  is the total number of shortest paths from node m to node n, 𝜎4$(𝑣%) is the total number of 
shortest paths that pass through the node 𝑣%. 
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Eigenvector Centrality indicates that the importance of a node depends both on the number and 
importance of its neighbors. That is, the contribution of high-score nodes to this node is greater than that 
of low-score nodes. Eigenvector centrality of a node 𝑣% for a graph 𝐺(𝑉, 𝐸) is defined as:  

𝐸𝐶(𝑣%) =
1
𝜆[𝐴,",' 𝐸𝐶W𝑣&X (5) 

where 𝑣& is the neighbor of 𝑣%, λ is a constant, which is the eigenvalue of the matrix A, and A is the adjacency 
matrix of the network.  

Finally, we can obtain the aggregated feature matrix 𝑋7  of nodes as below: 

𝑿7 = [𝑿8 , 𝑿9] (6) 

where 𝑋7  is the aggregated graph feature matrix of nodes, 𝑋8 is the graph-based features matrix of nodes, 
𝑋9 is the domain-based feature matrix of nodes. 

Gambling Address Classification 
In this section, we present the details of crypto gambling addresses classification, which is divided into three 
steps: (1) automatically aggregate nodes’ information through Node Representation Learning, (2) generate 
the complete embedding of target nodes through Graph Representation Readout, (3) classify gambling-
related addresses through the full connection layer. 
Node Representation Learning This step aims to represent graph nodes with low-dimensional vectors 
and preserve as much topological information as possible. We employ graph neural networks to capture 
more effective graph features to provide a more abstract representation of nodes in a graph. This process 
can be expressed as follows: 

𝑯 = 𝛔d𝐖[(𝑨+ 𝑰)𝑿:h (𝟕) 

where 𝛔(·) is a nonlinear activation function such as ReLU and W is the trainable parameters of the neural 
network. A is the graph adjacency matrix and I is the identity matrix. 
Graph Representation Readout The output function produces the graph representation by aggregating 
representation of all nodes in the graph. Here we adopt the Max pooling function to aggregate all the node 
embeddings in the graph to obtain the final graph embedding. 

𝐙 = MaxPooling(𝑯), 𝑣 ∈ 𝑉: (8) 

where the graph embedding 𝐙	is the final representation of graph G, MaxPooling(·) is a pooling function. 
Address Classifier The goal of the address classification phase is to use the output embedding Z in Eq. 
(8) for semi-supervised classification. Suppose 𝒀u ∈ ℝ;×" denotes the probability of nodes related to crypto 
gambling behaviors or normal nodes. Then 𝒀u can be calculated with a linear transformation and a softmax 
function: 

𝒀u = softmax(𝐙𝐖+ 𝐛) (9) 

where 𝐖 and 𝐛 are parameters of full connected layer. The model uses binary_cross_entropy_with_logits 
loss function by the classification task: 

ℒ = −𝑤%[[𝑦% · 𝑙𝑜𝑔𝑦-? + (1 − 𝑦%) · 𝑙𝑜𝑔(1 − 𝑦-?)]																																																			(10)
<

%=!

 

where N denotes the number of all nodes. 𝑤% denotes the weight of categories. 𝑦-? ∈ 𝒀u denotes the predictive 
identity label. 𝑦% ∈ 𝒀 denotes the actual identity label. 
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Experiment 
In this section, we empirically evaluate our proposed research approach on large-scale real-world crypto 
gambling addresses. We seek to answer the following research questions: 
• RQ1: How to evaluate the performance of CGDetector using Graph Neural Network models compared to 
traditional machine learning methods? 

• RQ2: How do different hyperparameters affect our proposed approach? 
Next, we first present the experimental settings and data preparation, followed by answering the above 
research questions one by one. 

Experimental Settings 

Implementation details 
We conducted extensive experiments on a server that has dual AMD EPYC 7763 64-Core Processors 
running at 1.50GHz, equipped with 2TiB of memory and 47GiB of swap space. Additionally, the server has 
8 NVIDIA GeForce RTX 3090 graphics cards and stores all data in solid-state drives (SSD). We used Rust 
programming language to implement the data gathering modules, while the training modules were 
implemented in Python, utilizing the PyTorch approach. Furthermore, we leveraged the pytorch-geometric 
package to support graph neural network models. 

Evaluation metrics 
For binary classification problems, classification results often appear in four situations: that is, positive 
class is determined as positive class (TP), positive class is determined as negative class (FN), negative class 
is determined as positive class (FP), and negative class is determined as negative class (TN). The confusion 
matrix is shown in Table 3 below. 

 Prediction 
Positive Negative 

Reference 
Positive True Positive, TP False Positive, FP 
Negative False Negative, FN True Negative, TN 

Table 3. Confusion Matrix Table 

 

Accuracy, precision, recall and F1-score value are basic evaluation indicators, which can be obtained 
according to the confusion matrix(Goutte & Gaussier, 2005). Their concrete definitions will be briefly 
introduced below: 

• Accuracy: Accuracy is used to measure the proportion of samples with correct classification in the total 
number of samples. However, this evaluation method cannot fully evaluate the performance of the model. 
Accuracy is defined as: 

Accuracy=
TP+TN

TP+TN+FP+FN
(11) 

• Precision: Precision is used to measure the proportion of the sample that is predicted to be positive. 
Precision is defined as: 

Precision=
TP

TP+FP
(12) 

• Recall: Recall rate is used to measure the proportion of samples that can be identified in a true positive 
sample. Recall is defined as: 
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Recall=
TP

TP+FN
(13) 

• F1-score: Since accuracy rate and recall rate are contradictory, they need to be integrated. F1-score is the 
index of harmonizing accuracy rate and recall rate. It is more objective and fair to use F1-score value to 
evaluate the model. F1-score is defined as:  

F1=2´
1

1
Precision + 1

Recall
=

2´Precision´Recall
Precision+Recall

(14) 

Based on above basic indicators, we further adopt two widely-used and complementary metrics: AUC-ROC 
and AUC-PR(Khan & Ali Rana, 2019). To be specific, the X-axis of ROC curve is false positive rate(FP), and 
the Y-axis is true positive rate(TP). AUC-ROC is the area formed by ROC curve and X-axis. Compared to 
Accuracy and Precision, AUC-ROC and AUC-PR are not sensitive to the ratio of positive and negative 
samples, which are suitable for unbalanced sample datasets. After comprehensive consideration, we finally 
select Recall, F1-score, AUC-ROC, and AUC-PR for model performance comparison. 

Dataset Preparation 

To the best of our knowledge, Ethereum is an important part of the cryptocurrency ecosystem and by far 
the most popular digital asset among gambling criminals. The following two types of experimental datasets 
were selected for this paper: Ethereum transaction dataset and Ethereum address label dataset. Ethereum 
transaction dataset records all transaction data for addresses. Ethereum address label dataset helps map 
anonymous Ethereum users to real-world identities, which includes Ethereum gambling contract addresses. 
The sources and processing of these datasets are detailed below. 

Ethereum transaction dataset 
All Ethereum transactions are recorded on a distributed public ledger. Each Ethereum block contains 
hundreds of public transaction records. In this paper, the official open-source Ethereum client go-
ethereum 1  is used to download Ethereum transaction data in the corresponding time window and 
automatically synchronize the data. Go-ethereum is one of the earliest and most popular Ethereum clients 
that allows us to interact with Ethereum network environment based on an interactive command console. 

The transaction data downloaded by go-ethereum needs to be further parsed before it can be stored in the 
graph database, so the raw data is parsed into individual transactions using the open source tool ethereum-
etl2, which is a tool for bulk parsing of Ethereum transaction data. Finally, the parsed data will be imported 
into Neo4j graph database3. 

Ethereum address label dataset 
In this study, we obtained publicly available Ethereum address label datasets mainly from etherscan.io4 and 
xblock.pro5. Address labels cover different types of entities, including but not limited to exchanges, Defi, 
cross-chain Bridges, games, gambling services, mining pools, scams and other services. 
In particular, gambling services on blockchain often need to be developed and maintained by people with 
technical backgrounds and experience, and gambling service providers usually get certain profits, so these 
people are both gambling service providers and gambling players. Thus, we explored a number of 
decentralized gambling applications and obtained 1-hop addresses directly related to these gambling DApps. 
To sum up, we select 5283 gambling addresses as our target datasets.  

 
1 https://geth.ethereum.org/ 
2 https://github.com/blockchain-etl/ethereum-etl 
3 https://neo4j.com/ 
4 https://etherscan.io/labelcloud 
5 https://xblock.pro/#/datasets 
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Notably, gambling is only one kind of DApps on the blockchain. As a result, gambling addresses make up 
only a small fraction of Ethereum addresses. To make the classification model aware of this problem, we 
constructed an unbalanced dataset in which gambling addresses accounted for only about 15%. These non-
gambling addresses mainly include exchanges, games, mining, etc. 
As the number of graph layers increases, the number of addresses and transactions increases exponentially. 
Considering large computational consumption and high time cost, we sample 2-hop addresses and top-100 
transactions for each address 𝑣% separately to get subgraph ATS,". The total number of nodes in gambling-
related subgraphs is 66,637, while the total number of nodes in non-gambling-related subgraphs is 321,427. 

RQ1: Model Performance Comparison 

Model Selection 
In this section, we evaluate the proposed CGDetector approach by conducting comparative experiments. 
We selected five mainstream machine learning algorithms(Logistic Regression, Decision Tree, Random 
Forest, LightGBM, XGBoost)(Olden et al., 2008) with manually extracted statistical features and four 
commonly-used GNN models (GraphSAGE(Hamilton et al., 2017), GCN(Kipf & Welling, 2017), 
GAT(Veličković et al., 2018), and GIN(Xu et al., 2019)) for comparison. 
For the model training, we normalize the feature matrix and use the ImbalancedSampler function to 
oversample for unbalanced datasets. We divided the training set, verification set, and test set in a ratio of 
7:2:1. We adopt the method of variance filtering for feature selection to retain features that are found to be 
greater than zero, covering more feature dimensions and information. For all GNN-based methods, we set 
the embedding dimension, learning rate, and dropout as 128, 0.001, and 0.2, respectively. All other 
traditional machine learning methods are initialized with the same parameters suggested by their official 
codes and have been carefully fine-tuned. For all methods, we report the average results of 10 independent 
runs. 

Model Performance Evaluation 
We compare our CGDetector with traditional machine learning baseline methods to evaluate its 
effectiveness in identifying gambling accounts. A detailed description of the experimental results are 
reported in Table 4 below. For each column in Table 4, Recall, F1-score, AUC-PR, and AUC-ROC are 
respectively demonstrated from left to right. We observe that experiments demonstrate that GNN models 
achieve state-of-the-art results in classification tasks compared to machine learning models.  
Specifically, our CGDetector approach outperforms traditional machine learning methods, yielding  relative 
improvement over best baselines in terms of Recall, AUC-PR, AUC-ROC. For GNN models, GIN shows 
significant advantages in terms of Recall and AUC-PR, which reach up to 89.48% and 47.62% respectively. 
GraphSAGE demonstrates performance advantage in terms of F1-score and AUC-ROC, which reach up to 
59.45% and 91.55% respectively. To sum up, GIN shows the best comprehensive performance. 

Type Models Recall F1-score AUC-PR AUC-ROC 

Traditional 
machine 
learning 
models 

Logistic Regression 50.00 49.63 7.49 77.86 
Decision Tree 62.18 60.05 23.89 61.59 

Random Forest 54.34 57.52 37.36 90.53 
LightGBM 54.82 57.74 32.14 91.06 
XGBoost 55.41 56.32 36.31 91.33 

CGDetector 
(ours) 

GraphSAGE 70.30±0.02 59.45±0.07 11.98±0.46 91.55±0.34 
GCN 60.25±0.85 58.26±1.22 13.36±0.13 87.70±0.08 
GAT 62.61±0.04 58.37±0.06 7.95±0.03 72.58±0.02 
GIN 89.48±0.89 56.89±1.42 47.62±1.61 91.46±0.92 
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Table 4. Experimental Results of Machine Learning VS GNNs (%) 

These findings are consistent with our points above. Traditional machine learning methods with manual 
feature engineering cannot learn related features in an end-to-end manner and relies heavily on classifier 
selection. GNN models can learn graph topologies and hidden features from both address and edge level, 
reasonably achieving better performance on crypto gambling detection. This suggests that our 
CGDetector approach is able to effectively identify crypto addresses involved in gambling.  
To allow for more intuitive and clear understandings, we also visualized the comparison results in Fig.3 
below. The figure on the left shows the performance of traditional machine learning models based on 
manually extracted statistical features, while the figure on the right shows the performance of Graph Neural 
Network models of our proposed research approach. 

  

Figure 3. Performance Visualization of Machine Learning VS GNNs  

 

RQ2: Sensitivity Analysis 

In this study, we analyze the impacts of the graph neural network (GNN)-based embedding layer on the 
model's performance. Specifically, we evaluate the effects of several key factors, including the number of 
convolution layers, the embedding size, and the learning rate. After comprehensive analysis, we select the 
GIN model as our research object due to its superior performance in our proposed approach. 

(a) Effect of Layer Numbers. 
We investigate the impact of GNN layer depth on model performance by varying the number of layers 
between 1 and 4. Results are presented in Figure 4(a), showcasing the trends for four evaluation metrics 
across different GIN layer depths. We observe that increasing the depth of GIN leads to improved model 
performance, with peak performance at two layers. However, excessively increasing the number of 
convolutional layers results in slightly reduced overall performance. This is because high-order neighbors 
lose their individuality due to the small world property, leading to a weakened performance(Watts & 
Strogatz, 1998). 

(b) Effect of Embedding Size. 
The dimension of the embedding vector is another parameter that affects graph representational capacity. 
An excessively high dimension tends to lead to overfitting and increases computational complexity, while a 
low dimension reduces graph representation performance. Therefore, we investigate the impact of 
embedding vector dimension on classification performance by varying the size from approximately 32 to 
256 and presenting the results in Figure 4(b). Our analysis shows that the performance first increases and 
then slowly decreases as the embedding vector dimension increases. 
(c) Effect of Learning Rate.  
We explore the effect of the learning rate on our model's performance. Figure 4(c) presents the test 
performance for different learning rates, indicating a general downward trend across metrics. 



 Crypto Gambling Detection 
  

 Pacific Asia Conference on Information Systems, Nanchang 2023
 14 

 
                             (a)                                                           (b)                                                           (c) 

Figure 4. Impact of hyper parameters of sensitivity analysis 

 

Discussion and Implication 

Theoretical implications 

In our work, we propose a novel model for detecting phishing scam accounts on Ethereum, which provides 
new ideas and methods on transaction analysis for future research. Specifically, we propose a detection 
model named CGDetector, which combines manual feature engineering and transaction records analysis 
with graph neural networks. This unique structure enables our model to efficiently obtain implicit 
relationship features and outperform traditional machine learning methods. We believe that this 
contribution can provide valuable insights for researchers investigating gambling account detection on 
blockchain-based systems and inspire similar efforts in related research tasks, such as malicious account 
detection. 

Practical implications 

Our approach provides valuable guidance for regulators and law enforcement in identifying crypto 
addresses associated with gambling behaviors. With our novel detection method, they can more efficiently 
evaluate suspicious gambling accounts across all EVM-compatible blockchain systems, potentially 
mitigating economic losses. Additionally, this approach can help regulators to take action against illegal 
transactions and scams related to gambling activities on the blockchain, which is typically considered 
challenging due to the complex and anonymous nature of blockchain technology. 

Conclusion and Future Work 
With the help of blockchain and smart contracts, crypto gambling has a high risk of fraud and illegal 
transaction activities due to the lack of regulation. As a result, identifying crypto addresses with gambling 
behaviors has emerged as a significant research topic, providing valuable enlightenment in the field of 
cryptocurrency crime detection and blockchain security regulation. In this work, we propose a novel 
detection approach based on Graph Neural Networks named CGDetector, consisting of Graph Construction, 
Subgraph Extractor, Statistical Feature Extraction, and Gambling Address Classification. Extensive 
experiments for Ethereum are implemented to demonstrate that our proposed approach outperforms state-
of-the-art address classifiers of traditional machine learning methods. 
In the future, we will focus more on refining and deepening the identification of crypto gambling behaviors 
to provide additional guidance for law enforcement organizations. To achieve this, we have outlined several 
key objectives that we plan to pursue. Firstly, we aim to accumulate more crypto gambling transaction 
datasets and entity label datasets to further enhance our understanding of these behaviors. Specifically, we 
intend to collect transaction data from Tron and EOS chains, which will allow us to verify the 
generalizability and universality of our approach. Secondly, we plan to investigate deeper and temporal 
transaction characteristics to improve our ability to identify crypto gambling behaviors. Lastly, we will work 
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on improving our graph neural network models to enable efficient detection of crypto gambling addresses 
in the context of imbalanced dataset sampling scenarios. 
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