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Abstract 

Artificial intelligence (AI) has shown increasing potential in assisting users with decision-
making. However, the impact of AI decision speed on users' adoption intention has 
received limited attention compared to the focus on decision quality. Building on cue 
utilization theory, this study investigates the influence of AI decision speed on users' 
intention to adopt AI. Three experiments were conducted, revealing that users exhibit a 
higher intention to adopt AI when AI's decision speed is higher and historical decision 
quality is better. Furthermore, the perceived intelligence and perceived risk in decision-
making act as mediating variables in these effects. Importantly, the study finds that 
historical decision quality moderates the relationship between AI decision speed and user 
adoption, weakening the impact in conditions of high quality. These findings contribute 
to the understanding of AI adoption and offer practical implications for AI service 
providers and developers. 

Keywords: AI decision speed, Historical decision quality, Perceived intelligence, Perceived 
decision risk, User adoption 

 

Introduction 

Artificial Intelligence (AI) technology is becoming an important engine driving economic growth in many 
countries. On the consumer side, AI has been widely applied in various products and services (Berente et 
al., 2021), assisting users in making efficient decisions. For example, shopping chatbot helps users screen 
and select desired products (Gnewuch et al., 2022), and financial assistants assist bank employees in 
efficiently processing loan applications (Ge et al., 2021). AI’s performance in many decision-making areas 
has reached or even exceeded that of human experts (Esteva et al., 2017; Krakowski et al., 2022). 

mailto:21gxwang@ruc.edu.cn
mailto:klwang@ruc.edu.cn
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However, unlike the rapid development of AI decision-making capabilities, the application and adoption of 
AI is still progressing slowly. Although AI’s decision-making effectiveness has shown tremendous potential, 
in many situations, users have not shown sufficient interest in using AI-assisted decision-making (Solberg 
et al., 2022; Wang et al., 2021). For example, Dietvorst et al. (2015) found that users exhibit algorithm 
aversion when making human-machine assisted decisions; Highhouse (2008) found that people prefer to 
make decisions themselves rather than relying on AI algorithmic predictions; and Longoni et al. (2019) 
found that people prefer human service providers over AI. How to promote more users to adopt AI-assisted 
decision-making advices has become an important issue of concern for relevant scholars and service 
providers. 

Previous research on AI adoption and advice taking behaviors have mainly focused on the intelligence level 
of AI algorithms, namely decision quality. They found that predictive accuracy is an important factor for 
users to adopt and accept AI (Castelo et al., 2019; Wu et al., 2020). However, IS research indicate that 
besides the core indicators of decision quality and effectiveness, external attributes and characteristics of 
the system may also affect people’s perception and, thus, their decision and choice to adopt technology 
(Cenfetelli, 2004). As one of the external manifestations of algorithmic decision efficiency, decision speed 
is the most obvious system characteristic during AI task processing. The decision speed required for AI to 
handle different tasks varies, and decision speed may further affect user experience (Gnewuch et al., 2022). 
For example, a survey by Acquia, a digital experience and digital strategy consulting firm in the United 
States, found that about 45% of users find chatbots “annoying,” mainly because chatbots respond too slowly. 

Existing research on decision speed mainly focuses on the impact of AI decision speed in intelligent 
customer service scenarios. They found that delayed replies from intelligent customer service can enhance 
users’ perception of personalized AI, enhance their sense of social presence, and promote usage intention 
(Holtgraves and Han, 2007; Gnewuch et al., 2022). However, this conclusion may not directly apply to AI-
assisted decision-making scenarios. This is because, in intelligent customer service scenarios, AI intelligent 
customer service mainly simulates human replies to create continuous interaction, and in this process, if AI 
can approach the level of human customer service as much as possible, it can bring users a better interactive 
experience (Gnewuch et al., 2022; Schanke et al., 2021). However, decision support scenarios focus more 
on decision effectiveness, and related decisions often involve potential risk factors, such as privacy and 
health risks in AI-assisted medical diagnosis, financial risks in investment, and fairness and ethical risks in 
judicial judgments. In such scenarios, users are more likely to consider the cost and benefits of decisions, 
and delayed replies with low speed may increase users’ decision risks and costs (Efendić et al., 2020), which 
may have a negative impact on user adoption (Efendić et al., 2020; Gnewuch et al., 2022; Schanke et al., 
2021). Therefore, it is necessary to explore the effect of AI decision speed on users in AI-assisted decision-
making scenarios. To this end, this study proposes and attempts to address the following research questions: 
1) Does AI decision speed and historical decision quality affect users’ AI adoption in AI-assisted decision-
making? 2) If so, what are the potential mechanisms?  

To respond to these questions, we employ the clue utilization theory for further model development and 
analysis. According to the cue utilization theory, users make decisions based on cues provided by the 
product, which can be classified into internal and external cues. In this study, it is proposed that the AI 
decision speed serves as an external cue for users to intuitively evaluate performance, while the historical 
decision quality of AI decision-making is an internal cue that is related to the task. The external cue of AI 
decision speed can influence user decision-making, and its impact is also related to the internal cue of AI 
historical decision quality. Three experiments were conducted to test the proposed hypotheses. The study 
contributes to the understanding of underlying mechanism of AI decision speed to users’ adoption intention, 
and can provide specific guidance for companies on how to design and present AI system features to 
encourage user advice taking. 

 

Literature Review 

AI Adoption 

AI is a machine that mimics human cognitive thinking through computers and algorithms, possessing 
capabilities such as perception, reasoning, autonomous learning, and problem-solving (Rai et al., 2019). 
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Currently, AI demonstrates promising prospects in business scenarios such as e-commerce (Longoni and 
Cian, 2022), financial investment (Ge et al., 2021), medical diagnosis (Jussupow et al., 2021), corporate 
recruitment (van den Broek et al., 2021), and employee training (Luo et al., 2021). However, extensive 
research has found that individuals commonly exhibit algorithm aversion, whereby people tend to favor 
human decisions over algorithmic decisions, even if intelligent algorithms outperform human decision-
making in predicting performance. For example, despite the performance of AI algorithms in medical 
diagnosis tasks exceeding or even surpassing human expert intuition or experience (Longoni et al., 2019; 
Esteva et al., 2017), users’ acceptance of AI algorithm decisions is significantly lower than their high-
performance indicators (Castelo et al., 2019; Dietvorst et al., 2015; Dietvorst et al., 2018). Additionally, 
many studies have pointed out that AI adoption can be influenced by various factors such as design features, 
task environment factors, and user characteristics. 

Regarding design features, some literature mainly discusses from a perspective of anthropomorphism. For 
example, the use of human or mechanized avatar images (Wang et al., 2021), communication style (Roy 
and Naidoo, 2021), and social identity roles (helpers or substitutes, etc.) (Wirtz et al., 2018) and other 
anthropomorphic elements can affect users’ social presence, psychological distance, and other perceptions, 
which in turn affect their willingness to adopt AI’s advices.   

For task environment factors, existing studies found that users are more willing to accept AI for objective 
and low-creativity recommendation tasks, and more averse to AI performing subjective or high-creativity 
tasks (Castelo et al., 2019; Wu et al., 2020). For example, in the healthcare field, compared to human 
services, users perceive AI as incapable of fully considering their unique personal needs, resulting in lower 
adoption willingness (Granulo et al., 2021; Longoni et al., 2019). Given the objectivity of AI algorithms in 
task processing, differential pricing generated by AI customer service is more readily accepted by users than 
that generated by human customer service (Yalcin et al., 2022; Song and He, 2020).   

As for user characteristics, gender and age have a direct impact on AI adoption (Ezer et al., 2009); implicit 
personality (Wang et al., 2021) and extraversion (Dietvorst and Bharti, 2020) and other personality traits, 
as well as the level of experience and knowledge in decision-making tasks (Logg et al., 2019) and privacy 
concerns (Vimalkumar et al., 2021) can also affect users’ AI adoption intention. 

In summary, existing research has mostly focused on internal features of AI algorithm design and 
situational factors such as decision tasks and user traits, and lacks sufficient understanding of the external 
feature of AI decision speed. The following section will review the relevant literature on AI decision speed 
and further identify the gaps in existing research. 

AI Decision Speed 

AI decision speed refers to the output speed of AI algorithms for computing results (Holtgraves and Han, 
2007). Existing research uses terms such as response latency, communication delay, and response time to 
characterize the decision speed of AI, most of which are examined from the perspective of users’ perception 
of AI decision speed in terms of the time they wait for AI to process tasks. Regarding how the speed of 
artificial intelligence decision-making affects user cognition and behavior, current academic research 
provides explanations from two perspectives. 

The first perspective is the anthropomorphic perspective, which is rooted in the “human-like” attributes of 
artificial intelligence that simulate or replace human interaction. In the context of intelligent customer 
service, feedback delay serves as a social clue for human-to-human language communication, and an 
appropriate delay may enhance users’ perception of the “human-like” qualities of chatbots (Schanke et al., 
2021). For example, adding delay to intelligent customer replies can enhance the perception of personalized 
AI (Holtgraves and Han, 2007), enhance users’ social presence, and promote their willingness to use AI 
(Gnewuch et al., 2022). 

The second perspective is the algorithmic performance perspective. This perspective considers AI as an 
algorithmic program that does not possess life, and the services provided by AI rely on the processing of 
existing data by pre-set algorithms. Decision speed is a direct manifestation of its predictive performance 
(Efendić et al., 2020). Therefore, delays may also be interpreted by users as not working as expected, and 
their occurrence may be seen as a hindrance to service delivery and interruption of customers’ completion 
of self-service, resulting in lower service evaluations by users (Taylor, 1994). The main research findings 
from these two perspectives are shown in Table 1. 
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Source Contexts Independent 
Variables 

Dependent 
Variables 

Main Findings 

Gnewuch, et 
al. (2022)  

Chatbot Response time 

(Instant vs. 
Delayed) 

Intention to Use Delayed response time 
positively influences novice 
users’ social presence 
perceptions and chatbot 
usage intentions, the effect is 
negative for experienced 
users 

Lew, et al. 
(2018) 

 Online 
chat  

Chronemic response 
latency (fast vs. slow) 

Satisfaction with a 
chat episode 

Slow latency can promote 
users’ higher trust and 
satisfaction 

Cheng, et al. 
(2022) 

Chatbots Communication 
Delay 

Trust in chatbots Communication delay 
negatively affects 
consumers’ perceived trust 

Schanke, et 
al. (2021) 

Chatbots Communication 
Delay 

Transaction Anthropomorphism of 
communication delay is 
beneficial for transaction 
outcomes. 

Efendic, et al. 
(2017) 

Algorithm 
assistant 

Response time 

(fast vs. slow) 

Prediction 
accuracy 

The response time affects 
the individual’s perception 
of the algorithm’s effort, 
which leads to the 
perception of the prediction 
accuracy 

Park, et al. 
(2019) 

Algorithm 
assistant 

task 

Decision speed 

(fast vs. slow) 

Accuracy 
evaluation 

The slow decision speed 
gives users time to compare 
and identify the 
performance of algorithms, 
then they can more fully 
evaluate and adopt 
algorithm decisions. 

Table 1 Summary of Relevant Research in AI Speed 

Based on the existing literature, we formulate three knowledge gaps as following. Firstly, existing research 
has focused on intelligent customer service scenarios that emphasize the anthropomorphized feature of AI 
decision-making speed. However, there is a lack of attention to the characteristics of algorithm performance 
that AI decision-making speed may reflect. Moreover, whether from the perspective of anthropomorphism 
or algorithm performance, the explanation of the impact of AI decision-making speed on user behavior is 
based on users’ perceived intelligence, ignoring the possibility that AI decision-making speed may also 
arouse users’ perception of decision-making risks, ultimately affecting user adoption (Featherman and 
Pavlou, 2003). In the current decision-making practices widely applied in the field of financial investment, 
medical health diagnosis, and autonomous driving, decision tasks themselves carry certain risks (Hengstler 
et al., 2016). As decision-making speed may affect users’ perception of decision-making risks by reflecting 
algorithm performance, it is necessary to consider the impact of decision-making speed on user adoption 
behavior by changing their perception of decision-making risks. 

Secondly, existing research has only focused on the impact of AI decision-making speed on users 
independently, ignoring the interaction of AI’s historical decision quality that may occur. Discussing 
efficiency and effectiveness are classic topics in algorithm task implementation, as well as important 
considerations for users in the shopping decision-making process (Babin et al., 1994). When users do not 
obtain sufficient system information, inaccurate understanding of the system may occur. As AI’s historical 
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decision quality is an important indicator widely used to reflect AI algorithm effectiveness in practice (You 
et al., 2022), it is urgent to explore the boundary mechanism of how AI decision-making speed affects user 
adoption willingness when decision-makers obtain relevant information about historical decision quality. 

Thirdly, existing research mainly uses the objective waiting time that users face when making decisions on 
AI as a measure of decision-making speed (Gnewuch et al., 2022; Schanke et al., 2021). However, waiting 
time is a subjective concept for users (Baker and Cameron, 1996). In the human-machine collaborative 
decision-making scenario, users are more likely to compare AI decision-making features with human 
decision-making situations (Dietvorst et al., 2015; Longoni et al., 2019). Therefore, when there is a deviation 
in decision-making speed between artificial intelligence and human experts, it is still not sufficiently 
explored whether users’ adoption preference for AI also exists with algorithm aversion or appreciation 
effects. 

In summary, decision-making speed and historical decision quality, as two types of clues in decision-
making, are likely to jointly affect users’ AI adoption decisions. Based on this, this study will use the clue 
utilization theory to construct a research model that examines how AI decision-making speed influences 
user decision-making behavior. 

 

Theoretical Background and Hypotheses Development 

Cue Utilization Theory (CUT) 

The cue utilization theory is one of the classic theories that explains user behavior and is widely used to 
explain user product evaluation and adoption of emerging technologies (Eroglu et al., 2001; Parboteeah et 
al., 2009; Wells et al., 2011). A cue refers to a signal released by an encoder (merchant) and received by a 
decoder (user) that is used as a standard for evaluating product quality (Cox, 1967; Olson & Jacoby, 1972). 
According to the cue utilization theory, a product is composed of a series of signals that can be used by users 
to evaluate product quality. Depending on the type, these signals can be divided into internal cues and 
external cues (Olson & Jacoby, 1972; Richardson et al., 1994). Internal cues are rooted in the physical 
properties of the product itself, such as the raw materials, size, shape, or color of the product. External cues 
are not related to the physical properties of the product and usually include factors such as price, brand, 
and after-sales service (Richardson et al., 1994). 

The importance of cues in user judgment (also known as diagnosticity) is determined by the predictive value 
and confidence value of the cues. The predictive value refers to the degree to which users associate a specific 
cue with product quality, representing the reliability of the cue and the likelihood of successfully using the 
cue to evaluate product quality (Dick et al., 1990). Confidence value is the degree of confidence that users 
have in their ability to use and judge cues accurately (Cox, 1967; Olson & Jacoby, 1972). This theory suggests 
that internal cues usually have higher predictive value and are directly related to product quality (such as 
CPU model for computer products and raw materials for food products). However, when it is difficult for 
ordinary users to perceive and utilize internal cues, they tend to rely more on external cues (such as price) 
to make decisions. 

The Impact of Decision Speed on AI Adoption Intentions 

We propose that AI decision speed and historical decision quality belong to external and internal clues, 
respectively. AI decision speed is a system feature clue that users can directly observe and understand, 
which, although not leading to the final decision quality, can reflect the decision performance of the AI 
algorithm to some extent as an efficiency representation of the decision and is more easily manipulated by 
algorithm developers. Thus, it conforms to the external clue feature. In contrast, AI’s historical decision 
quality is a direct reflection of the accuracy of AI predictions, highly related to the decision quality of AI and 
has a high predictive value. Thus, it conforms to the internal clue feature. Based on the above assumptions, 
this article deduces that AI decision speed and historical decision quality will affect users’ decision adoption. 

According to the clue utilization theory, when there is limited decision information or internal clues are 
missing, users will actively search for and rely on external clues to make decisions. As one of the external 
clues that reflect the efficiency of AI algorithms, decision speed is likely to be used by users to judge whether 



 AI Decision speed and User Adoption Intention 
  

 Pacific Asia Conference on Information Systems, Nanchang 2023
 6 

to adopt AI. When the AI decision speed is high, users may perceive that the AI is embedded with intelligent 
algorithms sufficient to handle tasks, leading them to perceive higher intelligence in AI. They believe that 
AI can autonomously operate towards decision goals, adapt to user task requirements, and provide effective 
output quickly. On the other hand, decision speed may also affect users’ perception of AI decision risk. 
Perceived AI decision risk refers to users’ estimation of the possibility of prediction errors by AI, which may 
result in unexpected performance and individual losses.  

The perception of AI intelligence and the perception of AI decision risks can both further influence user 
adoption of AI. The perception of intelligence reflects to some extent the evaluation of AI technology quality 
and functional service quality by users (Moussawi et al., 2021). Research has found that the perception of 
intelligence can increase users’ perception of usefulness and trust in using intelligent products, thereby 
promoting their adoption of AI technology, particularly during the initial interaction process between users 
and AI products. When users search for any available information to help them make trust inferences, a 
high perception of intelligence can facilitate their trust in AI products and ultimately enhance their 
willingness to adopt AI decisions (Moussawi et al., 2021). With regard to the perception of AI decision risks, 
research indicates that an important motivator of user adoption behavior is the evaluation of the benefits 
and risks associated with the technology (Featherman and Pavlou, 2003). When users perceive higher risks, 
they will have a higher sense of suspicion and technological anxiety about decisions (Im et al., 2008), and 
the technological anxiety caused by high risk will further inhibit their use of new technology (Kummer et 
al., 2017).  

H1: Users have a higher intention to adopt AI with high (low) decision speed. 

H1a: Perceived AI intelligence mediates the impact of decision speed on users’ AI adoption intention. 

H1b: Perceived AI decision risk mediates the impact of decision speed on users’ AI adoption intention. 

AI historical decision quality is widely regarded as an important indicator for evaluating the effectiveness 
of AI algorithms in practical settings. As a cue, AI historical decision quality is used by users to assess and 
judge the credibility and effectiveness of AI recommendations. When the historical decision quality is 
higher, users form a positive impression of the intelligence level of AI. Compared to humans, individuals 
are more likely to adopt decision from intelligent algorithms when presented with performance indicators 
such as prediction accuracy, thus reducing cognitive costs. 

According to cue utilization theory, individuals consider past experiences and performances to evaluate the 
predictive value of future decisions in the decision-making process. If individuals perceive that AI systems 
have performed well in past decisions, i.e., high historical decision quality, they may attribute greater 
predictive value to the system and believe it will achieve favorable outcomes in future decisions. 
Additionally, individual decision adoption behavior is influenced by perceived predictive value. If 
individuals perceive that AI systems have higher predictive value, indicating favorable future decision 
outcomes, they are more likely to adopt the AI recommendations. At the same time, historical decision 
quality impacts perceived intelligence. If AI systems have demonstrated high historical decision quality, 
individuals are more likely to perceive the system as highly intelligent. Furthermore, perceived intelligence 
influences individual decision adoption behavior. If individuals perceive that AI systems possess a high level 
of intelligence, they believe the system's decisions are accurate and reliable, thereby increasing their 
willingness to adopt its recommendations. If individuals perceive that AI systems entail decision risks, they 
will decrease their confidence and trust in the system, thereby reducing their intention to adopt its 
recommendations. Additionally, historical decision quality affects the perception of decision risks. If AI 
systems have demonstrated good performance in past decisions, individuals are more likely to perceive 
lower decision risks associated with the system. 

H2: Users have a higher intention to adopt AI with high (low) historical decision quality. 

H2a: Perceived AI intelligence mediates the impact of historical decision quality on users’ AI adoption 
intention. 

H2b: Perceived AI decision risk mediates the impact of historical decision quality on users’ AI adoption 
intention. 
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The Interaction Effect of AI Decision Speed and Historical Decision Quality 

This study posits that the decision-making process and outcomes of users may change when historical 
decision quality information is present. According to the clue utilization theory, when internal clues are 
scarce, users mainly rely on external clues for decision-making judgments. However, when internal clues 
are abundant and easily accessible to users, the impact of external clues on their product evaluation will 
weaken or even disappear (Miyazaki et al., 2005). When individuals face multiple clues, they tend to use 
the more diagnostic (predictive) ones as the basis for evaluation (Purohit and Srivastava, 2001). Based on 
the assumption above, decision speed is an external clue in the user’s decision-making process, while 
historical decision quality is an internal clue. Compared to decision speed, historical decision quality has 
higher predictive value. Therefore, when both decision speed and historical decision quality information 
are present, users are likely to use both in making their decisions. 

When historical decision quality is low, users perceive lower intelligence in AI usage (Kim et al., 2021; You 
et al., 2022). In this case, if AI decision speed is also low, it will further reduce the perception of AI 
intelligence and increase decision risk perception. Therefore, using AI for decision assistance cannot 
effectively help users with their decision-making, leading to a lower willingness to use AI for decision 
assistance. However, if the AI decision speed is high, it can increase the perception of AI intelligence and 
reduce the perception of decision risk, thereby helping to mitigate the negative impact of AI and provide 
new effective information for the user’s decision-making, making users more likely to use AI for decision 
assistance. That is to say, when historical decision quality is low, users are more willing to adopt AI when 
the decision speed is high, compared to when the decision speed is low. 

When historical decision quality is high, users perceive higher intelligence in AI usage (You et al., 2022). In 
this case, if AI decision speed is low, it will reduce the perception of AI intelligence and increase the 
perception of decision risk. However, since historical decision quality information has already provided 
good predictive value and is more diagnostic than decision speed information (Lew and Walther, 2022), 
users may still be willing to use AI for decision assistance. If AI decision speed is high, the perception of AI 
intelligence increases and the perception of decision risk decreases, making users willing to use AI for 
decision assistance. Therefore, when historical decision quality is high, users generally prefer to use AI for 
decision assistance, and the influence of decision speed information on their willingness to adopt AI may 
be relatively small. Based on this, the following hypothesis is proposed: 

H3: When historical decision quality is high (vs. low), the impact of decision speed on users’ intention to 
adopt AI advice is weakened. 

 

Study 1 

Study 1 aims to firstly examine the influence of artificial intelligence (AI) decision speed on user adoption 
intention (H1) and verify the mediating effect of perceived AI intelligence and perceived AI decision risk on 
the aforementioned mechanisms of influence (H1a and H1b). 

Procedures and Measures  

The experiment used a between-subject design based on decision speed (high vs. low). 80 participants (43 
males and 37 females) from an online survey platform (Credamo) were recruited for the study, with an 
average age of 31 years. 

The experiment employed an AI investment advisor from a financial app as the experimental materials. The 
AI investment advisor is a new product and service in the financial investment field. After the experiment 
began, participants were randomly assigned to one of two experimental groups (high or low decision speed). 
They were instructed to imagine themselves using a financial management mobile app to conduct 
investment business. After entering personal financial information, risk preferences, and investment needs, 
the app could provide professional investment advice for free through an investment advisor. The app 
offered two choices: human advisor and AI advisor. The human advisor was composed of a team of 
experienced and capable managers, and waiting for a human advisor’s investment advice took 60 seconds. 
The AI investment advisor, based on deep learning algorithms, could analyze market investment data and 
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personal data and provide financial recommendation reports. AI decision speed was manipulated by 
adjusting the waiting time for obtaining AI advisor investment advice. According to the estimated time of 
several AI products in practice, the high-speed group was set to wait 5 seconds, and the low-speed group 
was set to wait 120 seconds. Afterwards, participants completed a questionnaire on their adoption 
willingness and perception, as well as demographic information such as gender and age. The experiment 
then ended. 

All variables in the experiment were adapted from mature scales. The users’ AI adoption Intention was 
measured using three 7-point Likert scales, which were adapted from Komiak and Benbasat (2006). The 
items were “I am more willing to use intelligent advisors than human advisors to help me make investment 
decisions”, “I am more willing to let intelligent advisors assist me in evaluating which funds to purchase 
compared to human advisors”, and “I am more willing to accept investment portfolio recommendations 
from intelligent advisors compared to human advisors” (α = 0.943). The perceived AI intelligence was 
measured using four Likert scales, adapted from Moussawi et al. (2022). The items included: “Compared 
to human advisors, intelligent advisors are able to complete tasks more quickly”, “Intelligent advisors are 
better at understanding my needs compared to human advisors”, “Intelligent advisors are better at 
identifying and processing investment information compared to human advisors”, and “Intelligent advisors 
can provide me with more useful advice than human advisors” (α = 0.876). The perceived AI risk of 
decision-making was measured using three Likert scales adapted from Featherman and Pavlou (2003). The 
items were “Overall, I feel that using intelligent investment advisors involves a lot of risk”, “Compared to 
human advisors, using intelligent advisors will bring greater uncertainty to my investment decisions”, and 
“Using intelligent advisors exposes me to greater risks compared to human advisors” (α = 0.934). 

Results and Discussions 

To test the effectiveness of decision speed manipulation, participants were asked to answer the following 
question: “To what extent do you agree that the decision speed of the intelligent advisor is faster than that 
of the human advisor?” The results of a one-way ANOVA indicated that participants in the high decision 
speed group perceived the decision speed of the intelligent advisor to be faster than those in the low decision 
speed group (Mhigh = 6.37, SD = 0.42; Mlow = 3.13, SD = 1.36; F(1, 80) = 207.515, p < 0.001), demonstrating 
the successful manipulation. 

 Sample 
size 

Users’ AI adoption 
Intention 

Perceived AI 
intelligence 

Perceived AI risk 

  Mean S.D. Mean S.D. Mean S.D. 

Low Speed 40 3.76 1.68 4.37 1.48 4.46 1.45 

High 
Speed 

40 5.12 1.45 5.38 0.84 3.44 1.48 

Table 2. Results of Descriptive Analysis 

Table 2 summarizes the descriptive statistics of the groups. First, a one-way ANOVA was conducted to 
examine the effect of decision speed on perceived intelligence and perceived decision risk. The results 
showed that participants in the high decision speed group perceived the intelligence of the AI (M = 5.38) to 
be significantly higher than those in the low speed group (M = 4.37; F(1, 80) = 65.94, p < 0.001). At the 
same time, participants in the high decision speed group perceived the decision risk of the AI (M = 3.44) to 
be significantly lower than those in the low speed group (M = 4.46; F(1, 80) = 21.012, p = 0.002). Besides, 
a one-way ANOVA was used to test the effect of decision speed on AI adoption willingness. The results 
showed a significant difference in AI adoption willingness between the two experimental groups (F(1, 80) 
= 14.982, p < 0.001), with participants in the high decision speed group (M = 5.12) having a significantly 
higher adoption willingness than those in the low decision speed group (M = 3.76). 

To examine the mediating role of perceived intelligence and perceived decision-making risk in the 
relationship between decision speed and AI adoption intention, we conducted mediation analysis using the 
PROCESS program in SPSS (model 4, sample size = 5000). Decision speed was used as the independent 
variable (low decision speed = 0, high decision speed = 1), AI adoption intention as the dependent variable, 
and perceived AI intelligence and perceived AI risk as the mediating variables. Results showed that the 
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decision speed group had a significant positive effect on perceived intelligence (β=1.94, t=8.12, p<0.001), 
which in turn had a significant positive effect on AI adoption intention (β=0.69, t=6.46, p<0.001). 
Additionally, decision speed had a significant negative effect on perceived decision-making risk (β=-1.03, 
t=-3.12, p=0.003), which in turn had a significant negative effect on AI adoption intention (β=-0.54, t=-
6.94, p<0.001). After controlling for the direct effect of decision speed on AI adoption intention (β=-0.52, 
t=-2.23, p=0.029), the mediating effect of perceived AI intelligence on the relationship between decision 
speed and AI adoption intention was significant (indirect path effect=1.33, LLCI=0.69, ULCI=2.18), as was 
the mediating effect of perceived decision-making risk (indirect path effect=0.55, LLCI=0.18, ULCI=1.05). 
Hypotheses 1a and 1b were supported. Adding gender, age, and investment experience as control variables 
did not change the significance of the results. 

The results of Study 1 showed that when AI decision speed was high (vs. low), users had a higher intention 
to adopt AI. Perceived AI intelligence and perceived AI risk played a mediating role in this process. 
Considering the universality of historical decision quality in practical decision tasks, study 1 introduced 
clues about AI’s historical decision quality based on Study 1 to investigate how decision speed and historical 
decision quality jointly affect user adoption. 

 

Study 2 

The purpose of study 2 was to examine the impact of historical decision quality on AI adoption (H2) and 
the mediating role of perceived intelligence and perceived decision risk in the aforementioned impact (H2a 
and H2b). 

Procedures and Measures 

The experiment employed a between-group design with historical decision quality (high vs. low) as the 
independent variable. A total of 120 participants (61 males, 59 females) from an online survey platform 
(Credamo) took part in this experiment. The average age of the participants was 32 years. 

Experiment 2 adopted the same scenario as Experiment 1, involving intelligent investment advisors. 
Historical decision quality was manipulated by presenting the investment return rates of human advisors 
and intelligent advisors over the past three years. Annual investment return rate is an important indicator 
for evaluating the investment decisions and capabilities of fund managers, with higher return rates 
indicating higher profitability of the funds operated and recommended. Taking into account real investment 
practices and consulting professional managers in the relevant investment field, the average annual 
investment return rate for human advisors in the high historical decision quality group was set at 10.60%, 
while for intelligent advisors it was set at 12.72%. In the low historical decision quality group, the average 
annual investment return rate for human advisors was 10.60%, and for intelligent advisors it was 8.48%. 

In the experiment, participants were randomly assigned to one of the two experimental groups. They were 
asked to provide specific numerical values regarding the annual return rates of human advisors and 
intelligent advisors to ensure their careful reading. The measurement of variables used the same scales as 
in Experiment 1, with Cronbach's alpha values for AI recommendation adoption, perceived intelligence, and 
perceived decision risk being 0.959, 0.879, and 0.933, respectively. These values exceeded the threshold of 
0.7, indicating the reliability of variable measurement. 

Results and Discussions 

In order to test the effectiveness of manipulating historical decision quality, participants were asked to 
answer the following item: “To what extent do you agree that the investment return rate of the intelligent 
advisor is higher than that of the human advisor?” The results of a one-way ANOVA indicated that 
participants in the high decision quality group perceived the decision quality of the intelligent advisor to be 
higher compared to participants in the low decision quality group (M high quality = 5.75, SD = 1.19; M low quality 
= 2.20, SD = 1.38; F(1, 120) = 226.634, p < 0.001), confirming the success of the manipulation. 

Table 2 summarizes the descriptive statistics for each group. Firstly, a one-way ANOVA was conducted to 
examine the influence of historical decision quality on perceived intelligence and perceived decision risk. 
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The results revealed that participants in the high decision quality group perceived higher intelligence in AI 
(M = 5.58) compared to participants in the low decision quality group (M = 3.80; F(1, 120) = 73.161, p < 
0.001). Additionally, participants in the high decision quality group perceived lower decision risk in AI (M 
= 3.03) compared to participants in the low decision quality group (M = 4.79; F(1, 120) = 48.071, p < 0.001). 
Subsequently, a one-way ANOVA was conducted to examine the effect of historical decision quality on AI 
recommendation adoption. The results showed a significant difference in AI recommendation adoption 
between the two experimental groups (F(1, 120) = 117.597, p < 0.001), with participants in the high decision 
quality group (M = 5.73) displaying a significantly higher intention to adopt AI recommendations compared 
to participants in the low decision quality group (M = 3.02). This finding supported hypothesis H2. 

 Sample 
size 

Users’ AI adoption 
Intention 

Perceived AI 
intelligence 

Perceived AI risk 

  Mean S.D. Mean S.D. Mean S.D. 

Low Quality 60 3.02 1.64 3.80 1.37 4.79 1.47 

High Quality 60 5.73 1.02 5.58 0.83 3.03 1.31 

Table 3. Results of Descriptive Analysis 

To test the mediating role of perceived intelligence and perceived decision risk in the relationship between 
historical decision quality and AI adoption, a mediation analysis was conducted using the PROCESS macro 
in SPSS (Model 4, sample size = 5000). Historical decision quality was treated as the independent variable 
(low decision quality = 0, high decision quality = 1), AI adoption as the dependent variable, and perceived 
intelligence and perceived decision risk as the mediator variables. The results indicated that historical 
decision quality had a significant positive effect on perceived intelligence (β = 1.77, t = 8.55, p < 0.001), and 
perceived intelligence further had a significant positive effect on AI adoption (β = 0.72, t = 9.87, p < 0.001). 
Historical decision quality had a significant negative effect on perceived decision risk (β = -1.76, t = -6.93, 
p < 0.001), and perceived decision risk had a significant negative effect on AI adoption (β = -0.34, t = -5.65, 
p < 0.001). After controlling for the direct effect of historical decision quality on AI adoption (β = 0.83, t = 
4.80, p < 0.001), the mediating effect of perceived intelligence in the relationship between historical 
decision quality and AI adoption was significant (indirect path effect = 1.28, LLCI = 0.83, ULCI = 1.77). 
Similarly, the mediating effect of perceived decision risk in the relationship between historical decision 
quality and AI adoption was significant (indirect path effect = 0.59, LLCI = 0.26, ULCI = 1.05). These 
findings provided support for hypotheses H2a and H2b. The significance results remained unchanged after 
including gender, age, and financial investment experience as control variables in the model. 

The above results indicate that in the context of AI-assisted decision-making, users’ AI intention does not 
necessarily exhibit the algorithm aversion and preference for human decision-making proposed by 
Dietvorst et al. Therefore, when AI demonstrates higher historical decision quality than human experts, 
people still show a higher willingness to adopt AI recommendations. 

 

Study 3 

The purpose of Study 3 is to examine the interaction effect of the quality of AI historical decisions on the 
relationship between AI decision speed and users’ AI adoption intention (H3). 

Procedures and Measures 

This experiment employed a 2 (decision speed: high vs. low) × 2 (historical decision quality: high vs. low) 
between-subjects design. A total of 389 participants (170 males and 219 females) from the Credamo 
platform participated in this experiment. The average age of the participants was 29 years. All participants 
had not taken part in Study 1. 

We adopted the same scenario of an intelligent investment advisor as in study 1 but added the investment 
return rate of both the human and intelligent advisors over the past three years (similar to study2) to 
manipulate their historical decision quality. The annual investment return rate is an important indicator 
for evaluating the investment decisions and abilities of fund managers, with higher rates indicating greater 
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returns from the funds operated and recommended by them. Participants were randomly assigned to one 
of four experimental groups. They were asked to fill in specific values for the decision speed and annual 
return rate of the human and intelligent advisors to ensure that they read the scenario carefully. 
Measurements of other variables followed the same scales as in Study 1. 

Results and Discussions 

After excluding 8 participants who failed the attention tests, 381 valid samples were included in the 
statistical analysis. To test the effectiveness of the experimental manipulation, participants were asked to 
respond to the following two items: “To what extent do you agree that the decision speed of the intelligent 
advisor is faster than that of the human advisor?” and “To what extent do you agree that the investment 
return rate of the intelligent advisor is higher than that of the human advisor?”. The results of the one-way 
ANOVA showed that participants in the high decision speed group perceived the decision speed of the 
intelligent advisor to be faster than those in the low decision speed group (Mhigh speed=6.56, SD=0.61; Mlow 

speed=2.84, SD=1.70; F(1,381)=802.033, p<0.001). Additionally, participants in the high historical decision 
quality group perceived the investment return rate of the intelligent advisor to be higher than those in the 
low decision quality group (Mhigh quality=6.03, SD=0.89; Mlow quality=2.21, SD=1.12; F(1,381)=1363.200, 
p<0.001). These results suggest that both the decision speed and historical decision quality of the AI were 
successfully manipulated. 

To further examine the effects of decision speed and historical decision quality on the perceived AI 
intelligence, a one-way ANOVA was performed. The results showed that the main effects of decision speed 
(F(1,381)=203.522, p<0.001) and historical decision quality (F(1,381)=298.785, p<0.001) were significant, 
and the interaction effect between decision speed and historical decision quality was also significant 
(F(1,381)=15.818, p<0.001). Specifically, when the historical decision quality of the AI was low, participants 
in the high decision speed group perceived AI intelligence (M=4.40) to be significantly higher than those in 
the low speed group (M=2.64, p<0.001). Similarly, when the historical decision quality of the AI was high, 
participants in the high decision speed group perceived the intelligence of the AI (M=5.69) to be 
significantly higher than those in the low speed group (M=4.69, p<0.001). 

Moderator 
Independent 

variables 
Simple 

size 

Users’ AI 
adoption 
intention 

Perceived AI 
intelligence 

Perceived AI 
risk 

Mean S.D. Mean S.D. Mean S.D. 

Low 
historical 
decision 
quality 

Low 
decision 

speed 

94 2.48 0.12 2.64 1.12 5.32 1.07 

High 
decision 

speed 

93 3.44 0.12 4.40 1.09 4.53 1.46 

high 
historical 
decision 
quality 

Low 
decision 

speed 

99 5.61 0.11 4.69 0.84 3.24 1.36 

High 
decision 

speed 

95 5.88 0.12 5.69 0.64 3.41 1.35 

Table 4. Results of Descriptive Analysis 

Next, a one-way ANOVA was conducted to examine the effects of decision speed and historical decision 
quality on perceived AI risk. The results indicated that the main effects of decision speed (F(1,381)=5.456, 
p=0.020) and historical decision quality (F(1,381)=140.220, p<0.001) were significant, and the interaction 
effect between decision speed and historical decision quality on perceived decision risk was also significant 
(F(1,381)=12.629, p<0.001). When the historical decision quality of AI was low, the high decision speed 
group perceived AI risk (M=4.53) significantly lower than the low speed group (M=5.32, p<0.001). When 
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the historical decision quality of AI was high, there was no significant difference between the perceived 
decision risk of the high decision speed group (M=3.41) and the low speed group (M=3.24, p=0.385). 

Finally, a one-way ANOVA was conducted to analyze the interactive effects of decision speed and historical 
decision quality on users’ AI adoption intention, as shown in Figure 1. The results indicated that the main 
effects of decision speed (F(1,381)=29.177, p<0.001) and historical decision quality (F(1,381)=585.743, 
p<0.001) were significant, and the interaction effect between decision speed and historical decision quality 
was also significant (F(1,381)=9.093, p=0.003). When the historical decision quality was low, the high-
speed group showed a significantly higher intention to adopt AI (M=3.44) than the low-speed group 
(M=2.48, p<0.000). However, for the high historical decision quality group, there was no significant 
difference between the high-speed group (M=5.88) and the low-speed group (M=5.61, p=0.089). 
Hypothesis H3 was supported. 

 

Figure 1 The Interaction of AI Speed and Historical Decision Quality 

To further investigate the interactive effects of perceived decision speed and historical decision quality on 
users' adoption of AI recommendations, we employed the PROCESS procedure in SPSS (Model 8) with a 
sample size of 5000. Perceived decision speed (low = 0, high = 1) served as the independent variable, 
historical decision quality (low = 0, high = 1) as the moderator, and adoption of AI recommendations as the 
dependent variable. Perceived intelligence and perceived decision risk were included as mediating variables. 
The results revealed that when historical decision quality was low, the mediating effect of perceived 
intelligence was significant (indirect effect = 1.76, LLCI = 1.489, ULCI = 2.030). Even when historical 
decision quality was high, the mediating effect of perceived intelligence remained significant (indirect effect 
= 0.99, LLCI = 0.726, ULCI = 1.258). However, there was a significant difference in the size of the mediating 
effect of perceived intelligence between the two historical decision quality groups (effect size = -0.49, LLCI 
= -0.75, ULCI = -0.24). This suggests that the mediating role of perceived intelligence is stronger when 
historical decision quality is low. 

Regarding perceived decision risk, the mediating effect was significant when historical decision quality was 
low (effect size = 0.18, LLCI = 0.092, ULCI = 0.297). However, when historical decision quality was high, 
the mediating effect of perceived decision risk was not significant (indirect effect = -0.038, LLCI = -0.127, 
ULCI = 0.056). There was a significant difference in the mediating effect of perceived decision risk between 
the two historical decision quality groups (effect size = -0.22, LLCI = -0.372, ULCI = -0.093). This indicates 
that the mediating effect of perceived decision risk is weakened when historical decision quality is high. The 
results remained unchanged when controlling for gender, age, and financial investment experience. In 
summary, the findings demonstrate an interactive effect between perceived decision speed and historical 
decision quality. The mediating roles of perceived intelligence and perceived decision risk in users' adoption 
of AI are more pronounced when historical decision quality is low. However, these mediating effects become 
less significant when historical decision quality is high. 
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Conclusions and Discussions 

This research focuses on the AI-assisted decision-making context and conducts 3 experiments to examine 
the effects of AI decision speed on user decision adoption. The main findings are as follows: 1) AI decision 
speed positively affects users’ adoption intention; 2) AI historical decision quality positively affects users’ 
adoption intention. 3) the perceived intelligence and perceived risk play a mediating role in the effects of 
AI decision speed/historical decision quality on users’ decision adoption; 3) the historical decision quality 
moderates the effects of AI decision speed.  

Theoretical Contributions 

This research contributes to theory in three ways. Firstly, it extends the current understanding and 
knowledge on AI adoption. Unlike ordinary IT components, AI applications possess both the “algorithmic” 
instrumentality and the “human-like” agency (Efendić et al. 2020; Gnewuch et al. 2022). Previous research 
mainly explored the effects of internal quality characteristics of AI algorithms, such as prediction accuracy, 
transparency, and explainability, on user adoption from the perspective of algorithmic and human-like 
characteristics (You et al. 2022; Zhang et al. 2021; Wu et al. 2020), while ignoring the external features of 
AI presentation. By examining the effects of AI decision-making speed on user adoption, this research 
shows that in addition to the internal quality characteristics of AI, the external features that users directly 
experience and perceive can also influence user adoption. 

Secondly, this research contributes to the research on the effects of AI decision-making speed. Previous 
research has mainly focused on the intelligent customer service context, where users and AI are interactive 
parties, and decision-making speed is treated as a type of humanization signal to explore how it affects user 
attitudes (Cheng et al. 2022; Gnewuch et al. 2022). In the AI-assisted decision-making context, little is 
known about whether and how AI decision-making speed affects user behavior. By examining the effects of 
decision-making speed on user AI adoption, this research indicates that in the AI-assisted decision-making 
context, AI decision-making speed also affects user behavior, and the effects are opposite to those observed 
in the intelligent customer service context. By examining the mechanisms of this effect, we found that 
previous research ignored the benefits and risk evaluations during user decision adoption (Hengstler et al. 
2016). By examining the effects of AI decision-making speed on perceived intelligence and perceived 
decision risk, this research shows that AI decision-making speed not only affects users’ perceived benefits 
but also their perceived risks. 

Thirdly, this research introduces the classic theory of clue utilization into the emerging context of AI-
assisted decision-making, expanding the application range and research scope of the theory. This research 
shows that AI decision-making speed affects the clue utilization and information search of users in the AI-
assisted decision-making context. It also demonstrates that users’ perceived intelligence and perceived 
decision risk mediate the effects of AI decision-making speed on user adoption, and the historical decision 
quality moderates the effects of AI decision-making speed. 

Practical Implications 

This article provides some insights for enterprise AI service providers and developers on adopting artificial 
intelligence applications. Firstly, in the past, intelligent customer service applications mainly emphasized 
the anthropomorphic characteristics of AI, by designing appropriate interaction delays to bring users closer 
psychologically, thereby promoting higher user satisfaction. However, in the increasingly common context 
of AI-assisted decision-making, when AI algorithms are embedded in ordinary web programs, app 
applications or other non-anthropomorphic products, presenting low AI processing speeds for decision-
making tasks may hinder the delivery of services, resulting in a decrease in customer trust and an increase 
in perceived decision-making risk. Therefore, service providers and developers should consider the context 
and internal and external features of AI applications. 

Secondly, in the absence of historical decision quality information or when historical decision performance 
is poor, AI decision-making speed will significantly affect users’ willingness to adopt AI. Therefore, when 
unable to provide decision quality information or when historical decision performance is poor, service 
providers and developers can reduce users’ perceived uncertainty and risk by designing responsive features 
to offset the impact of insufficient historical decision quality information. When AI’s historical decision 
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performance has consistently been at a high level (such as high return rates for financial applications, high 
click-through and purchase rates for intelligent push), users are more willing to “wait” for high-quality 
decision-making results. At this time, lower AI decision-making speeds will not hinder users’ willingness to 
use AI. Therefore, when facing the trade-off between decision speed and decision quality, service providers 
and developers should prioritize improving decision quality and displaying better historical decision quality 
information to users. This can avoid the negative impact that decision speed may produce. 

Limitations 

There are three shortcomings in this article. Firstly, the article mainly discusses how two types of user clues, 
AI decision speed and historical decision quality, affect individual decision-making from the perspective of 
user clue utilization, responding to current issues of low trust and weak adoption of AI among users. This 
research expands the relevant studies of user acceptance of AI product services and technology. However, 
in the context of human-machine collaborative decision-making, besides affecting users’ acceptance of AI 
services, whether AI decision speed has persuasive effects on other user cognition or behaviors, such as 
decision switching and service satisfaction, is worth further exploring, enriching the understanding of how 
AI decision speed affects user behavior. 

Secondly, the experimental situation of this study is AI financial decision-making, and users may consider 
privacy risks and financial risks when adopting the decisions. Perception of other types of risks still lack 
examination. Subsequent research can examine the universality of the impact of AI decision speed on user 
risk perception and adoption willingness in more AI-assisted decision-making contexts, such as medical 
health and recruitment interviews. 

Thirdly, this article examines the role of historical decision quality in the impact of AI decision speed from 
the dimensions of efficiency and effectiveness. Are there any other boundary conditions for the impact of 
AI decision speed? Literature indicates that design features such as AI’s anthropomorphic characteristics 
or relational interactions, users’ technological readiness attitudes or risk preferences, may affect user 
adoption willingness, and whether these factors can moderate the impact of decision speed needs further 
examination. 

 

Acknowledgements 

The work was supported by the Fundamental Research Funds for the Central Universities, and the Research 
Funds of Renmin University of China (Grant Number 23XNH111). 

 

References 

Babin, B. J., Darden, W. R., & Griffin, M. (1994). Work and/or fun: measuring hedonic and utilitarian 
shopping value. Journal of Consumer Research, 20(4), 644-656.  

Baker, J., & Cameron, M. (1996). The effects of the service environment on affect and consumer perception 
of waiting time: An integrative review and research propositions. Journal of the Academy of Marketing 
Science, 24(4), 338-349.  

Berente, N., Gu, B., Recker, J., & Santhanam, R. (2021). Managing artificial intelligence. MIS Quarterly, 
45(3), 1433-1450.  

Bhattacherjee, A., & Sanford, C. (2006). Influence processes for information technology acceptance: An 
elaboration likelihood model. MIS Quarterly, 805-825.  

Castelo, N., Bos, M. W., & Lehmann, D. R. (2019). Task-dependent algorithm aversion. Journal of 
Marketing Research, 56(5), 809-825.  

Cenfetelli, R. T. (2004). Inhibitors and enablers as dual factor concepts in technology usage. Journal of the 
Association for Information Systems, 5(11), 16.  

Cheng, X., Zhang, X., Cohen, J., & Mou, J. (2022). Human vs. AI: Understanding the impact of 
anthropomorphism on consumer response to chatbots from the perspective of trust and relationship 
norms. Information Processing & Management, 59(3), 102940.  



 AI Decision speed and User Adoption Intention 
  

 Pacific Asia Conference on Information Systems, Nanchang 2023
 15 

Cox, D. F. (1967). The sorting rule model of the consumer product evaluation process. Risk taking and 
information handling in consumer behavior.  

Davis, F. D., Bagozzi, R. P., & Warshaw, P. R. (1989). User acceptance of computer technology: A 
comparison of two theoretical models. Management Science, 35(8), 982-1003.  

Dick, A., Chakravarti, D., & Biehal, G. (1990). Memory-based inferences during consumer choice. Journal 
of Consumer Research, 17(1), 82-93.  

Dietvorst, B. J., & Bharti, S. (2020). People reject algorithms in uncertain decision domains because they 
have diminishing sensitivity to forecasting error. Psychological Science, 31(10), 1302-1314.  

Dietvorst, B. J., Simmons, J. P., & Massey, C. (2015). Algorithm aversion: people erroneously avoid 
algorithms after seeing them err. Journal of Experimental Psychology: General, 144(1), 114.  

Dietvorst, B. J., Simmons, J. P., & Massey, C. (2018). Overcoming algorithm aversion: People will use 
imperfect algorithms if they can (even slightly) modify them. Management Science, 64(3), 1155-1170.  

Efendić, E., Van de Calseyde, P. P., & Evans, A. M. (2020). Slow response times undermine trust in 
algorithmic (but not human) predictions. Organizational Behavior and Human Decision Processes, 
157, 103-114.  

Eroglu, S. A., Machleit, K. A., & Davis, L. M. (2001). Atmospheric qualities of online retailing: A conceptual 
model and implications. Journal of Business Research, 54(2), 177-184.  

Esteva, A., Kuprel, B., Novoa, R. A., Ko, J., Swetter, S. M., Blau, H. M., & Thrun, S. (2017). Dermatologist-
level classification of skin cancer with deep neural networks. Nature, 542(7639), 115-118.  

Ezer, N., Fisk, A. D., & Rogers, W. A. (2009). Attitudinal and intentional acceptance of domestic robots by 
younger and older adults. International conference on universal access in human-computer interaction,  

Featherman, M. S., & Pavlou, P. A. (2003). Predicting e-services adoption: a perceived risk facets 
perspective. International Journal of Human-computer Studies, 59(4), 451-474. 

Ge, R., Zheng, Z., Tian, X., & Liao, L. (2021). Human–robot interaction: when investors adjust the usage of 
robo-advisors in peer-to-peer lending. Information Systems Research, 32(3), 774-785.  

Gnewuch, U., Morana, S., Adam, M. T., & Maedche, A. (2022). Opposing Effects of Response Time in 
Human–Chatbot Interaction. Business & Information Systems Engineering, 1-19.  

Granulo, A., Fuchs, C., & Puntoni, S. (2021). Preference for human (vs. robotic) labor is stronger in symbolic 
consumption contexts. Journal of Consumer Psychology, 31(1), 72-80.  

Hengstler, M., Enkel, E., & Duelli, S. (2016). Applied artificial intelligence and trust—The case of 
autonomous vehicles and medical assistance devices. Technological Forecasting and Social Change, 
105, 105-120.  

Highhouse, S. (2008). Stubborn reliance on intuition and subjectivity in employee selection. Industrial and 
Organizational Psychology, 1(3), 333-342.  

Holtgraves, T., & Han, T.-L. (2007). A procedure for studying online conversational processing using a chat 
bot. Behavior Research Methods, 39(1), 156-163.  

Im, I., Kim, Y., & Han, H.-J. (2008). The effects of perceived risk and technology type on users’ acceptance 
of technologies. Information & Management, 45(1), 1-9.  

Jarrahi, M. H. (2018). Artificial intelligence and the future of work: Human-AI symbiosis in organizational 
decision making. Business Horizons, 61(4), 577-586.  

Jussupow, E., Spohrer, K., Heinzl, A., & Gawlitza, J. (2021). Augmenting medical diagnosis decisions? An 
investigation into physicians’ decision-making process with artificial intelligence. Information Systems 
Research, 32(3), 713-735.  

Kim, J., Giroux, M., & Lee, J. C. (2021). When do you trust AI? The effect of number presentation detail on 
consumer trust and acceptance of AI recommendations. Psychology & Marketing, 38(7), 1140-1155.  

Komiak, S. Y., & Benbasat, I. (2006). The effects of personalization and familiarity on trust and adoption of 
recommendation agents. MIS Quarterly, 941-960.  

Kummer, T.-F., Recker, J., & Bick, M. (2017). Technology-induced anxiety: Manifestations, cultural 
influences, and its effect on the adoption of sensor-based technology in German and Australian 
hospitals. Information & Management, 54(1), 73-89.  

Lew, Z., & Walther, J. B. (2022). Social Scripts and Expectancy Violations: Evaluating Communication with 
Human or AI Chatbot Interactants. Media Psychology, 1-16.  

Logg, J. M., Minson, J. A., & Moore, D. A. (2019). Algorithm appreciation: People prefer algorithmic to 
human judgment. Organizational Behavior and Human Decision Processes, 151, 90-103.  

Longoni, C., Bonezzi, A., & Morewedge, C. K. (2019). Resistance to medical artificial intelligence. Journal 
of Consumer Research, 46(4), 629-650.  



 AI Decision speed and User Adoption Intention 
  

 Pacific Asia Conference on Information Systems, Nanchang 2023
 16 

Longoni, C., & Cian, L. (2022). Artificial intelligence in utilitarian vs. hedonic contexts: The “word-of-
machine” effect. Journal of Marketing, 86(1), 91-108.  

Luo, X., Qin, M. S., Fang, Z., & Qu, Z. (2021). Artificial intelligence coaches for sales agents: Caveats and 
solutions. Journal of Marketing, 85(2), 14-32.  

Mahmud, H., Islam, A. N., Ahmed, S. I., & Smolander, K. (2022). What influences algorithmic decision-
making? A systematic literature review on algorithm aversion. Technological Forecasting and Social 
Change, 175, 121390.  

Miller, D. D., & Brown, E. W. (2018). Artificial intelligence in medical practice: the question to the answer? 
The American Journal of Medicine, 131(2), 129-133.  

Miyazaki, A. D., Grewal, D., & Goodstein, R. C. (2005). The effect of multiple extrinsic cues on quality 
perceptions: A matter of consistency. Journal of Consumer Research, 32(1), 146-153.  

Moussawi, S., Koufaris, M., & Benbunan-Fich, R. (2021). How perceptions of intelligence and 
anthropomorphism affect adoption of personal intelligent agents. Electronic Markets, 31(2), 343-364.  

Moussawi, S., Koufaris, M., & Benbunan-Fich, R. (2022). The role of user perceptions of intelligence, 
anthropomorphism, and self-extension on continuance of use of personal intelligent agents. European 
Journal of Information Systems, 1-22.  

Olson, J. C., & Jacoby, J. (1972). Cue utilization in the quality perception process. ACR Special Volumes.  
Parboteeah, D. V., Valacich, J. S., & Wells, J. D. (2009). The influence of website characteristics on a 

consumer's urge to buy impulsively. Information Systems Research, 20(1), 60-78.  
Park, J. S., Barber, R., Kirlik, A., & Karahalios, K. (2019). A slow algorithm improves users' assessments of 

the algorithm's accuracy. Proceedings of the ACM on Human-Computer Interaction, 3(CSCW), 1-15.  
Purohit, D., & Srivastava, J. (2001). Effect of manufacturer reputation, retailer reputation, and product 

warranty on consumer judgments of product quality: A cue diagnosticity framework. Journal of 
Consumer Psychology, 10(3), 123-134.  

Rai, A. (2020). Explainable AI: From black box to glass box. Journal of the Academy of Marketing Science, 
48(1), 137-141.  

Rai, A., Constantinides, P., & Sarker, S. (2019). Next generation digital platforms:: Toward human-ai 
hybrids. MIS Quarterly, 43(1), iii-ix.  

Richardson, P. S., Dick, A. S., & Jain, A. K. (1994). Extrinsic and intrinsic cue effects on perceptions of store 
brand quality. Journal of Marketing, 58(4), 28-36.  

Roy, R., & Naidoo, V. (2021). Enhancing chatbot effectiveness: The role of anthropomorphic conversational 
styles and time orientation. Journal of Business Research, 126, 23-34.  

Schanke, S., Burtch, G., & Ray, G. (2021). Estimating the impact of “humanizing” customer service chatbots. 
Information Systems Research, 32(3), 736-751.  

Solberg, E., Kaarstad, M., Eitrheim, M. H. R., Bisio, R., Reegård, K., & Bloch, M. (2022). A Conceptual 
Model of Trust, Perceived Risk, and Reliance on AI Decision Aids. Group & Organization Management, 
47(2), 187-222.  

Taylor, S. (1994). Waiting for Service: The Relationship between Delays and Evaluations of Service. Journal 
of Marketing, 58(2), 56-69.  

van den Broek, E., Sergeeva, A., & Huysman, M. (2021). When the Machine Meets the Expert: An 
Ethnography of Developing AI for Hiring. MIS Quarterly, 45(3).  

Vimalkumar, M., Sharma, S. K., Singh, J. B., & Dwivedi, Y. K. (2021). ‘Okay google, what about my privacy?’: 
User's privacy perceptions and acceptance of voice based digital assistants. Computers in Human 
Behavior, 120, 106763.  

Wells, J. D., Valacich, J. S., & Hess, T. J. (2011). What signal are you sending? How website quality 
influences perceptions of product quality and purchase intentions. MIS Quarterly, 373-396.  

Wirtz, J., Patterson, P. G., Kunz, W. H., Gruber, T., Lu, V. N., Paluch, S., & Martins, A. (2018). Brave new 
world: service robots in the frontline. Journal of Service Management.  

Xu, J., Benbasat, I., & Cenfetelli, R. T. (2013). Integrating service quality with system and information 
quality: an empirical test in the e-service context. MIS Quarterly, 777-794.  

Yalcin, G., Lim, S., Puntoni, S., & van Osselaer, S. M. (2022). Thumbs Up or Down: Consumer Reactions to 
Decisions by Algorithms Versus Humans. Journal of Marketing Research, 00222437211070016.  

You, S., Yang, C. L., & Li, X. (2022). Algorithmic versus Human Advice: Does Presenting Prediction 
Performance Matter for Algorithm Appreciation? Journal of Management Information Systems, 39(2), 
336-365.  

Zhang, L., Pentina, I., & Fan, Y. (2021). Who do you choose? Comparing perceptions of human vs robo-
advisor in the context of financial services. Journal of Services Marketing.  



 AI Decision speed and User Adoption Intention 
  

 Pacific Asia Conference on Information Systems, Nanchang 2023
 17 

 


	Understanding the Impact of AI Decision speed and Historical Decision Quality on User adoption in AI-assisted Decision Making
	Recommended Citation

	tmp.1687841643.pdf.JdKjt

