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Abstract: 

Social media platforms facilitate the sharing of a vast magnitude of information in split seconds among users. 
However, some false information is also widely spread, generally referred to as “fake news”. This can have major 
negative impacts on individuals and societies. Unfortunately, people are often not able to correctly identify fake news 
from truth. Therefore, there is an urgent need to find effective mechanisms to fight fake news on social media. To this 
end, this paper adapts the Straub Model of Security Action Cycle to the context of combating fake news on social 
media. It uses the adapted framework to classify the vast literature on fake news to action cycle phases (i.e., 
deterrence, prevention, detection, and mitigation/remedy). Based on a systematic and inter-disciplinary review of the 
relevant literature, we analyze the status and challenges in each stage of combating fake news, followed by 
introducing future research directions. These efforts allow the development of a holistic view of the research frontier 
on fighting fake news online. We conclude that this is a multidisciplinary issue; and as such, a collaborative effort from 
different fields is needed to effectively address this problem. 

Keywords: Fake News, Social Media, Deterrence, Prevention, Detection, Mitigation. 
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1 Introduction 

Social media platforms such as Twitter and Facebook provide an easier, cheaper, and faster way for 
individuals to consume and share news. About two-thirds of U.S. adults (68%) got news on social media 
in 2018 1. However, these benefits come at a cost, namely a large volume of fake news on social media 
platforms. Fake news are news items that are false, regardless of the intentions of the news originator 
(Zhou & Zafarani, 2020). As such, they include misinformation (false or misleading information with no 
intention to deceive) and disinformation (false information that is purposely spread to deceive people) 
(Lazer et al., 2018).  

The spread of fake news on social media can have severe negative impacts on individuals and societies. 
For example, in the context of Covid-19, fake news about ingesting fish-tank cleaning products, alcohol, or 
injecting bleach to treat the virus can pose a serious threat to people’s lives. The harmful impacts of fake 
news have been shown in other various contexts such as politics (Allcott & Gentzkow, 2017), economy 
(Kogan et al., 2019), and people responses to natural disasters (Gupta et al., 2013). Thus, there is an 
acute need for effective mechanisms to stop or limit the harmful consequences of fake news. Indeed, 
giant tech companies such as Google, Microsoft, Facebook, and Twitter issued a joint statement to 
combat fake news about Covid-192 . In response, scholars have proposed numerous approaches to 
combat fake news. However, such approaches, as we discuss later, primarily focused on one action, 
namely detection, and overlooked tackling the problem through different stages of fake news 
dissemination.  

Several barriers for combating fake news online exist. First, fake news on social media spread faster, 
farther, and deeper than true news (Vosoughi et al., 2018). That is, fake news can spread exponentially 
fast at early stages and pose harmful impacts in a very short time. For example, a false tweet about 
Barack Obama being injured in a White House explosion, although debunked quickly, wiped out $130 
billion in stock market in a matter of seconds. Second, in many cases it is difficult to identify whether the 
news is fake or not. Manual fact-checking and debunking fake news cannot keep up with the large volume 
and fast spread of fake news on social media. To address this, a large body of research focused on 
automated fake news detection. However, regardless of the type of the algorithm for fake news detection 
(text-based, propagation-based, etc.), they are still not very effective.  

Thus, it is important to devise strategies to stop fake news not only after its spread, but also before its 
spread and even before its creation. Here, we aim to examine this broad landscape by focusing on all 
lifecycle stages of fake news dissemination. We specifically seek to provide a comprehensive picture of 
combating fake news on social media. This holistic view affords considering synergies among approaches 
and more careful and hopefully effective plans to tackle the problem. To this end, we adapt the Straub 
Model of Security Action Cycle to the context of combating fake news on social media. This model 
comprises four steps (countermeasures) to address security threats: deterrence, prevention, detection, 
and mitigation/remedy. Notably, the Straub Model of Security is rooted in criminology and is hence not 
limited to the security context. It can be applied to any undesirable behavior. Since creating or spreading 
fake news on social media is an undesirable behavior with destructive impacts on individuals and 
societies, we propose similar steps to combat fake news on social media. Based on a thorough 
investigation of the relevant literature, we use this model to classify the vast literature on fake news. We 
believe that this framework helps readers to grasp the whole picture of the research frontier.  

We note that in recent years there have been several attempts to review the literature on fake news from 
different perspectives. Table 10 in the appendix B summarizes the various literature review papers on 
fake news, their combat stage, classification criteria, and the type of false information addressed in their 
review. Based on this review, we conclude that most existing reviews focus on fake news detection 
approaches (Bondielli & Marcelloni, 2019; Sharma et al., 2019; K. Shu et al., 2017; K. Shu, Bernard, et al., 
2019; Zhang & Ghorbani, 2020; Zhou & Zafarani, 2020; Zubiaga et al., 2018). Thus, there is a need to 
consider and review also other approaches, such as deterrence and to conduct a systematic and 
multidisciplinary review on the full lifecycle of combating fake news on social media.  

In doing so, we make the following contributions. First, we provide an overview of fake news definitions 
and several related terms in the literature. This will help scholars to have a better understanding of the 

 
1 https://www.pewresearch.org/ 
2 https://twitter.com/microsoft/status/1239703041109942272?lang=en 
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term “fake news” and other relevant terms that are often used interchangeably in the literature. Second, 
we provide an inter-disciplinary approach to combat fake news on social media. To this end, we suggest 
deterrence, prevention, detection, and mitigation/remedy as action areas for reducing the dissemination of 
fake news. Third, we conduct a comprehensive and systematic review of 164 articles related to the four 
countermeasures of the framework. We also provide some descriptive statistics of the reviewed papers. 
We hope this analysis can better depict the current status of fake news combating research. Finally, we 
use the adapted framework to discuss the approaches to combat fake news on social media, challenges 
involved, limitations of the current approaches, and directions for future research. These should allow the 
IS community to take a more systematic and active role in combating fake news, and not just in fake news 
detection. 

The organization of this paper is as follows: In section 2, we review different definitions of the term “fake 
news” and related terms. Section 3 describes the Straub Model of Security Action cycle and proposes 
similar steps to combat fake news on social media. We also explain the rationale behind applying this 
framework to the context of fake news and compare it to the security context from several perspectives. In 
section 4, we describe the methodology for our review process along with some descriptive statistics 
about the reviewed articles. Section 5 provides a review of the approaches to combat fake news on social 
media, identify several research gaps and future opportunities in each stage of the fake news combat 
cycle. We provide further discussion on the limitations of this research and possible future research 
directions in section 6. Conclusions are provided in section 7.   

2 Overview of Fake News and Related Terms 

2.1 Fake News Definitions 

The term “fake news” has gained widespread attention mainly after the 2016 U.S. Presidential Campaign. 
There has been no overall agreement on the definition of fake news. This is because the term "fake news" 
covers a wide range of (with or without intention) false or inaccurate information such as deceptive stories, 
rumors, satires, and conspiracy theories. Therefore, in this section we aim to provide an overview of the 
ways that the term “fake news” has been used and defined in the literature. 

Allcott & Gentzkow (2017) define fake news as “a news article that is intentionally false and is verifiable”. 
Several other studies (e.g., Bondielli & Marcelloni, 2019; Kim et al., 2019; Shu et al., 2017) adapted this 
definition. This is, however, a narrow definition of fake news, which emphasize on both authenticity and 
intention of the information. There are also broader definitions of fake news, which do not restrict the 
intention of the information/news. For example, Zhou & Zafarani, (2020) broadly defined fake news as 
false news. Table 1 shows different definitions of fake news. In this paper, we purposefully adopt the 
broad definition of fake news provided by Sharma et al., (2019): “a news article or message published and 
propagated through media, carrying false information regardless the means and motives behind it”. The 
broad definition of fake news allows us to cover different types of fake news and related terms, such as 
rumors, misleading news, and conspiracies. 
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2.2 Different Types of False Information 

There are several terms and concepts linked to fake news that have been frequently used in the literature. 
For example, Tandoc Jr et al., (2018) identified six ways that the term “fake news” has been used in the 
literature: satire, parody, fabrication, manipulation, propaganda, and advertising. A good distinction 
between fake news and different terms related to fake news is provided by (Zhou & Zafarani, 2020) which 
is based on three characteristics: intention to deceive or mislead others, authenticity (whether it includes 
non-factual information), and whether the information is news or not. For example, based on intention, 
false information can be divided into two broad categories of misinformation and disinformation. 
Misinformation refers to “inadvertent sharing of false information” (there is no intention). Disinformation, on 
the other hand, refers to the “deliberate creation and sharing of false information” (S. Kumar & Shah, 
2018; Wardle, 2017). Rubin et al., (2015) identified three types of fake news as: serious fabrications 
(tabloids and yellow journalism), large-scale hoaxes (deliberate falsification causing harm), and humorous 
fakes (satire and parody). Table 2 presents different types of fake news and the associated definitions. It 
differentiates between different types of fake news based on two main dimensions: (1) the authenticity or 
facticity of the news stories (does it rely on facts? Is it based on factual or non-factual statement?), and (2) 
intention to deceive or mislead readers/users.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1. Various Definitions of Fake News in the Literature 

Fake News Definition Reference(s) 

Fake news is false news (broad definition)  

A news article or message published and propagated through media, carrying 
false information regardless of the means and motives behind it (broad 
definition). 

(Sharma et al., 2019)  

News article that is intentionally and verifiably false (narrow definition) (Allcott & Gentzkow, 2017), 
(Bondielli & Marcelloni, 2019), (A. 
Kim et al., 2019a) 

Fabricated information that mimics news media content in form but not in 
organizational process or intent 

 (Lazer, et al., 2018)  

False stories disguised as a credible news source for political or financial gain (Shin et al., 2018), (Silverman, 
2017) 

Information presented as a news story that is factually incorrect and designed 
to deceive the consumer into believing it is true 

(Golbeck et al., 2018) 
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Table 2. Different Types of False Info. with Definitions and Classification Based on Truthfulness and Intention 

Truthfulness Intention Relevant Terms & Definitions 

False 

Malicious 

Disinformation: False information with the intention to deceive (S. Kumar & Shah, 
2018; Wardle, 2017) 

Hoax: Reports of false information disguised as proper news  (Bondielli & Marcelloni, 
2019; Rubin et al., 2015). A false story used to masquerade the truth, originating from 
the verb hocus, meaning “to cheat” (Nares 1822) 

Serious Fabrication: Prototypical form of fake news, i.e. articles with a malicious intent 
that often become viral through social media (Bondielli & Marcelloni, 2019; Rubin et al., 
2015) 

Propaganda: News stories which are created by a political entity to influence public 
perceptions (Tandoc et al., 2018) 

No 
Malicious 
intention 

Misinformation: False or misleading information without the intention to deceive (S. 
Kumar & Shah, 2018; Wardle, 2017) 

Parody: Use of non-factual and fabricated content to inject humor (Tandoc et al., 2018) 

Satire3: News stories that are factually incorrect, but the intent is not to deceive but 

rather to call out, ridicule, or expose behavior that is shameful, corrupt, or otherwise 
“bad (Golbeck et al., 2018). Mock news programs, which typically use humor or 
exaggeration to present audiences with news updates (Tandoc et al., 2018) 

True 

Malicious 

Misleading Content: Misleading use of information to frame an issue (Sharma et al., 
2019)  

Irrelevant Context: Using true information in an unrelated context to mislead people 

No 
Malicious 
intention 

Real News or True Information: genuine news or true information based on facts.  

The True or 
False is 

unknown 

Malicious 

Conspiracy Theory (CT): A proposed explanation of some events in terms of the 
significant causal agency of a relatively small group of persons acting in secret (Keeley, 
1999). Causal narratives of an event as a covert plan orchestrated by a secret cabal of 
people (or organizations) instead of a random or natural happening (Banas & Miller, 
2013; Douglas & Sutton, 2008) 

Clickbait: Use of misleading headlines to entice readers to click on links under false 
pretenses (Ireton & Posetti, 2018). Article titles or social media posts whose aim is to 
attract readers to follow a link to the actual article page (Bondielli & Marcelloni, 2019; Y. 
Chen et al., 2015) 

No 
Malicious 
intention 

Rumor: Stories whose truthfulness is ambiguous or never confirmed (Zannettou et al., 
2019). Circulating story of questionable veracity, which is apparently credible but hard to 
verify, and produces sufficient skepticism and/or anxiety (Zubiaga et al., 2018) 

 
3 The truthfulness (facticity) of satire depends on which definition we adopt. For example, Tandoc et al., (2018) considered satire as 
facts and stated that “their being fake only refers to their format”, while Golbeck et al., (2018) considered satires as “factually 
incorrect” stories. In this paper, we adapted the latter.  
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3 A Framework to Combat Fake News on Social Media 

In this section, we describe a framework to combat fake news on social media. The adopted framework 
(shown in Figure 1) is inspired by the Straub Model of Security Action Cycle (Straub & Welke, 1998). 
According to the model, the first step to address the system risks is to use “deterrents” such as 
administrative policies or employee training. Deterrents are passive countermeasures to discourage 
individuals from engaging in illicit behavior or committing a crime. Deterrence is applicable in the stage 
where the adversaries have intention but have not yet taken any action to launch security attacks. If 
deterrents fail, the next step is to use “preventives”. These are active countermeasures to impede or stop 
individuals from criminal activities or illegal behavior. This means that prevention may happen when an 
abuser has taken an action, but the system will stop them. If an abuser overcomes the first two stages and 
engaged in the undesirable behavior, then detection approaches should be used. Detection refers to the 
process of monitoring and identifying the undesirable behavior. Finally, an effective IS system should be 
able to mitigate or remedy the destructive impacts of undesirable behavior. Remedy refers to the post-
attack process or activities that reduce the negative impacts of undesirable behavior.  

In this paper, we apply the Straub model of Security Action Cycle to the context of fake news on social 
media and propose similar steps to combat fake news on social media platforms. The rationale behind this 
is twofold. First, similar to Information security threats that have negative impact on individuals, 
organizations, and society, creating or spreading fake news is also an undesirable phenomenon, which 
can negatively affect many different entities such as individuals, organizations, political parties, and 
financial markets. Research shows the destructive and far-reaching impacts of fake news on many 
aspects of our lives, including but not limited to politics (Allcott & Gentzkow, 2017), businesses (Bakir & 
McStay, 2018; Petratos, 2021), healthcare (Carrieri et al., 2019), or people’s responses to natural 
disasters such as Hurricane Sandy (Gupta et al., 2013). Thus, both security and fake news represent 
undesirable behaviors that can be deterred, prevented detected and remedied. Second, fake news can 
sometimes (and certainly not always) represent a security threat, which makes the application of models 
from the security domain to fake news (Botha & Pieterse, 2020). In some cases, the alluring nature of click 
bytes can be used for spreading malicious software (Zeng et al., 2020). 

 

 

Figure 1. A Framework to Combat Fake News on Social Media (Stages and Definitions)   

Importantly, fake news and security issues do not always have the same attributes. We therefore outline 
the similarities and differences between fake news and information security threats in Table 3 and Table 
4. The tables demonstrate nuanced differences between security issues and fake news, but also point to 
key similarities, namely in the undesirability of the behavior, the problems it causes, and the potency of 
deterrence, prevention, detection, and remedy to reduce the behavior or its adverse outcomes. Given 

• discover and Identify 
fake news from a massive 
news posted and shared 
on social media 

• Reduce the harmful 
impacts of fake news 
spread on social 
media

• Stop or prohibit the 
occurrence of posting and 
spreading fake news on 
social media

• Discourage or dissuade 
people from creating or 
spreading fake news on 
social media by instilling 
doubt or fear of the 
consequences

Deterrence Prevention

Detection
Mitigation 
(Remedy)
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such similarities, and the possibility to apply the stages in Table 3 to fake news, we view the application of 
the Straub model to fighting fake news as reasonable.   

 

 

 

 

 

 

 

 

 

Table 3. Example Application of the Framework in Security and Fake News Contexts. 

Combat 
Stage 

Description Examples in Security Examples in Fake News 

Deterrence The first step to cope with 
system risks (in case of this 
research, to combat fake news) 
is to use deterrents. Deterrents 
are passive countermeasures to 
discourage individuals from 
engaging in illicit behavior or 
committing a crime. Deterrents 
are passive in that in that they 
have no inherent provision for 
enforcement and depend on the 
willingness of users (Straub & 
Welke, 1998).  

• Policies and guidelines for 
proper system use 

• Educate users (e.g., 
Security awareness 
programs) about the risks 
and threats in 
organizational environment 
and to emphasize the 
certainty and severity of 
sanctions for violation 

• Establish laws, policies, and 
regulations by government, 
authorities, and social media 
platforms. 

• Educating users and increase 
their awareness about fake 
news and its destructive 
impacts. 

• Information literacy, media 
literacy, and other training 
programs 

Prevention Preventives are “active 
countermeasures with inherent 
capabilities to enforce policy and 
ward off illegitimate use” (Gopal 
& Sanders, 1997; Straub & 
Welke, 1998). 

• Locks on computers 

• Password access control 

• Block or suspend malicious 
accounts.  

• Block or remove known fake 
content 

Detection If deterrents and preventives 
don’t work and the abuser 
penetrate the system (in our 
case, when fake news is already 
published and disseminated), 
the next step is to identify and 
detect misuse (in our case 
detecting fake news)  

• System Audits to monitor 
computer use activities. 

• Transaction log reports 

• Virus scanning 

• Fact-checking (Manual, Crowd-
sourced, Automated) 

• Algorithmic Solutions (Machine 
learning, and other approaches) 

Mitigation 
(Remedy) 

The last stage is to mitigate or 
reduce the harmful effects of 
abuse (in our case, reducing the 
negative impacts of fake news) 

• Software recovery 

• Prosecution of 
perpetrators 

• Legal actions such as 
criminal and civil suits 

• Minimize the spread of fake 
news by blocking certain nodes 
in the network (e.g., influential 
nodes) 

• Spreading true information 

• Platform interventions (account-
level, and content-level) to stop 
or limit the spread of fake news 
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4 Review Process Methodology 

To find the relevant literature, we used two major online scientific databases, namely Google Scholar and 
Scopus. Google Scholar was linked to major online libraries and databases such as Web of Science, 
EBSCOhost, ProQuest, ACM Digital Library, and IEEE Xplore. We set six criteria to include or exclude 

Table 4. Comparison of Fake News and Security Context 

 Fake News Security Attacks 

Creators 
(Who) 

• Bots  

• Malicious/fake accounts 

• Politicians, or governments, etc.  

• Normal people 
 

• Hackers  

• Corporate spies 

• Terrorist groups 

• People with security knowledge (in contrast 
to fake news that can be propagated by any 
individual, security attacks can be done only 
by people who have relevant knowledge) 

Motives 
(Why) 

• Monetary motives (e.g., increase revenue or 
web traffic in case of clickbait),  

• Ideological motives,  

• Political motives (e.g., during elections) 

• Financial/Monetary motives 

• Access data  

• Political motives (Hacktivism) 
 

Intention Anyone with or without malicious intent may 
spread fake news (e.g., many individuals may 
share fake news and misinformation without 
knowing it is false) 

Often with malicious intent 
(however, sometimes security threats can occur 
because of carelessness, or compromised 
credentials 

Why (why 
people fall 

for it) 

• Ideological beliefs, Confirmation Bias, Naïve 
realism (people tend to believe they have the 
“true” perception of reality and those who 
disagree with them must be uninformed, 
irrational, or biased), 

• Social Normative Theory (the influence of 
other people that leads us to conform in order 
to be liked and accepted by them),  

• Intuitive or emotional response and lack of 
analytical thinking (Dual Process Theory),  

• Familiarity with the topic,  

• Social validation  
Echo-chambers (because of personalized 
contents, people are primarily exposed to 
contents that agree with their beliefs), etc. 

• Lack of enough security measures 
(e.g., weakness in security policies) 

• System weaknesses (e.g., weakness in 
computer technologies such as network 
protocols (TCP/IP) or operating systems’ 
weaknesses) 

• Individuals’ sloppiness or negligence  

• Lack of knowledge 
 

Where Social media, messaging apps, peer-to-peer, …  Organizations, firms 

Targets 
(Who) & 
Impacts 

• Individuals (increase panic, distrust, conflict, 
radicalization/extremism),  

• Societies (echo-chambers, polarization, 
voting patterns),  

• Organizations (impact on the relationship 
between companies and consumers, destroy 
brand reputation).  

 

• Often on organizations (e.g., economic loss, 
loss of customer and stakeholder trust, 
destroy brand reputation) 

• Societies (e.g., shortage of products or 
services, panic buying, etc.) 

• Sometimes individuals are targets too (e.g., 
because of weak passwords, or storing their 
personal information on devices while using 
unsecure public networks).  

Example 
Impacts 

Fake news can be used to manipulate public 
opinion, reducing trust in governments, 
institutions, or experts. For example, in the 
context of Covid-19, fake news reduced trust in 
medical experts and doctors. Another example 
is Macedonian teenagers who were targeting 
Trump supporters in the 2016 US presidential 
election, although their motivation was financial 
(for advertising revenue). In some cases, such 
as the “Pizzagate” incident (Fisher et al., 2016), 
fake news resulted in physical violence. 

Security attacks often impact organizations. For 
example, Microsoft Exchange Servers data 
breach in 2021 was one of the biggest 
cyberattacks of US history, which affected more 
than 30,000 US companies. Security attacks 
can also impact individuals and societies. For 
example, in case of the Colonial Pipeline 
ransomware attack in May 2021, millions of 
people experienced fuel shortages, and many 
airlines had to cancel or change flights due to 
jet fuel shortage. 
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articles in the literature review: 1) we selected articles written in English, 2) we included journal 
publications, conference papers, as well as the grey literature to expand scholarly efforts and gain more 
practical insights about the fake news phenomenon (Adams et al., 2017), 3) since fake news research is a 
multidisciplinary topic, we included studies from various disciplines such as Information Systems (IS), 
Computer Science (CS), Information Security, Psychology, Social Science, etc. 4) we selected articles 
that focus on combating fake news on social media, conceptual papers about fake news, relevant 
literature review papers, and a few studies from the security literature (our theoretical foundation is based 
on a model from the security literature), 5) We also excluded studies about fake news propagation, echo-
chambers, filter bubbles, and polarization, 6) Finally, we did not limit our search to any specific time range.  

To obtain more effective search results, we used the following keywords in our search query: ("fake 
news" OR "misinformation" OR "disinformation" OR “Rumor" OR “false information" AND ("combat" OR 
"fight") OR "deter fake news" OR “prevent fake news” OR "detect fake news" OR “mitigate fake news”. We 
searched documents titles, abstracts, and keywords. This search strategy and selection criteria identified 
1640 articles in Google Scholar and 925 articles in Scopus. After eliminating the overlapping materials 
and reading and skimming the abstracts, 245 papers were selected for further screening and reading the 
full text. Screening the full text also led to elimination of 81 more papers. The final number of papers 
included in this review was 164 articles. We note that our literature search was by no means exhaustive, 
rather we tried to provide a representative summary of the relevant research to combat fake news on 
social media. Figure 2 shows the flow diagram for our literature review process.  

 

Figure 2. Flow Diagram for the Literature Review Process 
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4.1 Descriptive Statistics of the Articles 

Figure 3 illustrates descriptive statistics about the articles reviewed in this paper. First, Figure 3(a) shows 
year-wise distribution of articles reviewed in this research. This figure shows an increasing trend in the 
number of publications about fake news, which shows a growing interest in this topic, especially after the 
year 2016. This is largely due to the proliferation of fake news during the 2016 US. presidential election 
(Allcott & Gentzkow, 2017). Second, the figure on the top right (Figure 3 (c)), shows the number of 
reviewed articles by the publisher, where the “ACM Digital Library”, “Taylor & Francis”, “Elsevier”, “IEEE”, 
and “Springer” are among the top 5 publishers. Third, Figure 3(b) on the bottom left shows the distribution 
of reviewed papers by discipline. This figure shows that the reviewed articles about fake news come from 
a range of disciplines. The majority of the contribution comes from the Computer Science (36%) field, 
followed by Information Systems (16%) field. Finally, we can see that most of the work on combating fake 
news on social media is focused on “detection”, while “deterrent” strategies have gained less attention 
from academic scholars (Figure 3(d)). We note that for this figure, we only included articles focusing on 
combating fake news and excluded other papers such as review papers, and theoretical papers from 
Information Security literature. Also, if a paper focused on more than one stage, for example all four 
stages, it is presented in all the stages of the pie chart. The reason for doing this is because if we 
considered a separate part in the pie chart for all combinations (e.g., deter & prevent, deter & detect, …), 
each part would have been very small (there are 14 possible combinations). Also, our goal is to show 
number of studies (portion of the research) for each combat stage. For example, if a paper addressed 
both detection and mitigation, it should appear in both “detection” and “mitigation” slices of the pie chart. 
However, based on our review, only few papers focused on more than one stage. 

 

 

 

 

Figure 3. Descriptive Statistics of Reviewed Papers 
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respectively). While the Social science discipline has the highest contribution in fake news “deterrence” 
and “prevention” research, there are very few research (only 3%) in fake news detection. Figure 4 (c) 
shows that the “Computer Science” discipline plays the dominant role in fake news detection studies 
(47%). Interestingly, more than 70% of reviewed papers in fake news detection are from “Computer 
Science” and “Information Systems”. This is probably due to the technical nature of fake news detection 
on social media platforms. Finally, as shown in Figure 4 (d), the research on fake news mitigation is 
mainly covered in “Computer Science” (42%). In the following section, we will further explain each stage of 
combating fake news on social media.  

 

  

 

Figure 4. Distribution of the Reviewed Articles on Fake News Combat Stages across Disciplines 

5 Combating Fake News on Social Media 

In this section, we further discuss each stage of the fake news combat cycle in our framework namely, 
deterrence, prevention, detection, and remedy (mitigation). For each stage of the fake news combat cycle, 
we provide our definition for that stage, the challenges that exist to implement that stage, the existing 
approaches, limitations of current approaches, and directions for future research. Table 5 provides a 
summary of the challenges, approaches, limitations, and future directions for each stage of combating 
fake news on social media. In addition, Table 9 in the appendix provides a complete list of reviewed 
articles classified by fake news combat stage (please note that it only contains papers relevant to 
combating fake news, and excludes review papers, conceptual papers, etc.). 

5.1 Deterrence 

The first stage to combat fake news is deterrence defined as discouraging or dissuading people from 
creating or spreading fake news on social media by instilling doubt or fear of the consequences. 
Importantly, deterrents dissuade people from action through the threat of force and not the actual use of 
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force. Since deterrence is about demotivating people, we first need to understand the motives behind 
creating fake news.  

Table 5. Fake News Combat Stages, Challenges, Approaches, Limitations, and Future Opportunities 

 Challenges Approaches Limitations & Future Research 

D
e
te

rr
e
n

c
e

 

• Several motivations for fake 
news creation and propagation  

• Difficult to discourage people 
from creating or posting fake 
news especially when it is 
politically or ideologically 
motivated.  

• Social media companies lack 
incentives to police their 
platforms.  

• Establish laws, policies, and 
regulations on fake news by 
governments, authorities, 
and social media platforms. 

• Educate users to increase 
the awareness of 
regulations 

• Fake news has not been legally 
treated as a crime and no 
agreement on which criteria to 
consider a fake news as a crime.  

• Regulation may be viewed as 
restriction of freedom of speech. 

• Why laws and regulations are less 
effective to deter fake news.   

P
re

v
e
n

ti
o

n
 

• Difficult to apply preventives due 
to the nature of free information 
exchange. 

• Fake news prevention could be 
interpreted as censorship to 
against freedom of speech. 

• Governments and authorities 
may misuse fake news 
prevention against opposition for 
political purpose. 

• Block and suspend 
malicious accounts on social 
media platforms. 

• Block or filter the known 
fake news on social media 
platforms. 

• Prebunking (inoculation 
against fake news by e.g., 
preemptive warnings)  

• How to effectively prevent wide 
and fast spreading of fake news in 
social media? 

• How to distinguish and balance the 
fake news prevention and freedom 
of speech?  

• How to prevent true information to 
be mistakenly blocked  

• How to combat people’s ideology 
biases in relation to fake news? 

 

D
e
te

c
ti

o
n

 

• Fake news is masqueraded as 
true news and humans are often 
unable to identify fake news. 

• People like to receive and share 
the news they like without 
considering if they are true or 
fake. 

• Social media facilitate the spread 
of massive news, and it is difficult 
to check every news piece. 

• Manual detection (either by 
experts or through 
crowdsourcing). 

• Automated detection 
(computational fact-
checking, algorithmic 
solutions using ML, 
propagation pattern, etc.) 

• Guidelines for fake news 
detection 

• Manual detection is difficult and 
time consuming.  

• There are needs to further improve 
the effectiveness and applicability 
of algorithmic solutions (semi-
supervised and unsupervised 
models, fake audio and video 
detection, the use of social 
contexts features)  

• Educate people to detect fake 
news 

R
e
m

e
d

y
 (

M
it

ig
a
ti

o
n

) 

• Fake news causes significant 
damage to the individuals trust 
believe and the justice of 
democratic society.  

• It is difficult to make people 
disbelieve fake news and change 
behavior accordingly.  

• Continued Influence Effect (CEI), 
i.e., when discredited information 
(e.g., flagged fake news) 
continues to affect behavior and 
beliefs.  

• Minimize the influence of 
fake news propagation. 

• Spreading truth through both 
social media and public 
media to discredit fake 
news. 

• Platform interventions to 
clean up fake news.  

• Execute legal sanctions 
against those who caused 
significant damage by 
creating and spreading fake 
news.  

• Anti-fake news actions can 
backfire and increase the spread 
of fake news. 

• Platform interventions have also 
some limitations, e.g., people may 
perceive unflagged content as true  

• What is appropriate rule of multiple 
stakeholders such as 
governments, political parties, 
social media providers, 
organizations, and individuals to 
maintain healthy social media 
environment. 

5.1.1 Deterrence Challenges 

One of the main challenges of this stage is that there are different motivations to create or spread fake 
news on social media: 1) Political motives to influence public opinion, to advance a preferred candidate 
and political party, or to damage opponents, especially during election periods (Allcott & Gentzkow, 2017). 
2) Economic/Financial motives to generate revenue and monetary profit. A common example is using 



Communications of the Association for Information Systems  

 

  Accepted Manuscript 

 

clickbait headlines which entice/attract users to click through and subsequently generate revenues 
through increasing page traffic. 3) Ideological motives to promote ideological views. For example, the ISIS 
terrorist group uses social media platforms to promote their opinions through spreading propaganda 
(Zannettou et al., 2019), 4) Other Individual motives: These include malicious intents (to hurt others in 
various ways), influence (to get power or to manipulate public opinion), sow discord (confusion), and fun 
(Zannettou et al., 2019). 

However, there are insufficient discouragement mechanisms to demotivate people from creating and 
spreading fake news on social media. This is in part because there is no clear governing body. Social 
media platforms as the main actor in this space have little incentives to deter the production of fake news. 
At the same time, governments struggle to restrict freedom of speech and create perceptions of effective 
deterrence. The challenge lies in deterrents dependency on users’ free will, and it is difficult to restrict or 
control it without effective “carrots and sticks”. In the following subsections, we discuss the approaches to 
demotivate or deter users from creating and spreading fake news on social media.  

5.1.2 Deterrence Approaches (Deterrents) 

A common deterrent approach to fight against fake news is to establish laws, regulations and policies that 
clearly define sanctions and consequences for those who create and/or spread fake news on social 
media. According to General Deterrence Theory, perceived certainty and severity of sanctions deter 
individuals from engaging in illegal behavior or committing a crime (in criminology) or IS misuse intention 
(in IS security). The idea behind this is that people will avoid abusive behavior (e.g., create or spread fake 
news) if they believe that cost of their actions is higher than the benefits. Therefore, establishing laws, 
regulations, and policies is an important deterrent to dissuade people from creating or spreading fake 
news on social media. Although such attempts conflict with free speech ideas and ideals, some level of 
restriction on free speech is inevitable to discourage the creation and spread of fake news, rather than just 
preventing its spread (Helm & Nasu, 2021).    

In recent years, there have been some attempts by governments, policymakers, legislators, and social 
media platforms to address the fake news problem. For example, Malaysia’s government was one of the 
first to establish a law to combat fake news by penalizing offenders with a 10-year jail sentence, a fine up 
to (£90,000) or both4. In 2018, the German parliament established a law, known as NetzDG, which oblige 
large social media companies to remove fake news and hate speech content within a 24-hour deadline or 
pay the penalty of up to 50 million euros5. In Italy, the anti-trust chief Giovanni Pitruzzella has called for 
the EU to establish rules to consider the penalty for companies that spread false content (Morgan, 2018). 
Following claims of Russia’s meddling in the 2017 French presidential election, president Emmanuel 
Macron promised anti-fake news laws in 2018 to stop fake news (Nugent, 2018). A comprehensive list of 
anti-misinformation actions around the world is provided in (Funke & Flamini, 2022). 

Another (non-legislative) deterrence approach is to use educational and training programs. Such 
programs dissuade users from illicit behaviors (create or spread false content in the context of fake news) 
by increasing awareness about regulations and policies, and the penalties associated with violating the 
laws. In security literature, it has been shown that the best way to ensure the viability of a security policy is 
to educate users about it to make sure they understand it and accept necessary precautions (Whitman et 
al., 2001). IS research found that user’s awareness of security policies and SETA (Security Education, 
Training, and Awareness) program deter IS misuse (D’Arcy et al., 2009). A similar study found that 
employees can better manage cybersecurity tasks when they are aware of their company’s information 
security policy (Li et al., 2019). In the context of online fake news, governments in several countries took 
some steps to increase users’ awareness about fake news through training and media literacy initiatives. 
For example, in 2019, federal government of Canada announced it was giving $7 million to projects aimed 
at increasing public awareness of online fake news6. In the same year, the Netherlands government 
launched a public awareness campaign to inform their citizens about the spread of fake news online. 

5.1.3 Deterrence Limitations and Future Opportunities 

There are several limitations in effectively implementing deterrence strategies, especially in the context of 
fake news. First, establishing laws and regulations to deter users from creating or spreading fake news in 

 
4 https://www.theguardian.com/world/2018/mar/26/malaysia-accused-of-muzzling-critics-with-jail-term-for-fake-news 
5 https://www.reuters.com/article/us-singapore-politics-fakenews-factbox-idUSKCN1RE0XN  
6 https://www.canada.ca/en/canadian-heritage/services/online-disinformation.html  
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the context of fake news is more difficult and complex compared to security or criminology contexts. One 
limitation is that it is not easy to recognize fake news as a crime because there is not even an overall 
agreement on how to define fake news, or when to consider it as a crime. For example, in the context of 
politics, a content that the left party consider as true news may be considered as fake by the right party.  

In general, there are not enough deterrent mechanisms against fake news on social media. There should 
be more effective laws, regulations, and policies by governments, authorities, and social media platforms 
to discourage users from creating/spreading fake news. Sanctions and penalties against fake news should 
be certain and severe to be effective as deterrents. However, the laws and regulations established by 
governments can be viewed against freedom of speech, especially by people who don’t trust their 
governments and those who think these laws increase the corruption and prevent their right of free 
speech. Research shows that regulations are not the preferred choice of the public to combat fake news 
on social media as people may view regulations as a restriction to freedom of speech.  Most people, even 
when they perceive fake news harmful to society, if they have a choice, they prefer non-regulatory 
solutions such as education over regulations (Jang & Kim, 2018). The authors explain that most people 
prefer education over regulations because they “do not want to sacrifice their freedom of speech to protect 
other’s vulnerability”.  

Ultimately, more research is needed to understand why anti-fake news laws and regulations are less 
effective, how differences between laws affect the motivation and ability to generate fake news, and how, 
why, and when people respond differently to deterrence measures against fake news generation and 
spread.   This line of work should also examine interactions of legislation and other means. As pointed by 
Haciyakupoglu et al., (2018), legislations should be complemented by other means such as pre-emptive 
inoculation, immediate measures (e.g., fact-checking), and long-term measures (e.g., education and 
media literacy). We discuss all these measures and more in the remainder of this paper.  

5.2 Prevention 

If people choose to ignore the deterrents, the next stage is to use preventive actions, defined as “active 
countermeasures with inherent capabilities to enforce policy and ward off illegitimate use” (Gopal & 
Sanders, 1997; Straub & Welke, 1998). Applied to fake news, preventive actions are active 
countermeasures to prevent individuals from creating or spreading fake news on social media. In the 
context of fake news, blocking fake accounts or blocking fake content are examples of preventive 
countermeasures (users may create the fake account, but it will be blocked or removed). We further 
explain the prevention stage in the remainder of this section. 

5.2.1 Prevention Challenges  

Implementing preventive measures in the context of fake news is more challenging compared to the 
security context. One challenge is the debate over censorship and freedom of speech, which can be a 
potential explanation for the weakness of social media platforms in implementing effective preventive 
countermeasures. For example, preventive measures such as blocking or suspending social media 
accounts can be misinterpreted as a censorship or as conflicting with freedom of speech ideals. The laws 
against fake news established by governments can especially be questioned by people who do not trust 
their governments and those who think these laws increase the corruption and prevent their right to free 
speech. In fact, in some cases, governments and authorities may use preventive measures to censor the 
opposing views and further spread the information aligned with their own views and benefits. In addition, 
prevention mechanisms vary based on the countries in which they are implemented. For example, some 
countries have taken stronger preventive measures and have more control over the information their 
people consume online. However, as mentioned earlier, there is a concern that the governments use it to 
further spread fake news. In the remainder of this section, we further explain and review the current 
preventive approaches to combat fake news on social media. Based on our review, we also discuss the 
research gaps and future opportunities for this stage of fake news combat cycle.  

5.2.2 Prevention Approaches (Preventives) 

In recent years, there has been growing concerns about the role of social media in facilitating the spread 
of fake news and several studies called for actions by social media platforms to fight against fake news 
(Flew et al., 2019; Hartley & Vu, 2020; Hemphill, 2019; Smyth, 2019). In response, social media platforms 
have taken some steps to prevent the spread of fake news by e.g., blocking fake and malicious accounts 
and updating their algorithms to remove incentives for users who promote false information. In terms of 
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preventive measures, Facebook updated its recidivism policy to stop people who repeatedly violate its 
Community Standards from being able to create new pages or groups7. Following the 2020 presidential 
election campaign in the United States, Facebook banned deepfake media (manipulated videos or 
photos) 8  from its platform. Twitter has accelerated its combat against fake accounts by suspending 
millions of fake and suspicious accounts in 2018 (over 70 million only in May and June). Twitter’s growing 
campaign against bots and trolls was driven by political pressure from the U.S congress following reports 
of manipulation by Russian disinformation during the 2016 presidential election (Timberg & Dwoskin, 
2018). In addition, Twitter announced a COVID-19 misinformation policy in response to a large volume of 
false and misleading information related to COVID-19. Depending on the severity of the violation, the 
consequences of violating this policy may include tweet deletion, labelling the tweet, and even account 
locks and permanent suspension of the accounts for severe or repeated violations of this policy9.  

In academia, several studies focused on platform interventions to fight fake news on social media. A type 
of platform intervention that restricts the accounts from publishing fake news is “account-level 
intervention”. Several attempts have been proposed in this direction such as algorithms to identify bots 
and malicious accounts (Sharma et al., 2019), and network monitoring which leverages a set of nodes to 
filter the information they receive and block what they identify as fake news (Amoruso et al., 2020; Kimura 
et al., 2009; Zhang et al., 2016). More recently, Ng et al., (2021) examined “fake news flags” as content-
level and "forwarding restriction” as an account-level intervention to combat fake news. They found that 
the two types of interventions have different effects on fake new: flagging fake news leads to the more 
centralized and less dispersed spread of fake news while forwarding restriction leads to less direct and 
more indirect forwarding of fake news, compared with true news.  

Another preventive approach is Prebunking Fake News by Inoculation. According to the Inoculation 
Theory (Papageorgis & McGuire, 1961), people can be inoculated against persuasion by being exposed 
to a refuted version of a counterargument beforehand. Just like vaccines, a sufficiently weakened does of 
counterargument triggers the production of “mental antibodies”, immunizing people to unwanted 
persuasion (Compton, 2013). Inoculation involves two elements: (a) forewarning – a warning of a 
forthcoming threat, designed to motivate resistance and defend one’s attitudes, and (b) a pre-emptive 
refutation (or prebunking) of the persuasive arguments. Several studies have shown inoculation as an 
effective strategy to confer resistance against fake news on social media. For example, inoculation, based 
on logical communication and facts, reduces the influence of conspiracy persuasion by increasing the 
degree of skepticism towards conspiratorial claims (Banas & Miller, 2013). In the context of climate 
change, inoculation has been shown to neutralize the influence of misinformation on a perceived 
consensus about climate change (Cook et al., 2017). Similarly, preemptive warnings help protect 
(inoculate) public attitudes about the scientific consensus against misinformation (Van der Linden et al., 
2017). In the context of COVID-19, the theory of inoculation is shown to be an effective strategy to confer 
resistance against fake news (van Der Linden et al., 2020). Research shows that inoculation or 
prebunking fake news is more effective than debunking it, and preexposure warnings have a stronger 
effect than corrections (King et al., 2021). In other words, prevention is better than cure. For example, 
Jolley & Douglas, (2017) found that anti-conspiracy arguments that were present prior to conspiracy 
theories improved vaccination intention, but they were not effective if they came afterwards (once 
established, conspiracy theories become resistant to correction).  

5.2.3 Prevention Limitations and Future Opportunities 

There has been insufficient mechanisms and strategies to prevent the creation or spread of fake news on 
social media. Unlike the security context where using password or lock on computers can be used as a 
preventive measure, implementing preventives in the context of fake news is not that easy. As mentioned 
earlier, one issue is that preventives such as blocking social media accounts can be interpreted as 
censorship and against the freedom of speech. However, the harmful impacts of fake news may outweigh 
the benefits of free speech (Helm & Nasu, 2021). Therefore, one important direction for future research is 
to investigate the balance between freedom of speech and preventive measures against the creation or 
spread of fake news on social media. Another concern with preventive measures such as blocking 
accounts on social media is that it might unintentionally prevent the spread of truth if mistakenly blocks 
legitimate accounts. Moreover, only limited number of malicious accounts can be blocked compared to the 

 
7 https://about.fb.com/news/2020/09/keeping-facebook-groups-safe/  
8 https://about.fb.com/news/2020/01/enforcing-against-manipulated-media/ 
9 https://help.twitter.com/en/rules-and-policies/medical-misinformation-policy  
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large volume of fake news on social media. In addition, there has been a few studies on inoculation and 
education to prepare users to fight against fake news, mostly in the context of climate change 
(Lewandowsky & Van Der Linden, 2021; Van der Linden et al., 2017). Finally, prior studies mainly focused 
on passive inoculation where people are inoculated against the same information to which they will be 
exposed later. However, recent research shows that “active inoculation” where people are exposed to 
similar, but not the same information is more effective in creating resistance against fake news 
(Roozenbeek & Van Der Linden, 2019). 

Ultimately, more research is needed on preventive measures: when they work, why they work, for what 
types of fake news or in what contexts they work, and for what types of people they work best. Findings 
from such studies can help social media providers apply effective restrictions. One more question that is 
relevant in this context is: how to prevent true information to be mistakenly blocked? 

5.3 Detection 

If fake news cannot be stopped at the first two stages, which means fake news is already spread on social 
media, the next stage is to detect fake news. We define detection as discovering and identifying fake 
news from a massive news posted and shared on social media.  

5.3.1 Detection Challenges 

Detecting fake news on social media is a challenging task. First, fake news is always decorated as true 
news which makes its detection difficult. As pointed by George et al. (2021): 

FN is created with truth-subversive language, designed to play on emotion and connect with 
recipients by signaling authenticity and homophilic characteristics on the part of the originator. The 
objective of such strategies is to seed FN content effectively, and to increase the propagation of 
FN messages through social networks (p. 6) 

At the same time, people’s ability to identify fake news is only slightly better than chance (Kumar et al., 
2016; Ott et al., 2011; Rubin, 2010). More importantly, the term fake news has been highly polarized and 
misused, especially by politicians who label any piece of content that is not aligned with their view as “fake 
news” (Vosoughi et al., 2018).  

Fake news detection is especially challenging in the context of social media where everyone can post any 
content, real or fake, with no cost or friction, resulting in a massive amount of news posted every day. It is 
difficult to monitor and detect all the fake news posted on social media. In general, people like to receive 
and share the news they like and believe what they like without considering if the content is true or fake 
(Moravec et al., 2019). In addition, social media platforms facilitate the spread of fake news through 
personalized recommendations which leads to the formation of “echo-chambers”. Echo-chamber 
(Sunstein, 1999), refers to an effect when users in social media form groups with like-minded individuals 
where they are largely exposed to the information that confirm their own opinions (Shore et al., 2018). 
Echo chambers facilitate the spread of fake news, which can be explained through two psychological 
factors: social credibility (people tend to perceive a source as credible if others perceive it is credible) and 
frequency heuristic (when processing information, people favor information they have seen more 
frequently, even if it is fake) (Shu et al., 2017). In the remainder of this section, we review the existing fake 
news detection approaches and discuss the limitations and future research opportunities.   

5.3.2 Detection Approaches  

Fact-checking: One of the main approaches to detect fake news on social media is through fact-
checking. Fact-checking is the process of evaluating the authenticity of news by comparing the knowledge 
extracted from a to-be-checked content with facts. There are three types of fact-checking. First, “Expert-
based fact-checking” uses credible fact-checkers to manually assess the accuracy of the news. In recent 
years, several fact-checking organizations such as PolitiFact10, and Snopes11 have emerged to verify the 
veracity of information. For example, the PolitiFact’s Truth-O-Meter provides six ratings including true, 
mostly true, half true, mostly false, and false to reflect the accuracy of a claim. The website also provides 
a “scorecard” to show the accuracy of statements based on the mentioned ratings. The Snopes website 
also has a similar rating scale with a few more labels such as unproven, miscaptioned, scam, etc. Second, 

 
10 https://www.politifact.com/  
11 https://www.snopes.com 
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“Crowdsource based Fact-checking” uses a group of regular individuals to evaluate the accuracy of 
information. For example, Fiskkit12 is a crowd-based fact-checking website where users can apply tags to 
judge the article’s accuracy and view how others evaluated the article. The International Fact-Checking 
Network (IFCN) 13  has launched a huge crowdsourcing project (The “CoronaVirusFacts” Alliance 
database) that unites more than 100 fact-checking organizations worldwide to fight the COVID-19 
infodemic. Recently, Twitter introduced “Birdwatch”, a crowdsourced fact-checking pilot that allows people 
to flag Tweets they perceive as misleading and write notes to provide additional context for why it may be 
misleading. Finally, “Computational (Automated) Fact-checking” uses computational solutions such as ML 
and NLP to automatically fact-check fake news. Two well-known examples are Truthy (Ratkiewicz et al., 
2011) which track political memes in Twitter and help detect misinformation, and Hoaxy (Shao et al., 
2016), a platform for automatic tracking of fake news diffusion and its competition with fact-checking 
efforts on Twitter. Some other examples include Factmata, an AI project by Google (Dale, 2017), 
ClaimBuster (Hassan et al., 2017), and ClaimRank (Gencheva et al., 2017) that use machine learning 
approaches for fact-checking. Kim et al., (2018) used both the crowd and expert knowledge to detect and 
prevent the spread of fake news. They developed CURB, a scalable online algorithm to decide which 
stories to send for fact-checking and when to do so. Table 6 shows a comparison of fact-checking 
approaches. 

Automated Algorithmic Solutions: In recent years, there has been several survey papers reviewed the 
literature on fake news detection on social media and classified the approaches to detect fake news from 
different perspectives such as fake news component (content, user, context), methodology, etc. From a 
data mining perspective, fake news detection methods are classified into knowledge-based and style-
based methods (based on content features) and stance-based and propagation-based approaches (based 
on social context features) (Shu et al., 2017; Zhou & Zafarani, 2020). From a methodology perspective, 
there has been several categorizations. For example, fake news detection approaches can be broadly 
divided into: classification (ML and DL), and other approaches (propagation pattern, retweet behavior, 
etc.) (Bondielli & Marcelloni, 2019). Another categorization based on methodology is: machine learning, 
systems (systems that inform users about detected fake news), and other models/algorithms such as  
epidemiological models, Howkes processes, etc. (Zannettou et al., 2019). Fake news detection 
approaches have also been categorized based on fake news components (content, user, context). For 
example, fake news detection methods can be divided into three types: Content-based (identify fake news 
based on the content of the information), Feedback-based (based on user responses on social media), 
and the Intervention-based (actively identify and contain the spread of fake news and mitigate their 
impacts) (Sharma et al., 2019). Finally, a comprehensive review of fake news detection approaches is 
provided in (Zhang & Ghorbani, 2020), where authors provided three different perspectives to classify fake 
news detection approaches: Component-based (creator/user, content, social context), Data mining-based 
(supervised, unsupervised), and Implementation-based (online, offline). Please note that, in this paper, we 
have not provided a new classification of fake news detection approaches because this was previously 

 
12 http://fiskkit.com  
13 https://www.poynter.org/ifcn/  

Table 6.  Comparison of Fact-checking Approaches 

Fact-checking  Advantage(s) Drawback(s) 

Expert-based 
(Manual) 

• High accuracy (because it use experts)) 

• Expert-based fact-checking websites can be 
used as a public data repository for fake 
news research, e.g., LIAR (Wang, 2017) and 
FakeNewsNet (Shu et al., 2020)  

• Slow  

• Costly  

• Low scalability (they cannot keep up with the 
large volume and rapid spread of fake news 
on social media) 

Crowdsource-based 
(Manual) 

• Faster than expert-based fact-checking 

• More scalable than expert-based  

• Low accuracy (because it relies on regular 
people for verification) 

• Vulnerable to manipulation and misuse by 
adversaries 

• Less scalable than computational 
(automated) fact-checking 

Computational 
(Automated) 

• Faster than both expert-based and 
crowdsourced-based fact-checking 

• High scalability  

• Less accurate than expert-based fact-
checking 

http://fiskkit.com/
https://www.poynter.org/ifcn/
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done. However, we provide example references for different fake news detection approaches (classified 
based on methodology) in Table 8. In addition, Table 7 provides a summary of review papers on fake 
news detection, their classification criteria, and the type(s) of fake news they addressed in their study. 

Guidelines for fake news detection: It is also important to help users improve their ability to detect fake 
news. In recent years, numerous workshops, training programs, and courses have been developed to 
help people recognize fake news from true news. A common approach is to provide guidelines for people 
to detect fake news. These guides often suggest a checklist for evaluating a news source. The CAARP 
(currency, authority, accuracy, relevance, and purpose) test, SMART (source, motive, authority, review, 
two-source test), or SMELL (source, motive, evidence, logic and left-out) are just a few examples (Lim, 
2020). Other examples include but are not limited to a research guide on “Fake News, Misinformation, and 

Table 7. Review Papers on Fake News Detection, Classification Criteria, and Type of Fake News Studied 

Fake News 
Review Papers 

Classification Criteria for Fake News Detection Approaches Type of False 
Information 

(Shu et al., 2017) 
• Content Models: knowledge-based, style-based 

• Context Models:  stance-based, propagation-based 

Fake News 

(S. Kumar & Shah, 
2018) 

Based on algorithms: 

• Feature-based 

• Graph-based  

• Model-based (Temporal, Propagation models) 

Fake News, 
Fake Reviews, 

Hoaxes 

(Zubiaga et al., 
2018) 

No specific classification for rumour detection Rumours 

(Shu, Bernard, et 
al., 2019)* 

Based on Network: 

• Interaction network embedding 

• Temporal diffusion 

• Friendship network embedding 

• Knowledge network matching 

Fake News 

(Zannettou et al., 
2019)* 

• Machine learning 

• Systems 

• Other Models/Algorithms 

Rumours, Hoaxes, 
Conspiracy Theories, 

Satire, Clickbait, 
Fabricated 

(Sharma et al., 
2019)* 

• Content-based 

• Feedback-based (based on user responses) 

• Intervention-based (detection and mitigation) 

Fake News, Rumour 

(Bondielli & 
Marcelloni, 2019) 

• Classification approaches (ML, DL) 

• Other approaches (Crowdsourcing, Diffusion patterns, etc.) 

Fake News, Rumour 

(X. Zhang & 
Ghorbani, 2020) 

• Component-based (Creator analysis, Content analysis, Context 
analysis) 

• Data mining-based (Supervised learning, Unsupervised 
learning) 

• Implementation-based (Online/Real-time, Offline detection) 

Fake News, Fake 
Review, Rumour or 

Satire 

(Zhou & Zafarani, 
2020) 

• Knowledge-based (Manual fact-checking, Automated fact-
checking) 

• Style-based (based on content) 

• Propagation-based (using News Cascades, Propagation 
Graphs) 

• Credibility-based (source credibility) 

Fake News 

(Collins et al., 
2021) 

Classified fake news detection into 8 categories: Experts/Fact-check 
approach, Crowdsourced, Hybrid (Expert-crowdsource, Human-
Machine), ML, DL, NLP, Graph-based methods, Recommender Systems  

Fake News (Clickbait, 
Propaganda, Satire & 
Parody, Hoax, other) 

(Khan et al., 2021) 
• Knowledge-based 

• Feature-based 

• Network Propagation 

• Hybrid Approach 

Fake News (including 
Rumor & Clickbait 

detection) 
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Propaganda” by Harvard University library, two research guides offered by the University of Toronto 
library, and the “LibGuide”, a popular library guide offered by librarians at Indiana University to help 
students in evaluating the credibility of information (Banks, 2017).  

5.3.3 Detection Limitations and Future Opportunities 

A large body of research have focused on fake news detection technologies, especially through 
algorithmic solutions. However, there are still many limitations. First, there is a lack of large-scale publicly 
available datasets on fake news that can be used as a benchmark to compare different algorithms. Such 
datasets are helpful in building and evaluating models in a situation similar to the real world. In recent 
years, some public datasets have been developed (Shu et al., 2020; Wang, 2017). However, there is 
stuffiest research on comparing different categories of algorithms on these datasets. Second, most 
existing detection algorithms use supervised learning, based on labeled datasets for training and 
validation. In real world scenarios, most data are either unlabeled or only a few labels are available in 
which cases unsupervised or semi-supervised models should be applied. Also, unsupervised models can 
better handle large amount of data in real time, which is especially useful in the context of social media 
where a large volume of information is created and disseminated every day. Third, prior research in fake 
news detection have mainly focused on the content. However, the context can help to identify if the 
content is true or false. For instance, the person described in the news could not be in the place at the 
time as mentioned. Although there has been some recent works using contextual features (Atanasova et 
al., 2019; Nguyen et al., 2020; Shu et al., 2019), social context features need to be further investigated for 
fake news detection. Finally, information on social media platforms comes in various formats such as text, 
audio, video, etc. Usually, pictures or video recording can be used as the evidence of truth. However, with 
the advances in information technology, especially artificial intelligence in recent years, it is easy to use 
photo editing or deepfake technology to make fake images or videos that appear authentic but are 
practically indistinguishable by humans (Westerlund, 2019). It is important to develop methods that can 
detect not only fake text, but also fake audio or video (Yu et al., 2021). 

Overall, most detection efforts, especially the algorithmic solutions are in computer science. Although fake 
news research have gained more attention among IS scholars in recent years, they mainly focused on 
user behavior and the psychological and cognitive factors in sharing fake news (Kim & Dennis, 2019; 
Moravec et al., 2019, 2022; Turel & Osatuyi, 2021). Fake news is a multidisciplinary research field in 
nature, and we believe that there is an opportunity for IS scholars to further contribute to solving this 
problem. For instance, questions around why and when people believe algorithmic screening should be 
examined. There is also an opportunity to examine human-bot interactions in the process of screening 
fake news, and whether such approaches are superior to using just bots or just humans.  

5.4 Remedy (Mitigation) 

The remedy (mitigation) stage aims at reducing the destructive impacts of fake news diffusion on social 
media. In this paper we use the words remedy and mitigation interchangeably.  

5.4.1 Remedy/Mitigation Challenges 

Fake news causes significant damage to trust and beliefs of individuals (Ognyanova et al., 2020). It has 
also significant negative impacts on global issues faced by human society such as fighting COVID-19 
pandemics (Shirish et al., 2021), or the recent war between Russia and Ukraine (e.g., deepfake videos of 
Putin or Zelenskyy circulating on social media amid the conflict14).   

To reduce the negative impact of fake news, it is important to know why people believe fake news even 
when they were told it is fake. People’s ideology and pre-existing beliefs play an important role in 
believability and spread of fake news. In fact, people believe what they want to believe, even when it 
makes no sense at all (Moravec et al., 2019). From a theoretical perspective, several theories explain this. 
First, the theory of Confirmation Bias (Nickerson, 1998) posits that people tend to believe what confirms 
their pre-existing beliefs. Second, according to the theory of Naïve Realism (Ross & Ward, 1996) people 
tend to believe they have the “true” perception of reality and those who disagree with them must be 
uninformed, irrational, or biased. Finally, people are also influenced by their peers, and they tend to share 
information that is more aligned with their peers’ beliefs to gain social acceptance and affirmation, 

 
14 https://www.dw.com/en/fact-check-the-deepfakes-in-the-disinformation-war-between-russia-and-ukraine/a-61166433  
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regardless of the veracity of that information (Social Normative Theory) (Deutsch & Gerard, 1955). In 
political contexts, partisanship and political ideology of individuals are common explanations for why 
people believe fake news, i.e., people perceive fake news as accurate if it is consistent with their political 
ideology (Turel & Osatuyi, 2021). 

5.4.2 Remedy/Mitigation Approaches  

A common mitigation strategy is to minimize the influence of fake news by limiting the scope of its spread, 
e.g., by blocking certain nodes or links in the network. The goal is to minimize the impact of fake news 
spread on social media. The impact of fake news on social media can be assessed by the number of 
people that are affected by fake news. Blocking the flow of information from influential users in the 
network can significantly reduce the impact of fake news spread as these users have many followers. 
Indeed, finding a minimum subset of individuals who are neighbors with the rumour community can help in 
limiting the spread of the rumour to the rest of the network (Fan et al., 2013). Tong et al., (2017) 
addressed the rumour blocking problem in online social networks by using a random-based approach. 
They evaluated their randomized algorithm on both real and synthetic social networks (Power2500, Wiki, 
Epinion, and YouTube) and showed that their algorithm outperforms the state-of-the-art rumour blocking 
algorithms such as greedy algorithm with the Monte Carlo simulation in terms of running time. Another 
example is the DRIMUX model (dynamic rumour influence minimization with user experience), minimized 
the influence of rumours by blocking a subset of nodes while considering users’ experience (a time 
threshold that a particular node is willing to wait while being blocked) (Wang et al., 2017).  

Another approach to mitigate the impacts of fake news is through increasing the spread of true information 
(Shu, Bernard, et al., 2019). To this end, most prior research used competing cascades which contain true 
information, to compete with the fake news cascade as the falsehood begins to spread through the 
network rather than after its diffusion. The goal is to make sure that true news reach users who are 
exposed to fake news, to reduce the chance of believing fake news, and to make social media more 
reliable source of information. Several models have been proposed in this direction. For example, Budak 
et al., (2011) models the spread of two cascades evolving simultaneously: “bad campaign” spreading bad 
information (fake news) and “good campaign” to counteract the effects of fake news. They identified a 
subset of individuals (k influential users) to spread true information with the objective of minimizing the 
number of users who at the end of the propagation process adopt the bad campaign. One limitation of the 
approach used in Budak et al., 2011 is that their model assumes if a user is exposed to a piece of news, 
then they will also shares the news. In a similar notion, Nguyen et al., (2012) proposed a model which 
finds a small set of influential nodes (users) to spread “good information” to contain misinformation. Their 
findings depict that when the number of required nodes to spread true information is small, it is most 
effective to select influential nodes in large communities. However, when more nodes are required, 
selecting influential nodes from smaller communities is more effective in limiting the fake news spread. 
Wang et al., (2014) developed two strategies to select the smallest set of influential nodes 
decontaminated with true information to effectively contain the spread of fake news. Their experimental 
results using three datasets from Twitter, Friendster, and a random synthetic network proved the 
performance benefits of their proposed strategies.    

In the IS, there has been a growing interest in platform interventions to fight fake news on social media, 
either through content-level interventions (interventions that only target a piece of content) or account-
level interventions (interventions that target the account that post fake news) (Ng et al., 2021). We 
discussed the account-level interventions in the prevention section. Content-level interventions reduce the 
impact of fake news by triggering users’ cognition, e.g., through flagging fake news or highlighting the 
source of the article. A common example is using “fake news flags”. In IS, scholars mainly studied the 
effectiveness of flagging on changing users’ beliefs and limiting the spread of fake news. In this vein, two 
different approaches to implement a fake news flag was examined; one designed to trigger system 1 
(“automatic cognition” or “fast-thinking”) and the other to trigger system 2 (“deliberate cognition”, or “slow-
thinking”). (Moravec et al., 2020). Both approaches are shown effective in reducing the believability of fake 
news and combining both approaches was about twice as effective. To understand whether some type of 
flagging is more effective than others, three flagging strategies were examined: fact-checker flags, peer-
generated flags, and publishers’ self-identified humor flags (Garrett & Poulsen, 2019). They found that 
publishers’ self-identified flags were the most effective strategy in reducing people’s beliefs and sharing 
intentions of fake news. In addition to fake news flags, “highlighting the source of article” and “source 
rating” are other forms of content-level interventions proposed in the literature (Kim & Dennis, 2019). The 
authors showed that both changing the interface to highlight the source of the article, and source rating 
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(showing low ratings for the source) can nudge users to be more skeptical of fake news and less likely to 
believe and spread any article. Finally, different rating mechanisms (experts rating, users article rating, 
and users’ source rating) influence user beliefs in news articles (Kim et al., 2019). Author found that users 
perceive expert ratings as more cognitive and user ratings more emotional. 

5.4.3 Remedy/Mitigation Limitations and Future Opportunities 

Unfortunately, corrective information does not necessarily change people’s beliefs and can actually have 
the opposite effect (Flynn et al., 2017). In politics, not only correction may fail to reduce misperceptions, 
but it can also backfire and strengthens misperception among ideological subgroup holding those 
misperceptions (Nyhan & Reifler, 2010). In line with this, King et al., (2021) used Twitter data to examine 
the dynamic interaction between true and fake news and found that information correction does not 
reduce the spread of fake news. Instead, it backfires and increases the propagation of fake news on social 
media. These findings are in line with prior research that shows that any attempt to debunk fake news by 
confronting falsehood and truths facilitates the acceptance of fake news (Pennycook et al., 2018). This is 
because frequent exposure (in this case repeating fake news) increases familiarity, which in turn 
increases the chance of accepting fake news. More research is needed to clarify these contradictory 
findings. Timing of information correction is also important and different methods may be useful in different 
phases of fake news propagation. For example, He et al., (2015) proposed an optimization approach that 
combines two methods (blocking rumours at influential users and spreading the truth to clarify rumours). 
They showed that the method of “spreading truth” should play a dominant role in the start of rumour 
containment, whereas the method of “rumour blocking” should be used extensively when approaching the 
end of rumour restraining phase. This is because the exposure to fake news increases as time passes. 
The more fake news is circulated and repeated, it increases users’ familiarity and acceptance. As a result, 
the “spreading truth” method may be less effective after longer exposure to fake news.  

In terms of content-level interventions, most prior research studied their effectiveness in terms of 
psychological and cognitive aspects such as believability. Believability is an important factor in studying 
fake news on social media and prior research found the strong effect of believability on users actions such 
as read, like, share, and comment (Kim et al., 2019a). However, there are contradictory findings about the 
effectiveness of content-level interventions (e.g., flagging fake news) on reducing users’ belief in fake 
news, and there are several factors (e.g., prior beliefs or source reputation) that can weaken the 
effectiveness of such interventions. For example, although using fake news flags triggers more cognitive 
activity, it is shown that it cannot overcome the role of confirmation bias and users continue to believe 
what they want to believe, regardless of the truth of a news article (Moravec et al., 2019). Also, a trusted 
source with high reputation can lower the impact of flags on reducing the believability of fake news (Figl et 
al., 2019). Finally, using fake news flags may cause an implied truth effect, meaning that it may lead 
people to believe that unflagged contents are trustworthy (Pennycook, Bear, et al., 2020).  

Even though prior research on the effectiveness of content-level platform interventions is inconclusive, 
such interventions are still helpful in combating fake news because they trigger users’ cognition and 
nudge them to think more deeply before sharing contents on social media (Moravec et al., 2022). 
However, there are many more opportunities for IS scholar to understand when, how and why people 
resist the temptation to spread fake news and have a stronger motivation to check news items before they 
share them.  
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Table 8. Approaches to Combat Fake News and Example References for Each Stage 

 Combat Approaches Sample Articles (References) 
D

e
te

rr
e

n
c

e
 

Establish Laws, Regulations, and 
Policies/Increase Public Awareness about Policies 

(Batchelor, 2017; Delellis & Rubin, 2018; Helm & Nasu, 2021; 
Jones-Jang et al., 2021), (Haciyakupoglu et al., 2018),  

(Hartley & Vu, 2020), (Morgan, 2018), (Nugent, 2018),  

(Jang & Kim, 2018), (Kreiss & McGregor, 2019) 

(Flew et al., 2019), (Hemphill, 2019),  

(Hensel & Kacprzak, 2021), (Smyth, 2019),  

(D’Arcy et al., 2009), (Li et al., 2019), (Whitman et al., 2001) 

P
re

v
e

n
ti

o
n

 

Inoculation (Prebunking) 
(Banas & Miller, 2013), (Cook et al., 2017), , 

(Jolley & Douglas, 2017),(Bolsen & Druckman, 2015), 
(Roozenbeek & Van Der Linden, 2019),  

(Roozenbeek & van der Linden, 2019),  

(Van der Linden et al., 2017), (Basol et al., 2020),  

(Lewandowsky & Van Der Linden, 2021) 

Inoculating through Education/Misconception-
based Learning 

(De Paor & Heravi, 2020), (McCuin et al., 2014), 

(Cook et al., 2014),(Cook, 2022), (Mihailidis & Viotty, 2017), 
(Kowalski & Taylor, 2009), (Tippett, 2010),(Banks, 2017), 

(Walton & Hepworth, 2011), (Batchelor, 2017),  

(Delellis & Rubin, 2018),(Jones-Jang et al., 2021), 
(Lewandowsky et al., 2017), (Ecker et al., 2017), 

(Lefkowitz, 2017), (Schuenemann & Cook, 2015) 

Block Malicious Accounts on Social Media 
(Batchelor, 2017; Delellis & Rubin, 2018; Jones-Jang et al., 
2021; Timberg & Dwoskin, 2018), (Coleman, 2021), 

(Amoruso et al., 2020), (Zhang et al., 2016), (Ng et al., 2021), 

(Chakraborty et al., 2016) 

D
e
te

c
ti

o
n

 

Fact-checking (Manual, Crowdsourcing, 
Computational) 

(Wang, 2017), (Shu et al., 2020), (Hassan et al., 2017), 
(Babakar, 2018), (Gencheva et al., 2017), (Kim et al., 2018), 
(Ratkiewicz et al., 2011),(Shao et al., 2016),  

(Konstantinovskiy et al., 2021), (Shi & Weninger, 2016), 
(Ciampaglia et al., 2015), (Atanasova et al., 2019) 

Automated Algorithmic 
Solutions 

Machine Learning (ML) 
& Deep Learning (DL) 

ML: (Castillo et al., 2011), (Ma et al., 2015),  

(Kwon et al., 2017),(Hamidian & Diab, 2019),  

(Wu et al., 2015), (Shu, Wang, et al., 2019), 

(Yang et al., 2012), (Vosoughi et al., 2017), 

 (Kumar et al., 2016),(Jin et al., 2016), (Ahmad et al., 2020) 

DL: (Ma et al., 2016, 2018), (Qian et al., 2018),  

(Bian et al., 2020),(Wang et al., 2018), (Kaliyar et al., 2020), 
(Sahoo & Gupta, 2021),(Nasir et al., 2021),  

(Nguyen et al., 2020), (Yuan et al., 2021) 
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Other Methods (spread 
pattern, statistics, etc.) 

(Kim et al., 2018), (Papanastasiou, 2020),  

(Wang & Terano, 2015),(Wang et al., 2017),  

(Kumar & Geethakumari, 2014), (Chen et al., 2016) 

M
it

ig
a

ti
o

n
 (

R
e

m
e

d
y

) 

Minimizing the Influence of Fake News 
(Fan et al., 2013), (Kotnis & Kuri, 2014), (Wang et al., 2014), 
(Wang et al., 2017), (Kimura et al., 2009),  

(Tambuscio et al., 2015), (He et al., 2015) 

Spreading Truth to discredit fake news 
(Budak et al., 2011), (Nguyen et al., 2012),  

(Tripathy et al., 2010),(Tong et al., 2017), (Yang et al., 2020), 
(He et al., 2015), (King et al., 2021) 

Platform Interventions (Content-level) 
(Moravec et al., 2020; Moravec et al., 2019, 2022),  

(Kim et al., 2019a), (Kim & Dennis, 2019),(Figl et al., 2019), 
(Garrett & Poulsen, 2019),(Pennycook, Bear, et al., 2020; 
Pennycook, McPhetres, et al., 2020), (Ng et al., 2021), 
(Gimpel et al., 2021) 

6 Discussion 

Several strategies are proposed to combat fake news on social media, mostly focused on detection 
approaches. However, fake news detection, although necessary, is not enough to stop fake news on 
social media. First, manual detection of fake news is time consuming and labor intensive. Automated fake 
news detection addresses this issue but is less accurate. Also, automated fake news detection often 
suffers from limited explainability. Second, fake news detection happens only after it is disseminated and 
consumed by people. Since fake news can have severe harmful impacts in a matter of seconds, it is 
necessary to devise strategies to stop fake news from happening in the first place. In this paper, we used 
a framework to address the problem of fake news not only after its propagation, but even before it is 
created. The framework, which is inspired by the Straub Model of Security Action Cycle includes four 
stages: deterrence, prevention, detection, and remedy/mitigation. A summary of the approaches to 
combat fake news on social media and example references for each stage is provided in Table 8.  

We next pointed to similarities between fake news and security threats (section 3), but also acknowledged 
key differences between information security threats and fake news on social media. This makes the 
implementation of some of the countermeasures more challenging in the context of fake news. As 
mentioned earlier, one difference between fake news and information security is that in case of fake news, 
people want to believe false news that fit their ideology, while from a behavioral standpoint, information 
security threats are primarily due to people’s sloppiness in detecting threats. Thus, one interesting 
direction for future research is to investigate the ways we can combat people’s ideology biases in 
relation to fake news. Some of the countermeasure approaches in our framework can be helpful in 
reducing belief in false information. For example, accuracy-promoting interventions such as warnings 
or nudging users to think about information veracity before sharing it can impact judgements about fake 
news credibility (Bryanov & Vziatysheva, 2021). One approach is inoculation interventions which aims 
at pre-emptively warn users to the threat of fake news and equipping them with the tools to combat it. For 
example, media and information literacy approaches to educate users about deception strategies (Cook 
et al., 2017) or guidelines to help people detect fake news can be helpful. For example, recent research 
finds that exposing users to simple guidelines to detect misinformation (e.g., “Be skeptical of headlines,” 
“Watch for unusual formatting”) improves fake news discernment rate among both nationally 
representative samples in the U.S. (by 26.5%) and in India (by 17.5%), regardless of whether the 
headlines are politically concordant or not (Guess et al., 2020). Another approach is using labels or flags 
to trigger critical thinking. To understand whether some type of flagging is more effective than others, 
three flagging strategies were examined: fact-checker flags, peer-generated flags, and publishers’ self-
identified humor flags (Garrett & Poulsen, 2019). They found that publishers’ self-identified flags were the 
most effective strategy in reducing people’s beliefs and sharing intentions of fake news. 
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Another challenge in combating fake news on social media is that there are several motivations for fake 
news creation and spread, while there are not enough demotivation strategies. Deterrents such as 
“establishing laws and regulations” can be used to demotivate people from creating or spreading fake 
news on social media. However, there are several limitations in effectively implementing deterrents 
and preventive measures to combat fake news on social media. First, fake news has not been legally 
treated as a crime and there is no agreement on which criteria to consider when recognizing a fake news 
as a crime. Also, the term “fake news” has been highly politicized and for example, what is considered as 
fake news by republicans may be considered true by democrats and vice versa. Therefore, as long as 
fake news is not recognized as a serious threat and there is no overall agreement on what content to 
consider as fake news, it will be difficult to devise effective regulations and penalties against it. Second, 
there are different types of fake news with different characteristics. Thus, a single strategy cannot be 
enough to address the variety of behaviors in the fake news context. Fake news can be created and 
propagated with intention to deceive (disinformation) or without malicious intention (misinformation). There 
should be a distinction between users who purposefully create and share fake news and those who 
erroneously share false content with good intention. For example, deterrent strategies can be helpful to 
deter malicious users who share disinformation but may be less effective against those who may not know 
that the content they are sharing is false. However, laws and regulations against fake news can still be 
effective to some extent (even for users with no bad intention) because they make users to think more 
carefully before sharing any content on social media. Also, legislations and penalties can further focus on 
the fake news with more harmful impacts. For example, Burkina Faso’s parliament adopted a law to 
punish the publication of “fake news information compromising security operations, false information about 
rights abuses or destruction of property, or images and audio from a “terrorist” attack.”15 Third, the legal 
punishment of users who unintentionally share fake news is a violation of free speech. Therefore, in case 
of sharing false content without intention (misinformation), other strategies such as users’ inoculation or 
education may be more effective. Educating users to increase their awareness about fake news 
characteristics, its’ destructive impacts, and ways to spot and counter it on social media is proved to be 
very helpful in combating fake news. Finally, there is a major concern about the compatibility of fake news 
prevention and the right for free speech. Fake news deterrents and preventive measures can be 
interpreted as censorship or violations of the right for free speech. On the other hand, authorities may 
misuse the preventives to filter the opposing views or even filtering the truth. There are many interesting 
research questions to explore here, such as: how to balance the prevention of fake news and freedom of 
speech? How to combat fake news while protecting free speech? How to prevent the true information from 
being mistakenly blocked?  

An additional challenge in combating fake news on social media is how to effectively reduce the harmful 
consequences of fake news. To address this, we described several remedies such as providing true 
information. However, it is difficult to disbelieve fake news. Due to the Continued Influence Effect (CIE) of 
fake news (Johnson & Seifert, 1994), information correction often fails to disbelieve fake news and fake 
news continues to influence people’s thinking even after correction. One explanation is that information 
correction often requires to repeat fake news. The repetition of fake news increases familiarity, which in 
turn increases believability in fake news (Lewandowsky et al., 2012). An important question in this stage is 
how to help people disbelieve fake news once they consumed it?  

Ultimately, our review has led us to believe that fake news is a multidisciplinary problem that requires 
various expertise and should be addressed through collective efforts from different fields. The IS discipline 
can contribute significantly to the research on fake news. IS scholars can draw on theories and empirical 
findings on the design, use, and impacts of IT artifacts at different levels of analysis (Dennis et al., 2021; 
Gimpel et al., 2021; Kim et al., 2019; Kim & Dennis, 2019; Moravec et al., 2019, 2022). The focus on 
human-technology interactions, and design elements and managerial practices that can influence it is a 
key feature of IS research and is also a cornerstone feature of research on fighting fake news. Thus, the 
IS scholars can contribute to all stages of the processes. 

In addition, IS researchers can learn from the findings in related areas such as fake reviews (Cheng Nie et 
al., 2022; Xiao & Benbasat, 2011), social behaviors in online social networks (Kuem et al., 2017) and 
security (Bulgurcu et al., 2010; D’Arcy et al., 2009). For example, since fake news share some similar 
characteristics with the context of security, IS research can benefit from applying various approaches 
used in security to the context of fake news. Moreover, the research in psychology and social science can 
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shed light on psychological and behavioral factors contributing to creation and spread of fake news. They 
can help in better understanding why people believe fake news, understanding different types of fake 
news, and how to break echo-chambers and filter bubbles among like-minded users on social media. 
Other examples for future research include, but not limited to: 1) How to combat people’s ideology biases 
in relation to fake news? 2) Why some people still continue to believe in fake news, even after it is flagged 
as false? (continued influence effect), 3) Why sometimes some anti-fake news actions such as information 
correction backfire and increase the spread of fake news? 4) How to balance the policies and regulations 
against fake news with the need to freedom of expression? 5) How the various Information 
Communication Technologies (ICT) impact fake news detection? Such questions and beyond can be 
addressed by the IS research community. 

While we review extant works on fake news, classify them by process stages, propose a framework to 
understand the vast literature on the topic, propose new research directions, and pave the way for future 
research, our study has limitations that should be acknowledged. First, we analyze each stage of 
combating fake news separately. Considering that the paper is already lengthy and complex, we include 
this point as a promising direction for future research. In essence, we present an important starting point 
for examining combinations of approaches.  

Nevertheless, there were some articles in our review which focused on more than one countermeasure. 
For example, Ng et al., (2021) used two types of platform interventions: 1) an account-level intervention 
(forwarding restriction) which is a “preventive” approach, and 2) a content-level intervention (flagging fake 
news) as a “mitigation/remedy”. Also, several papers (mostly in Computer Science) studied both 
“detection” and “mitigation” to counter fake news (Kim et al., 2018; Papanastasiou, 2020; Sharma et al., 
2019; Shu et al., 2019). In addition, Helm & Nasu, (2021) discussed three different countermeasures to 
combat fake news: 1) information correction (mitigation), 2) blocking or removing contents/accounts 
(prevention), 3) criminal sanctions (deterrence). However, this was a conceptual study, and they didn’t 
examine different approaches. Based on our review, there is dearth of studies on combining more than 
two stages (e.g., three or all four stages). Future research can look at these combinations to provide a 
more comprehensive picture. Instead of micro-level look and seeing only each stage at once, future 
research can take a more holistic view to combat fake news.  

Second, some of the countermeasures to combat fake news may be classified under more than one 
category. For example, “Fake news influence minimization: limiting the scope of fake news spread by 
blocking certain nodes (users)” is referred to a mitigation strategy in all the highly cited papers (Sharma et 
al., 2019; Shu, Bernard, et al., 2019). Examples of articles using this approach are (Amoruso et al., 2020; 
Lin et al., 2019; Shrivastava et al., 2020). In this paper, we classified the articles using this approach 
under “mitigation” strategy, to be consistent with the literature. However, one may also consider it as a 
preventive approach because it prevents further spreading of fake news by blocking some nodes/users. 
Also, we classified “Flagging fake news” as a mitigation/remedy strategy because first, it happens after 
fake news is detected (detection can be done manually by e.g., fact-checkers or automatically by e.g., ML 
& DL approaches). Second, mitigation/remedy is defined as “reducing the harmful impacts of abuse (in 
the context of this study, reducing negative impacts of fake news”. Research shows that flagging fake 
news reduce the impact of fake news by triggering users critical thinking. Third, our focus was on 
combating fake news on social media platforms. However, fake news spread through different channels: 
social networking sites such as Twitter or Facebook, fake news websites, and peer-to-peer sharing via 
e.g., messaging apps such as WhatsApp, Telegram, etc. For fake news on social media platforms such as 
Facebook, given the right incentive, the platform can more easily implement certain control methods. For 
peer-to-peer sharing via messaging apps, neither the platform nor the government can easily insert itself 
in the process”. In such cases, some of the countermeasures in our framework such as increasing users’ 
awareness, inoculation, educational campaigns, and media literacy initiatives (mentioned in the 
deterrence and prevention stages) may be helpful in countering fake news. Future research can further 
investigate the approaches to address the peer-to-peer sharing of fake news.  

Last, we acknowledge that we appropriated the countermeasures in the Straub Model as a set of 
containers for the individual articles.  We are not commenting on the truth value of the framework or 
whether it is better or worse than any other framework, just that it provides sufficient value for 
decomposing the articles into logical categories for further analysis. We are not testing the framework as 
though it were a prediction or theory, we are just using it to provide a basis for analysis of the literature. 
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7 Conclusion 

Combating fake news on social media in an extremely complex and challenging problem which requires a 
multidisciplinary effort. Scholars across various disciplines from computer science and information 
systems to social science should work collaboratively to address this serious issue. Our findings suggest 
that most of the fake news research have focused on detection methods and was mostly published in 
computer science outlets. However, there is an opportunity and need to know more about deterring and 
blocking the creation and dissemination of fake news before the detection phase, and about reducing their 
harms and further limiting their spread after they are detected. We believe that the IS community take a 
more active role in addressing the fake news challenge and propose that efforts can be guided by the 
provided framework. Taking this holistic view can help IS scholars examine important research areas, and 
ultimately develop more comprehensive, synergetic multi-stage plans for combating fake news on social 
media. Fake news is an ongoing phenomenon. It is like a virus that will never disappear, but we need to 
keep fighting it. 
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Appendix A:  

Table 9. List of Reviewed Articles Classified by Fake News Combat Stage (this table only contains papers 
relevant to combating fake news, excluding review papers, conceptual papers, etc.) 
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Appendix B 

 

Table 10. List of Several Literature Review Papers about Combating Fake News on Social Media 

Review Article 
Combat 
Stage 

Summary/Highlights 
Type of False 
Information 

(Shu et al., 2017) Detection • They provided a review of fake news detection on social 
media from a data mining perspective.  

• They classified detection models into: Content Models: 
knowledge-based, style-based, and Context Models:  
stance-based, propagation-based. T 

• hey also provided a characterization of fake news based on 
psychology and social theories. 

Fake News 

(S. Kumar & Shah, 
2018) 

Detection • Provided a comprehensive review of literature on the 
spread of false information from diverse aspects: actors 
(spreaders), rationale (why), impacts, characteristics, and 
algorithms.  

• Classified detection algorithms into Feature-based, Graph-
based, Model-based (Temporal, Propagation models).  

• They also categorized existing research based on the 
platform they studied. 

Fake News, 
Fake Reviews, 
Hoaxes 

(Zubiaga et al., 
2018) 

Detection • Provided an overview of research about rumors on social 
media, with the goal of developing a rumor classification 
system to detect and resolve the veracity of rumors.  

• Proposed 4 components in the architecture of rumor 
classification system: detection, tracking, stance 
classification, and veracity classification 

Rumors 

(Shu, Bernard, et 
al., 2019) 

Detection, 
Mitigation 

• Reviewed recent methods to study fake news using 
network properties and how to use these networks for fake 
news detection and mitigation on social media.  

• Classified detection methods based on Network properties 
into: Interaction network embedding, Temporal diffusion, 
Friendship network embedding, and Knowledge network 
matching.  

• Presented news spread ecosystem in 3 dimensions: 
content, social, and temporal (but they didn’t review the 
literature based on these dimensions)  

Fake News 

(Zannettou et al., 
2019) 

Detection, 
Mitigation 

• They proposed four lines of works to study false information 
on OSNs (user perception, propagation, detection, and 
politics).  

• Classified detection methods into Machine learning, 
Systems, and Other Models/Algorithms.  

• Also, for each article, they also provided the platform, 
methodology, and type of false information studied. 

Rumors, Hoaxes, 
Conspiracy 
Theories, Satire, 
Clickbait, 
Fabricated  

(Sharma et al., 
2019) 

Detection, 
Mitigation 
 

• They reviewed existing methods to detect and mitigate fake 
news.  

• They identified 3 characteristics for fake news detection: 
source, content, and user responses. They classified the 
existing works into three categories: content-based 
identification, feedback-based methods (based on user 
responses), and intervention-based (early identification and 
containment of fake news) 

Fake News, 
Rumor 

(Bondielli & 
Marcelloni, 2019) 

Detection 
 

• They provided a review of different approaches to detect 
fake news and rumors. They focused on detection 
techniques: classification approaches (machine learning 
and deep learning methods), and other techniques (e.g., 
diffusion patterns, crowdsourcing, etc.) 

Fake News, 
Rumor 

(X. Zhang & 
Ghorbani, 2020) 

Detection • They provided a comprehensive review of online fake news 
and analyzed it based on four components of fake news: 
Content, Creator/Spreader, Target/User analysis, and 
Social context.  

Fake News, Fake 
Review, Rumor 
or Satire 
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• They provided 3 different perspectives to classify the fake 
news detection approaches:  

o Component-based (Creator analysis, Content 
analysis, Context analysis) 

o Data mining-based (Supervised learning, 
Unsupervised learning) 

o Implementation-based (Online/Real-time, Offline 
detection) 

• They compared different fake news datasets. They 
proposed a comprehensive fake news detection 
ecosystem. 

(Zhou & Zafarani, 
2020) 

Detection • Provided a comprehensive and systematic overview of fake 
news research.  

• Presented fake news lifecycle: creation, publication, 
propagation. However, they didn’t review the literature 
based on the fake news life cycle.  

• Proposed 4 perspectives to study fake news: Knowledge, 
Style, Propagation, and Credibility. They also provided the 
comparison of the four perspectives and their connection to 
each stage of fake news lifecycle. 

Fake News  

(Kapantai et al., 
2021) 

N/A • A systematic review on disinformation  

• Spread and impact of fake news 

• Collect the various implicit and explicit disinformation 
typologies proposed by scholars. 

• Propose three independent dimensions with controlled 
values per dimension as categorization criteria for all types 
of disinformation 

• Excluded studies that addressed fake news problem from 
computational perspective (e.g., technical approaches for 
fake news detection) 

Disinformation 

(Di Domenico et al., 
2021) 

N/A • Interdisciplinary and systematic review of the literature on 
fake news, from a marketing perspective 

• Implications of social media fake news for consumers, and 
for companies 

• Spreading patterns of fake news and its consequences on 
consumers and firms 

• Propose a theoretical framework that highlights themes’ 
relationships and research propositions 

• They excluded studies on fake news detection 

Fake news 

(Collins et al., 2021) Detection • Different types of fake news and trends in combating them 

• Various methods of combating fake news on social media 
(all methods are detection): Expert Fact-check, Machine 
Leaning (ML), Deep Learning (DL), Natural Language 
Processing (NLP), Crowdsource, Graph-based, Hybrid 
(expert-crowd source, human-machine approach), 
Recommender Systems (RS) 

Fake news & 
misinformation 

(Lozano et al., 
2020) 

Detection 
 

• Systematic literature review  

• Veracity assessment of online (open source) data 

• Approaches, methods, algorithms, and tools that are used 
or proposed for automatic veracity assessment of open-
source data 

• Detection and propagation methods 

• Only included studies from 2013 to 2017  

Fake news & 
misinformation 

(Meel & 
Vishwakarma, 2020) 

Detection, 
Mitigation 

• False information ecosystem, from creation to disposition 

• Propagation models 

• Approaches for detecting false information (e.g., ML and 
DL techniques) 

• Fake information containment and interventions.  

• Briefly pointed to policies and regulations and blocking 
malicious accounts under “containment” (but didn’t classify 
these methods as deterrents or preventives)   

False information 
(fake news, 
rumors, 
misinformation) 
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