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ABSTRACT

The current models for the explanation and justification of recom-
mender systems results focus on qualitative and quantitative data
about items, overlooking the power of images to describe the dif-
ferent aspects of experience that the consumer should expect from
their selection to post-sales. In the present paper, we extend previ-
ous justification models by exploiting object recognition on images
to support a service-oriented presentation of multimodal (textual,
quantitative, and images) information about items. As a testbed for
our model, we chose the home-booking domain. In a user study, we
found that item comparison can be enhanced by empowering the
user to filter multimodal data based on a set of evaluation dimen-
sions describing the experience with items. These results encourage
the introduction of service-based filters for multimodal information
retrieval in product and service catalogs.

CCS CONCEPTS

• Information systems → Web searching and information discov-
ery; Recommender systems; • Human-centered computing →
Interaction techniques.
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1 INTRODUCTION

Transparency has become a core property of recommender systems
and several models have been developed to explain, or justify, the
suggestions [11]: the explanation models describe how a recom-
mender system generates the results [18, 32, 41, 42]; the justifica-
tion models generate post-hoc descriptions of the suggested items
[29, 31]. In [27], we introduced a service-based justification model
of recommender system results, having recognized that items are
complex entities that might impact the consumer experience by
involving people in stages of interaction with multiple services and
actors [39]. For instance, when renting a hotel room, not only the
location but also the interaction with the clerks might influence
the customer’s overall experience, determining multiple evaluation
dimensions of experience to be taken into account. However, sim-
ilar to the other explanation and justification models, we did not
exploit item images as vectors of specific impressions about the
system’s suggestions.

We now extend our previous work to manage multimodal in-
formation. We propose a justification model that allows filtering
qualitative and quantitative data and images of the system’s sugges-
tions by fine-grained evaluation dimensions describing the expected
consumer experience during the stages of interaction with items.
By exploiting object recognition on images [37], and a Service Blue-
print [3] representation of the service underlying item fruition, we
classify multimodal data in the service stages it is about, and by
keywords. This supports the exploration and comparison of results,
which is a crucial decision stage that buyers usually perform before
making a choice [8].

As we test our model in the home-booking domain, we consider
service stages such as the interaction with the host renting the
home and the in-apartment experience. Moreover, we index images
and textual data by keywords like the kitchen of a home (that
belongs to the in-apartment experience stage). We are interested in
investigating whether this information filtering support is useful
in users’ selection decisions. Thus, we pose the following research
questions:

• RQ1: Does a service-based presentation of images and textual
data about items enhance the comparison of recommendations
w.r.t. a flat presentation that does not take service stages into
account?
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• RQ2:Does the possibility to filter images and textual data about
items by keywords help the comparison of recommendations?

To answer these questions, we developed a test application that
guides the user in the exploration of a list of homes to choose the
preferred one. The application manages the following visualization
models:

• filter-with-img enables the user to filter multimodal in-
formation by fine-grained evaluation dimensions describing
the expected experience during the stages of interaction
with items; e.g., the in-apartment experience, or the host
appreciation. Moreover, the model offers a keyword-based
filtering function to further project data on details, such as
the kitchen of the homes.

• full-data shows the same data as filter-with-img but,
similar to standard catalogs, it does not support service-
oriented information filtering.

• filter-without-img supports service-oriented information
filtering but omits images.

In a user study involving 50 participants, we found that they per-
ceived the filter-with-img model as useful to item comparison.
However, they appreciated and used the filter by fine-grained eval-
uation dimension more than the keyword-based one. This suggests
introducing service-oriented information filtering in product and
service catalogs through a simpler user interface.

In the following, Section 2 presents the related work. Section 3
describes the data and its pre-processing used by the visualization
models, which are presented in Section 5. Section 6 details the
methodology applied in the user study and Section 7 discusses
its results. Section 8 describes the limitations of our work and
concludes the paper.

2 RELATEDWORK

Several researchers found that enriching recommender systems
with explanation functions increases the acceptance of results [9,
34, 42], even though different types of explanations (e.g., visual,
textual or hybrid) might be suitable depending on the user profile
[23, 40] and, in some circumstances, it is best not to provide an
explanation at all [5, 43].

Most existing explanation [14, 33, 41] and justification models
[29, 31] overlook the role of images in the preview of the expected
user experience with products and services. Some systems show a
single photo for each item but they focus on textual and quantitative
data for its presentation [7, 10, 13, 28]. Review-based recommender
systems [6, 17], and the models supporting item comparison, such
as [8], show item images but they fail to link them to the stages of
interaction with items because they are service-agnostic.

Images are key to previewing the aspects of items in product
catalogs (e.g., Amazon [2] and Zalando [45]) and service ones (e.g.,
Airbnb [1] and Booking [4]). However, these systems propose lists
of photos showing diverse types of information, such as the indoor
and outdoor scenes of a hotel, which the user has to navigate to
retrieve the relevant data. Differently, we aim at supporting mul-
timodal information filtering to enhance item comparison. We do
this by extending service-based recommender systems [26, 27] with
a justification model that combines images with qualitative and
quantitative data.

Several works analyze images to retrieve extra information about
items, such as the extraction of clothes characteristics in MMFash-
ion [25] and the recognition of ingredients for recipe retrieval [20].
Some recommender systems employ image analysis to build user
profiles [21], or to identify sets of similar items, e.g., clothes that
look like those selected by the user in fashion recommender sys-
tems [10]. Some systems suggest images that the user may like by
exploiting their metadata [22]. In comparison, we analyze images to
recognize the presence of key elements to compare items based on
the expected experience during the stages of interaction with them.
For instance, by combining object recognition [37] with service
modeling [3], we can distinguish the indoor and outdoor photos
of a home, its rooms (kitchen, bedroom, etc.), and the presence of
specific elements such as a table or a TV.

Our visualization model builds on the literature about faceted
user interfaces [16] and on Shneiderman’s mantra "Overview first,
zoom and filter, and details on demand" [38]: we use keywords
and fine-grained evaluation dimensions of experience as filters to
enable the user to view the multimodal information (s)he is most
interested in.

3 DATA

For this work, we used a datasetΔ of Airbnb reviews about homes lo-
cated in London city, whichwe downloaded fromhttp://insideairbnb.
com/get-the-data.html in January 2021, and we filtered on the re-
views written in English. For each home ℎ, Δ contains the title of ℎ,
the link to its first image, the list of amenities it offers (TV, balcony,
etc.), the link to its host’s Airbnb page, and the list of reviews that
ℎ received from previous guests. To enrich the basic data provided
by Δ, we used the results of [27], where we extracted the aspects of
the homes emerging from their reviews to retrieve the sentiment of
previous guests [36]. That work applied a standard NLP approach,
based on lemmatization and dependency parsing, to extract the
aspects, and the aspect-adjectives pairs occurring in the reviews.

For our experiments, we needed more than one image per home.
However, we planned to use 15 homes in total; see Section 7. Thus,
we decided to do a limited scraping of the Airbnb website to retrieve
that information. We worked as follows, in September 2022: first,
we sorted the homes of Δ by their number of reviews, in decreasing
order. Then, we manually browsed the sorted list to select the first
15 homes that were still available on the Airbnb website and had at
least 15 photos. For each of the selected homes, we downloaded the
full list of images available on the Airbnb website, obtaining 321
photos. Then, we analyzed such images through object recognition
to identify the entities appearing in them, e.g., a bed, a TV, and so
forth, and we annotated them accordingly.

To perform the object recognition, we trained a YOLOv5 model
[19] with transfer learning using the Scene Understanding Database
(SUN2012) [44]. SUN2012 includes 16,873 images and specifies, for
each one, the types of objects appearing in it and the coordinates
of their boundaries. It has a large set of "classes" denoting different
types of objects, among which those relevant to our work. With
this newly trained model, we performed object recognition on the
15 images used in our user study. The result of this analysis is a
vector representation of each image, storing the list of classes that
have been identified (we overlook coordinates). Unfortunately, the

http://insideairbnb.com/get-the-data.html
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Table 1: Coarse-grained and fine-grained evaluation dimensions with references to physical evidence and keywords.

Coarse-grained dimensions Fine-grained dimensions Physical Evidence Dictionary

Host appreciation Host - advice, communication, host, tip, . . .

Check-in Check-in tangibles arrival, access, check-in, wait, key, . . .Check-in/Check-out Check-out Check-out tangibles check-out, departure, goodbye, . . .

Ambiance Ambiance air conditioning, atmosphere, smell, . . .
Bathroom Bathroom amenities towel, shower, soap, hair-dryer, . . .
Kitchen Kitchen amenities kitchen, fridge, microwave, oven, . . .
Laundry Laundry dryer, ironing board, washer, . . .
Relax Relax amenities balcony, wi-fi, tv, swimming pool, . . .

In-apartment experience

Bedroom Bedroom amenities bed, pillow, wardrobe, blanket, . . .

Surroundings Surroundings attraction, gym, lake, street, sunset, . . .Surroundings Services Services transportation, atm, bus, grocery, . . .

trained model has low precision because some classes of SUN2012
are poorly represented; e.g., "bathtub" and "parking". For this reason,
the model did not correctly detect some objects included in the
images of the Δ dataset. Thus, for the purpose of our user study, we
manually checked the extracted labels to adjust the misclassified
or unclassified objects. To improve the precision of the automatic
annotations, in our future work we plan to look for other state-of-
the-art object detection algorithms.

4 SERVICE-BASED CLASSIFICATION OF

MULTIMODAL INFORMATION ABOUT

ITEMS

To support a service-oriented justification of recommender system
results, we have to model (i) the stages of interaction with the
tangibles and actors involved in the item fruition process, and (ii)
the evaluation dimensions of experience concerning such stages [27,
39]. Moreover, the information presented by the system has to be
classified with respect to the evaluation dimensions of experience,
so that the user can filter data depending on her/his interests. In
the following, we describe the building blocks of this knowledge
representation approach; see [26, 27] for details.

Coarse-grained and fine-grained evaluation dimensions of

experience. To support the presentation of multimodal informa-
tion according to the expected consumer experience with items, we
use a subset of the evaluation dimensions of experience described
in [27]. In that work, we defined a Service Blueprint [3] to describe
the stages of interaction with homes in the home-booking domain
(see Figure 1 of [26]) and we derived a set of coarse-grained and
fine-grained evaluation dimensions of experience. Table 1 shows
those relevant to the present work:

• The coarse-grained dimensions represent high-level evalua-
tion dimensions to assess the consumer’s experience during
the main stages of the service; e.g., the interaction with the
host of the home ("host appreciation"), and experience while
being there ("in-apartment experience").

• The fine-grained dimensions represent a more specific assess-
ment of the consumer experience deriving from the actions

performed during the service stages. For instance, while be-
ing in a home, the user is expected to use the kitchen and
bathroom, and these actions induce experiences with the
associated tangibles and actors, contributing to her/his over-
all experience. The tangible and actors are defined in the
Physical Evidence layer of the service blueprint and reported
in the third column of Table 1.

Keywords. The tangibles and actors, such as "Bathroom amenities",
are generic and cannot be directly applied to classify the data about
the homes; therefore, we use a set of dictionaries defined in [27] to
specify the terms relevant to each of them. The fourth column of
Table 1 shows some sample keywords from such dictionaries.

Information classification. As the dictionaries are coupled
with the fine-grained evaluation dimensions of experience, they
support the classification of both the aspects of items extracted
from their reviews and their images. The latter are classified using
the vector representation described in Section 3, having mapped the
classes defined in the SUN2012 dataset to the keywords included in
the dictionaries.

5 JUSTIFICATION MODELS

5.1 filter-with-img

In all the justification models we propose, the test application we
developed presents five homes to choose from. Figure 1 shows a
portion of the user interface of the filter-with-img model. For
each home ℎ, the application shows the offered amenities, a bar
graph that summarizes previous guests’ experience with ℎ (see
[27] for details), the images of ℎ, its reviews, and the "Select home"
button to set ℎ as the preferred home of the list. The names of the
homes are hidden to prevent the user from searching for them on
the Airbnb website.

The top of the page includes the information filtering menus.
Each of them represents a coarse-grained evaluation dimension (e.g.,
"Surroundings" in Figure 1) and the user can open it to focus on a
fine-grained dimension 𝑑 ("surroundings"). When the user clicks on
a filter from the menus, the application focuses the presentation on
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Figure 1: Portion of the user interface of the filter-with-img justification model.

Figure 2: Portion of the user interface of the full-data justification model.

the selected fine-grained evaluation dimension.1 For each home ℎ, a
clickable carousel displays the images of ℎ classified in 𝑑 . Moreover,
the application shows the reviews of ℎ classified in 𝑑 (denoted as
𝑅ℎ𝑑 ), and two scrollable widgets:

• The left one provides keyword filters to focus the presenta-
tion on the aspects (nouns) and adjectives extracted from
the reviews of 𝑅ℎ𝑑 .

• The right one presents such reviews. If the user clicks on a
keyword to further restrict the focus, the application shows
the sentences of 𝑅ℎ𝑑 that mention the selected term. In the
figure, the user has clicked on the "street" keyword to restrict
the information about the "surroundings" of ℎ.

1In case of empty results (images and reviews), the application shows a default "no
information" image.

The filters also impact the images: having clicked on "street", the
carousel is restricted to "Photos of the street".

5.2 Baselines

Figure 2 shows a portion of the user interface of the full-data
model. Similar to filter-with-img, it shows the offered amenities
and the bar graph to summarize the consumer experience with the
home. However, it shows all the available photos within a clickable
carousel and all the reviews in a scrollable widget. Moreover, it does
not provide any widgets to filter data by fine-grained evaluation
dimension or by keyword.

The filter-without-img model, not shown for brevity, is
derived from filter-with-img by omitting the carousel of the
images. It enables the user to filter the reviews of the homes by
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fine-grained evaluation dimension of experience and to further
restrict data by keyword.

6 VALIDATION

We conducted a user study to evaluate the users’ experience with
the three justification models.2 For this purpose, we developed the
test application shown in Figures 1 and 2. The application guided
the participants through the experiment without our supervision,
logging the click and scroll actions they performed to support
the analysis of their behavior. To guarantee users’ privacy, the
application did not collect their names or any other identifying
data and used numerical identifiers to tag the anonymous data it
acquired during the interaction sessions.

In the study, we used a within-subjects approach. We managed
each treatment condition (filter-with-img, full-data, filter-
without-img) as an independent variable, and each participant
received all the treatments. The application presented a different
order of tasks to the users to reduce the effect of fatigue and practice,
and the result biases. It did not impose any time limits for the
completion of tasks.

(1) Initially, the application showed the informed consent (see
https://bit.ly/3X3Myg4), and asked participants to give their
explicit agreement. Moreover, it asked them to declare that
they were 18 years old or over.

(2) Next, it asked users some questions about demographic infor-
mation, cultural background, and familiarity with booking
and e-commerce platforms.

(3) Then, it asked users to interact with the three justification
models, in counterbalanced order. For each model, the par-
ticipant explored five homes (the same for all the users, to
support the comparative analysis of their behavior), and the
application asked her/him to choose which one (s)he would
have liked to book. Immediately after having completed the
interaction with an individual model, the application ad-
ministered a post-task questionnaire to evaluate the user’s
level of agreement with the statements of Table 2. These
statements are taken from [12, 24, 35] and are based on the
ResQue recommender system questionnaire. They measure
the experience and perceptions of the user interface. Partici-
pants answered on a {Strongly disagree, . . . , Strongly agree}
scale, mapped to [1, 5].

The questionnaires include some attention checks to verify that
people worked with care during the user study.

We recruited people using social networks and public mailing
lists, specifying in the invitation message that we searched for
adult people. The invitation message included the link to the URL
of the test application. All the participants joined the experiment
voluntarily, without any compensation.

7 RESULTS

We conducted the user study from November 1st to December 20th,
2022. The entire user study took on average 19.89 minutes per
participant, with a Standard Deviation = 10.36.

2Our experiment has been approved by the Ethics Committee of the University of
Torino (Protocol Number: 0421424).

We recruited 59 people but we excluded 9 of them because they
did not pass the attention checks. Thus, the sample size of the user
test is N = 50. The subjects were 21 females, 29 males, 0 not-binary,
and 0 not declared, with the following age distribution: ≤ 20 (13
people), 21-30 (33), 31-40 (3), and 41-50 (1). Education level: high
school (15), university (30), and Ph.D. (5). Background: technical
(19), scientific (20), humanities and languages (5), economics (2),
and another background (4). 23 participants classified themselves
as advanced computer users, 24 as average ones, and 3 as beginners.
We asked people to evaluate their familiarity with online booking
or e-commerce platforms and 13 people declared that they used
those platforms a few times a week, 26 a few times a month, and
11 a few times a year.

7.1 Analysis of participants’ experience with

the visualization models

Table 2 shows the results of the post-task questionnaire. We con-
ducted a post-hoc comparison using a Mann-Whitney test which
showed a limited statistical significance of the difference between
filter-with-img and full-data. However, the test clearly differ-
entiated the perception of the models that show the images of
the homes from the filter-without-img one, which omits them
(𝑝 < 0.01).

The participants perceived filter-with-img as the model that
best supports the understanding of why homes are good or bad
(Q1), and which helps compare homes in the most effective way
(Q2, statistically different from both filter-with-img, 𝑝 < 0.01
and filter-without-img, 𝑝 = 0.08). People also perceived filter-
with-img as the most informative model (Q3) and they declared
that the provided data about homes is sufficient to select a home
(Q5). Overall, we can say that this model achieves a good evaluation
as far as the support in item selection and comparison is concerned.
We explain this finding with the information filtering support it pro-
vides (a function that full-data does not offer), combined with the
provision of the images of the homes. Differently, filter-without-
img, which omits that information, is badly evaluated in all these
aspects.

Regarding the perception of the user interface, the participants
declared that, compared to the other models, full-data is less
cluttered and confusing (Q4); moreover, the information about the
homes is easier to interpret and understand (Q6). The preference for
full-data can be explained by the fact that this justification model
offers the same interactive functions as well-known platforms like
Airbnb and Booking. Those platforms show all the reviews of the
homes without providing any data filtering tools. Even though
filtering reviews by fine-grained dimension and possibly also by
keyword might have challenged the users, they were aware of the
value of this function and declared that they found the information
about homes more quickly (Q7) when using filter-with-img.

We investigated participants’ overall satisfaction, with a focus
on item comparison, through statements Q8 and Q9. The models
reporting both images and textual data scored comparably. Partic-
ipants declared that they preferred to frequently use the filter-
with-img model in the comparison of homes (Q8), and secondly
the full-data one. Moreover, they felt equally confident in using
both models for this task (Q9). We explain these results as follows:

https://bit.ly/3X3Myg4
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Table 2: Post-task questionnaire results. We report the mean value of users’ replies with Standard Deviation. The best values for

each statement are in boldface (minimum for Q4, maximum for the other statements). Stars denote the statistical significance

of the difference between the best-performing model and the other ones. Significance levels: (**)𝑝 < 0.01, (*)𝑝 = 0.08.

filter-with-img full-data filter-without-img

Q1: It was easy to understand why some homes were good and others not. 3.52(0.81) 3.34(1.02) 2.78(1.13)**
Q2: The system helped me to compare the homes. 3.62(0.85) 3.18(1.08)* 3.00(1.11)**
Q3: The system was sufficiently informative. 3.76(0.72) 3.72(0.90) 2.84(1.22)**
Q4: The system was cluttered or confusing. 2.50(0.95) 2.32(1.17) 2.90(1.15)**
Q5: The information about the homes was sufficient for me to select a home. 3.88(0.77) 3.86(0.86) 2.80(1.21)**
Q6: The information about the homes was easy to interpret and understand. 3.70(0.89) 3.78(0.86) 3.04(1.03)**
Q7: I found the information about homes quickly. 3.62(0.78) 3.52(0.91) 3.00(1.01)**
Q8: I think that I would like to frequently use this system to compare homes. 3.30(0.95) 3.16(1.13) 2.38(1.03)**
Q9: I felt very confident using this system to compare homes. 3.36(0.85) 3.36(0.90) 2.72(0.97)**

Table 3: Log analysis. Time is measured in seconds, # denotes the mean number of events per user.

filter-with-img full-data filter-without-img

Mean time spent to explore 5 homes 170.06 178.26 169.2
# scrolling on homes 28.84 20.92 29.18
# scrolling on reviews 45.56 33.06 54.74
# visualized reviews 32.30 17.00 32.49
# clicks on fine-grained dimensions 8.90 - 5.65
# clicks on keywords 1.62 - 2.1
# clicks on photos 15.56 48.50 -

filter-with-img supports item comparison in a more effective
way than full-data; however, as these systems provide similar
information about items, they make the user equally confident in
the selection decisions.

7.2 Log analysis

During the interaction with the participants of the user study, our
test application logged the clicks and the scrolls on the components
of the user interface. There are two types of scrolls: the former is
aimed to visualize the hidden portion of the list of homes presented
to the user. The latter enables the user to view hidden reviews. Table
3 shows the most relevant data we collected. It reports the mean
values per user, during the interaction with a specific justification
model:

• "Mean time spent to explore 5 homes" is the average time
that participants spent exploring the visualized homes, and
selecting the preferred one.

• "# scrolling on homes" is the mean number of times a specific
home became visible on the screen formore than 2 seconds. It
represents the mean amount of scrolling performed by users
to explore a list of homes. We did not consider the visibility
for less than 2 seconds because it is too short to represent
a reading event; e.g., it could be an accidental visualization
while the user browses the list to reach the homes placed at
its ends.

• "# scrolling on reviews" is the mean number of times a review
became visible on the screen for more than 2 seconds (a min-
imum time to capture the reading of very short reviews such
as "Amazing view!" and overlook quick scrolls). It measures
the mean amount of scrolling activity on the reviews of the
homes.

• "# visualized reviews" is the mean number of distinct reviews
visualized on the screen for more than 2 seconds.

• "# clicks on fine-grained dimensions" is the mean number of
times participants filtered the information about the homes
by clicking on some fine-grained dimensions. This type
of event is only available in filter-with-img and filter-
without-img.

• "# clicks on keywords" is the mean number of times users
filtered the information about the homes by clicking on as-
pects (for instance, a noun such as "kitchen") or adjectives
("beautiful"), only available in filter-with-img and filter-
without-img.

• "# click on photos" is the mean number of times participants
clicked on the carousels of the homes to change the visual-
ized images, available in filter-with-img and full-data.

The mean time spent by users on the three user interfaces is rather
similar, with a slightly higher value in full-data, which does not
provide the information filtering functions offered by the other two
models.
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Interestingly, "# scrolling on homes" shows that participants
moved in the user interface to view the homes much more fre-
quently in filter-with-img and filter-without-img than in full-
data. The two models supporting information filtering obtained
almost 38% more scrolls than full-data. This means that people
visualized the homes in the list a larger number of times, denot-
ing higher comparison activity. Similarly, # scrolling on reviews"
shows that, with filter-with-img and filter-without-img, users
scrolled the review list more frequently than with full-data, and
"# visualized reviews" shows that they read twice as many reviews
as in full-data. However, filter-without-img received the larger
amount of scrolling, probably because users needed to check the
reviews in depth, lacking the support of images to evaluate the
homes.

A direct comparison of the models providing the information
filters shows that the participants clicked on average 8.9 times on
the fine-grained evaluation dimensions of experience when using
filter-with-img (i.e., about 2 clicks per home) and 5.65 times
when using filter-without-img. As the main difference between
the two models is that filter-with-img shows the images while
filter-without-img does not, the filtering activity is probably
aimed at selecting relevant ones to view. Differently, users used
the filters by keyword in a more or less equivalent way on the two
models but the usage of these filters is very limited and thus does
not provide much information.

The last comparison concerns the two models that show the im-
ages of the homes. The number of clicks on the carousels shows that,
when participants interacted with the user interface of full-data,
they browsed the photos 3 times as much as with filter-with-img
and visualized about 15 and 5 images per home, respectively. We ex-
plain this observation with the fact that, in filter-with-img, they
could focus on the photos describing the most relevant scenes, such
as the indoor environment of the homes. Differently, in full-data,
they had to browse the image lists searching for relevant photos in
an indiscriminate way.

7.3 Discussion

The participants of the user test perceived the filter-with-img
and full-data justification models, which show the photos of the
homes, as better than filter-without-img. In other words, the
combination of textual and pictorial information is useful for item
comparison.

The most interesting results concern the trade-off between the
power of information filtering on the exploration of multimodal
data about items, and the complexity brought by the service-based
filters we propose. On the one hand, the filter-with-img model
combines the helpfulness of visualizing the images of homes with
the conciseness of a service-aware presentation of information and
empowers users to quickly find what they need, reducing the effort
in the analysis of the reviews. However, it was perceived as more
cluttered than the baselines. Anyway, the log analysis confirms
with objective data about user behavior that the information filters
based on the fine-grained evaluation dimensions of experience (of-
fered by filter-with-img) clearly favored the comparison activity
compared to full-data. Moreover, the log analysis reveals that the

filter of images is useful to explore the data about the suggested
items. We can thus positively answer research question RQ1.

The results of the user study (concerning both user experience
and log analysis) also show that the participants were not interested
in filtering images and reviews by keyword to focus on detailed
aspects of items. We interpret this finding as evidence that having
filtered information by fine-grained evaluation dimension of experi-
ence, the user finds the retrieved data as relevant and does not need
to reduce it further. This provides a negative answer to research
question RQ2. Finally, the observation that some people perceived
the user interface of filter-with-img as moderately cluttered or
confusing confirms the suggestion to simplify this user interface
by reducing the filters based on keywords and aspects.

8 CONCLUSIONS

We presented a service-based model for the justification of rec-
ommendation results that makes it possible to filter multimodal
information about items by keywords and by fine-grained evalua-
tion dimensions describing consumer experience during the stages
of interaction with items. For the filtering of images, we employ
object recognition techniques. As a testbed for our model, we chose
the home-booking domain and we carried out a user study involv-
ing 50 participants. The results show that empowering the user to
filter data based on fine-grained evaluation dimensions of experi-
ence enhances the comparison activity during item selection. These
results encourage the introduction of service-based multimodal
information filtering in product and service catalogs and suggest
exploiting filters based on such dimensions to empower the user to
steer the presentation of data.

The main limitation is the small sample of users involved in
the experiment. We plan a larger one to retrieve more information
about users’ perceptions of the service-based justification models.
Moreover, as the user study has revealed the need to simplify the
information filtering functions offered by the filter-with-img
justification model, we plan to personalize the suggestion of filters
to the user’s interests. Finally, we plan to test our models on other
domains such as the e-commerce one to assess the applicability of
our approach to heterogeneous types of items. In this respect, it is
worth mentioning that the service modeling research has produced
specifications that can be adapted to the selected domain; e.g., ser-
vice blueprints for the online retailer platform [15], and for food
and beverage service systems [30].
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