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Fuzzy time series has been implemented for data prediction in the various sectors,
such as education, finance-economic, energy, traffic accident, others. Moreover, many
proposed models have been presented to improve the forecasting accuracy. However,
the interval-length adjustment and the out-sample forecast procedure are still issues in
fuzzy time series forecasting, where both issues are yet clearly investigated in the pre-
vious studies. In this paper, a new adjustment of the interval-length and the partition
number of the data set is proposed. Additionally, the determining of the out-sample
forecast is also discussed. The yearly oil production (OP) and oil consumption (OC) of
Malaysia and Indonesia from 1965 to 2012 are examined to evaluate the performance
of fuzzy time series and the probabilistic time series models. The result indicates that
the fuzzy time series model is better than the probabilistic models, such as regression
time series, exponential smoothing in terms of the forecasting accuracy. This paper thus
highlights the effect of the proposed interval length in reducing the forecasting error sig-
nificantly, as well as the main differences between the fuzzy and probabilistic time series
models.

Keywords: Fuzzy time series; index of linguistic; oil production–consumption; interval-
length; forecasting accuracy.

1. Introduction

Oil, gas, and energy sectors are essential to the modern economy throughout the
world, especially in Malaysia [Economic Transformation Programme Chapter 1,
http://www.etp.pemandu.gov.my.]. Synergistic efforts between the decision-makers
and industrial researchers to enhance research in oil production (OP) and oil
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consumption (OC) will not only improve the efficiency in both sides, but may also
determine the future of this country. Additionally, the development of accurate
forecasting models and strategic planning are crucial in maintaining both aspects
continuously.

Some of the previous studies have focused on the forecasting of oil price and
OC using specific models such as the econometric model, artificial neural network
(ANN), fuzzy regression (FR), support vector machine (SVM), fuzzy neural net-
work (FNN), Markov Chain, wavelet analysis [Gabralla and Abraham (2013)], fore-
casting models for energy price and consumption in ASEAN countries [Kimura
(2009)], statewide fuel consumption forecast models [Washington State Depart-
ment of Transportation (2010)], short-term energy outlook [U.S. Energy Informa-
tion Administration (2015); Czajkowski et al. (2001)], peak load forecasting models
for oil supply in China, Hubbert’s demand model, generalized Weng and HCZ mod-
els [Liangyong et al. (2008)]. More recently, the oil production–consumption in the
Middle East countries was modeled using Artificial Bee Colony algorithm (ABC-
LH) and Levenberg–Marquardt Neural Network (LMNN) [Chiroma et al. (2015)].
From these studies, several components can be observed, namely the model type,
time interval, forecasting accuracy, nonstatistical approach, and gap between theo-
retical models and their implementations in a real situation.

In the field of forecasting, researchers and academics face challenges in improving
the accuracy of the forecasting models, especially when it involves sensitive data and
dynamic variables. This is because of the difficulty of obtaining accurate historical
data in addition to the influence of many other factors on the data; these conditions
commonly occur in the OP and OC data sets. Studies on the systematic procedures
and prediction models in oil, gas, and energy sectors such as the ones mentioned
in the previous paragraph must be pursued by researchers. The government’s role
in providing resources for data prediction is also essential to ensure the future of
these two sectors.

In this paper, we present the univariate-FTS and the probabilistic-time series
models. The advantage of the first model, besides not needing assumptions and
explanatory variables for the data set, is that it can be used to forecast linguistic
values [Song and Chissom (1993a)]. The univariate-FTS model has been frequently
implemented to forecast real data in sectors such as education [Song and Chissom
(1993b); Chen (1996); Singh (2007); Kuo (2009); Ismail and Efendi (2011)], econ-
omy [Yu (2005); Yu and Huarng (2008); Lee et al. (2006); Efendi et al. (2013);
Sun et al. (2015); Gholizade and Chafi (2015)], and energy [Bolturuk et al. (2012);
Alpaslan and Cagcag (2012); Azadeh et al. (2012); Efendi et al. (2015); Ismail
et al. (2015); Efendi and Deris (2017)]. The forecasting accuracy of this model is
improved by modifying the interval numbers of the data set and using out-sample
model for linguistic time series. Meanwhile, the multiple-RTS model has been used
to evaluate and verify the performance of the FTS model by using the histori-
cal data of Malaysia’s yearly oil production and consumption from 1965 to 2012.
Through this model, the causal relationship between OP, OC, and time (year) may
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be investigated. This paper shows how the mathematical and statistical approaches
may be implemented in modeling the real time series data.

The next section describes the theories of FTS and probabilistic-TS. The pro-
posed method for the modification of the interval number of the data set is pre-
sented, followed by the discussion on the empirical analysis of oil production and
consumption.

2. Fundamental Theories of Fuzzy and Regression Time Series

2.1. Fundamental fuzzy time series and its procedure

Fuzzy time series (FTS) is the implementation of the fuzzy theory on the time series
data in which the historical data are linguistic values. From the literature, there
are no conventional time series methods that can be used to forecast this type of
data [Song and Chissom (1993a)]. The following are some recurring terms relevant
to FTS.

Definition 1 Fuzzy time series [Song and Chissom (1993a)]. Let Y (t) (t =
0, 1, 2, . . .), a subset of real numbers, be the universe of discourse in which fuzzy
sets fi(t) (i = 1, 2, . . .) are defined in the universe of discourse. Y (t) and F (t) are a
collection of fi(t) (i = 1, 2, . . .). Then F (t) is called a fuzzy time series defined on
Y (t) (t = 0, 1, 2, . . .). Therefore, F (t) can be understood as a linguistics time series
variable, where fi(t) (i = 1, 2, . . .) are possible linguistics values of F (t).

Definition 2 Fuzzy relations [Song and Chissom (1993a)]. If there exists a
fuzzy relationship R (t − 1, t) such that F (t) = F (t − 1) ◦ R(t − 1, t), then F (t) is
said to be caused by F (t − 1), denoted as

F (t − 1) → F (t). (1)

Definition 3 Fuzzy logical relationship (FLR) [Yu and Huarng (2008)].
Let F (t− 1) = Ai and F (t) = Aj . The FLR, which is the relationship between two
consecutive data, i.e. F (t) and F (t−1), can be denoted as Ai → Aj , i, j = 1, 2, . . . , p,
where Ai is the left-hand side (LHS) and Aj is the right-hand side (RHS) of the
FLR.

Definition 4 Fuzzy logical group (FLG) [Yu (2005)]. Let Ai → Aj1, Ai →
Aj2, . . . , Ai → Ajn be FLRs with the same LHS which can be grouped into an
ordered FLG by putting all their RHS together as the RHS of the FLG. This can
be written as

Ai → Aj1, Ai → Aj2, . . . , Ai → Ajn; i, j, . . . , p = 1, 2, . . . , n. (2)

The basics of FTS forecasting can be derived from the following steps [Song and
Chissom (1993b); Chen (1996); Yu (2005)]:

Step 1: Define the universe of discourse, U , and divide it into several intervals of
equal length.
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Step 2: Fuzzify each interval into linguistic time series values (Ai, i = 1, 2, . . . , p; p

is the partition number).
Step 3: Establish fuzzy logical relationships (FLRs) among linguistic time series

values (Ai → Aj , i, j = 1, 2, . . . , p).
Step 4: Establish forecasting rules. There are generally two rules for forecasting:

Rule 1: IF no relationship occurred among linguistic values, THEN the
final forecast is equal to the midpoint value of interval Ai.

Rule 2: Otherwise, the final forecast is determined by Step 5.

Step 5: Determine the forecast value. There are three models in determining the
final forecast, respectively, developed by Song and Chissom [1993b], Chen
[1996] and Yu [2005].
In Song and Chissom’s model,

F (t) = F (t − 1) · R(t, t − 1), (3)

where F (t) is the forecasted data of year t represented by fuzzy sets,
F (t− 1) is the fuzzified data year t − 1, “.” is the max–min composition
operator, and R is the union of the fuzzy relations.
In Chen’s model,

F (t + 1) = Average(m1, m2, . . . , mp), (4)

where m1, m2, . . . , mp are the midpoint values of the interval from the
fuzzy, relationships.
In Yu’s model,

F (t) = M(t) × W(t)T , (5)

where M(t) is the midpoint matrix (1 × n) and W(t) is the weight matrix
(n × 1). However, the flaw of these models is that they are not able to
forecast the series of each linguistic values. Therefore, the final forecasted
values could not be obtained clearly and logically.

2.2. Regression time series model and its procedure

In this section, regression time series (RTS) model was chosen as one of the proba-
bilistic time series (PTS) group models. Let us say we have a time series data of two
variables, y and x, where yt and xt are dated contemporaneously. A static model
relating y to x can be written as

yt = a + bxt + ut, t = 1, 2, . . . , n. (6)

Equation (6) is known as a “static model” which comes from the fact that a con-
temporaneous relationship between y and x is being modeled. A static model is
postulated when a change in x at time t is believed to have an immediate effect
on y. Static regression models are also used when one is interested in knowing the
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trade-off between y and x. To find out the effect of the series of time to y, the
relationship can be written as

yt = a + bt + ut, t = 1, 2, . . . , n. (7)

Equations (6) and (7) may be combined if any time trends exist in a regression
model and are written as

yt = a + bxt + ct + ut, t = 1, 2, . . . , n. (8)

Equation (8) is called a regression time series model with a linear trend (time trend).
The three equations above may be applied to forecast real data. The forecasting
algorithm can be calculated using the following steps [Wooldridge (2006)]:

Step 1: Identify the visual trend and relationship of (x, y) to t through a scatter
plot.

Step 2: Check the correlations among (x, y) and t.
Step 3: Estimate parameters a, b, and c by using ordinary least square method

(OLS).
Step 4: Check the validity of parameters a, b, and c using t-test and f -test.

3. Proposed Interval Length and Forecasting Algorithm

In FTS forecasting, the interval length and partition number of data are very
important because their contribution in reducing the forecasting error is significant.
Although many rules and approaches have been applied in previous studies [Song
and Chissom (1993b); Chen (1996); Yu (2005)], the findings have yet to produce
a guiding standard that can be followed. In 2013, Ismail et al. [2013] proposed the
inter-quartile range approach that is more compatible than the existing approaches.
However, this approach is not suitable when the range between quartiles is too big.
In this section, the modifying of the interval length is suggested as follows.

Let Xt (t = 1, 2, 3, . . . , n) be a time series data and the range (Xmin, Xmax)
be the elements of Xt. The effective interval length and partition number can be
determined by following this procedure:

Step 1: Determine quartiles Q1, Q2, and Q3 from data set Xt.
Step 2: Divide the data set into four intervals and determine their respective

frequency.
Step 3: Re-divide each interval from Table 1 using the corresponding frequency.

Thus, the total of interval numbers is equal to the total of frequency as well. On the
other hand, Ismail et al. [2013] proposed that the sub-interval number is equal to
the range at interval i divided by 1+3.3 log (fi), (i = 1, 2, 3, 4). The modification of
our proposed interval can be mathematically compared with the interval proposed
in Efendi et al. [2013] as shown below.
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Table 1. Quartile, range, and frequency of data set.

Interval Range between quartiles Frequency

[Xmin, Q1] R1 f1

[Q2, Q2] R2 f2

[Q2, Q3] R3 f3

[Q3, Xmax] R4 f4

Given,

Total of interval number(Ismail et al.) < Total of interval number(proposed model),

(9)

thus, the length of interval from both models is

la > lb, (10)

Ra

ka
>

Rb

kb
. (11)

By assuming a = b, therefore

Ra

(1 + 3.3 log(fa))
>

Ra

fa
, (12)

1
(1 + 3.3 log(fa))

>
1
fa

, (13)

because

(1 + 3.3 log (fa)) < fa, (14)

in which la, ka, Ra, and fa are interval length, number of interval, range, and
frequency of data, respectively, from the former approach by Ismail et al., while
the other parameters are from our proposed interval. Equation (13) shows that the
proposed interval length is smaller than the interval proposed by Ismail et al. [2013].
The rest of the steps in determining the final forecast can be shown systematically:

Step 4: Transform the actual data into linguistic time series values.
Step 5: Forecast the series of linguistic values by using statistical time series models

(forecasting type-1) as shown in Fig. 1 [Efendi et al. (2015)].
Step 6: Forecast the numerical time series by using midpoint values of the interval

(forecasting type-2) as shown in Fig. 2.
Step 7: Measure the forecasting accuracy of FTS and RTS models by looking at

the mean square error (MSE).

The computation steps of the proposed forecasting algorithm are summarized in
the form of a flow diagram in Fig. 3.
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Let the linguis�cs �me
series data be

Ai = (A1, A2, A3, ..., Ap),
in which i = 1, 2, 3, ...,

p

Assume all series of
lingus�c value is a

new �me series data
yt = (1, 2, 3, ..., p)

Forecast yt by using
�me series model
(forecas�ng type 1)

Fig. 1. Forecasting type-1.

Let the linguis�cs
�me series be

Ai = (A1, A2, ..., Ap)

Let the midpoint
values of interval Ai
be mi = (m1, m2, ...,

mp)

Forecast using the
numerical model

(forecas�ng type 2)
F(Ai) = mi,

where i = 1, 2, ..., p

Fig. 2. Forecasting type-2.

Step 1: Compute
quar�les, ranges,
intervals, and sub-
intervals of data set

Step 2: Tranform actual
data into linguis�c data

Step 3: Compute
forecas�ng type-1

Step 4: Compute
forecas�ng type-2

Step 5: Convert values
from forecas�ng type-1
and 2 and compare the
forecas�ng accuracy

Fig. 3. Forecasting steps based on the proposed algorithm.

4. Empirical Analysis

In this section, the FTS and RTS models implemented to forecast the yearly OP
and OC of Malaysia and Indonesia data from 1965 to 2012 are used to examine
both the models separately. Using the proposed algorithm delineated in Sec. 3 and
Malaysia’s yearly oil data, the computation of the forecasted values is presented as
follows:

Step 1: The quartiles of the OP and OC data sets were calculated in Table 2.
Step 2: Each data set was divided into four intervals, and the ranges and frequencies

were determined in Table 3.
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Table 2. Quartiles of oil production and consumption.

Data Q1 Q2 Q3

OP (barrel) 171 564.5 703.75
OC (barrel) 99.25 214.50 519.50

Table 3. Interval, range, and frequency of oil production and consumption.

Interval Range between quartiles Frequency

OP
[1.00, 171.5] 170 12
[171.5, 564.5] 393.5 12
[564.5, 703.7] 139.5 12
[703.7, 776.0] 72.25 12

OC

[46, 99.25] 52.25 12
[99.25, 214.50] 115.25 12
[214.50, 519.50] 61 12
[519.50, 718.00] 39.7 12

Step 3: The intervals were re-divided into sub-intervals and the midpoint values of
the intervals were determined in Table 4.

Step 4: The actual data were transformed into linguistic time series values in
Table 5.

Step 5: The index series of each linguistic value can be forecasted by using the RTS
model, as presented in Table 7. While, the descriptive statistics between
the actual OP, OC and their linguistic indexes are presented in Table 6.

With reference to Table 6, the ranges of the actual OC–OP are very huge when
compared to the ranges of OC–OP indexes, observed by the large difference between
the maximum and minimum data. At the same time, the variance of the actual data

Table 4. Sub-intervals and their linguistic time series values.

Sub-interval Midpoint value of interval Linguistic value

OP
[1, 14.16] 7.58 A1

[14.16, 28.32] 21.24 A2

[28.32, 42.68] 35.40 A3

— — —
[763.90, 769.90] 766.90 A47

[769.90, 776.00] 772.90 A48

OC

[46, 50.35] 48.175 A1

[50.35, 54.70] 52.52 A2

[54.70, 59.05] 56.875 A3

— — —
[701.44, 718.00] 709.72 A48
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Table 5. Transformation of actual data into linguistic time series.

Year Actual OP Linguistic time series Year Actual OC Linguistic time series

1965 1 A1 1965 46 A1

1966 1 A1 1966 54 A2

1967 1 A1 1967 54 A2

1968 4 A1 1968 54 A2

1969 9 A1 1969 56 A3

1970 18 A2 1970 63 A4

1971 69 A5 1971 68 A6

1972 93 A7 1972 76 A7

— — — — — —
2012 670 A34 2012 283 A48

Table 6. Descriptive statistics.

N Range Minimum Maximum Mean Std. deviation Variance

OP-MY (actual) 48 775 1 776 452.04 280.757 78824.594
OC-MY (actual) 48 672 46 718 319.21 233.011 54293.913
Index OC 48 47 1 48 25.35 14.902 222.063
Index OC 20 48 19 1 20 10.79 6.202 38.466
Index OP 20 48 19 1 20 10.40 6.066 36.797
Index OP 48 48 47 1 48 24.33 14.781 218.482
Valid N (listwise) 48

(real data) is also higher than that of the index data (linguistics data). The index
data is a key point to consider in forecasting type-1. Furthermore, by using the
index data, the forecasting error may be reduced significantly because the digit
number of the data will become smaller when they are transformed into linguistic
values (index data type).

Table 7 shows that the forecasted index of each linguistic from OP and OC is
derived by RTS models. Moreover, the causal relationships between index-OP and

Table 7. Actual and forecasted indexes of linguistic time series values.

OP OC

Year Actual index Forecasted index Actual index Forecasted index

1965 1 1 1 1
1966 1 2 2 2
1967 1 3 2 3
1968 1 4 2 2
1969 1 5 3 3
1970 2 6 4 4
1971 5 7 6 6
1972 7 8 7 8
— — — — —

2012 34 48 48 49
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Table 8. Forecasted real time series for each linguistic value.

OP OC

Forecasted Forecasted real Forecasted Forecasted real
Year index time series index time series

1965 A1 8 A1 48
1966 A2 21 A2 53
1967 A3 35 A3 57
1968 A4 50 A2 53
1969 A5 64 A3 57
1970 A6 78 A4 61
1971 A7 92 A6 61
1972 A8 106 A8 69
— — — — —

2012 A48 773 A49 79

year (time), and also between index-OC and year (time) can be written mathemat-
ically as

(Index-OP)Year = 0.002 + 0.994 (Year). (15)

(Index-OC)Year = −0.602 + 1.059 (Year). (16)

Step 6: The numerical time series value (forecasting type-2) for each linguistic time
series is forecast using each midpoint interval as presented in Table 8. While
all forecasted results obtained by the FTS and RTS models can be presented
in Table 9.

Table 8 shows the transformation process from the forecasted index (forecasting
type-1) into the forecasted real value (forecasting type-2) for OC and OP, respec-
tively. For example, if the forecasted index is A8, then the forecasted numerical
value is 108 (in barrels). From this procedure, we can describe the clear way in
determining the forecasted linguistic index and numerical value. Both forecasting
types are significantly different from the previous models in FTS forecasting. Thus,
forecasting type-1 is our main contribution to improve the performance of FTS
model as compared to the existing studies.

Table 9 shows three different models used to forecast the yearly oil production
and consumption. For the RTS model, the correlation coefficients between OP,
OC, and year (time) indicate strong linear relationships among these variables.
Therefore, the regression time series model for both data sets can be written as

(OC)Year = 21.962 Year − 0.307(OP)Year − 43213.97, (17)

(OP)Year = 33.299 Year − 0.891(OC)Year − 65478.573. (18)

In Eqs. (17) and (18), the number of intervals used was 48 while the forecasting
results from FTS-1 and FTS-2 were derived using the model proposed by Efendi
et al. [2015].
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Table 9. Forecasted results using RTS and FTS models.

Year Actual RTS FTS-1 FTS-2

OP
1965 1 9 0 8
1966 1 28 18 21
1967 1 47 18 35
1968 4 66 51 50
1969 9 84 51 64
1970 18 103 51 78
— — — — —

2012 670 897 754 773

OC

Year Actual RTS FTS-1 FTS-2

1965 46 −73 0 48
1966 54 −53 51 53
1967 54 −31 51 57
1968 54 −9 62 53
1969 56 12 62 57
1970 63 32 73 61
— — — — —

2012 712 755 738 721

Table 10. MSE comparison between proposed and the existing models
(In-sample forecast).

MSE

Model Malaysia’s OP Indonesia’s OP

RTS-1 (OC, T) 6295.419 53019.63
RTS-2 (T) 8666.020 —
ARIMA 1235.066 1788.996
FTS-1 [Yu (2005)] 4556.098 6450.987
FTS-2 [Cheng et al. (2008)] 3456.865 3214.779
FTS-3 [Ismail et al. (2013)] 2328.861 560.187
FTS-4 (Proposed model) 1881.947∗∗ 109.466∗∗

MSE

Model Malaysia’s OC Indonesia’s consumption

RTS-1 (OP, T) 34014.199 3091.468
RTS-2 (T) 6855.874 —
DES-TS 5181.182
ARIMA 1558.987 2998.765
FTS-1 [Yu (2005)] 2887.898 4578.786
FTS-2 [Cheng et al. (2008)] 1775.633 3788.665
FTS-3 [Ismail et al. (2013) 521.504 9496.788
FTS-4 (Proposed model) 232.658∗∗ 2801.686∗∗

Note: ∗∗: smallest MSE.
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Table 11. MSE comparison between proposed and the existing models

(Out-sample forecast).

MSE

Model Malaysia’s OP Indonesia’s OP

RTS-1 (OC, T) 6467.323 69117.67
RTS-2 (T) 9200.112 —
ARIMA 1834.122 2388.221
FTS-1 [Yu (2005)] 5556.698 6959.587
FTS-2 [Cheng et al. (2008)] 4456.653 4214.865
FTS-3 [Ismail et al. (2013)] 2922.786 765.989
FTS-4 (Proposed model) 2478.543∗∗ 259.678∗∗

MSE

Model Malaysia’s OC Indonesia’s consumption

RTS-1 (OP, T) 34014.199 4145.661
RTS-2 (T) 6855.874 —
DES-TS 5181.182
ARIMA 1728.113 3003.225
FTS-1 [Yu (2005)] 2997.199 4600.110
FTS-2 [Cheng et al. (2008)] 1909.201 3811.667
FTS-3 [Ismail et al. (2013)] 777.234 9811.667
FTS-4 (Proposed model) 411.334∗∗ 3001.145∗∗

Note: ∗∗: smallest MSE.

Step 7: The accuracy of the forecasting performance of FTS and RTS models is
evaluated by using training (in-sample forecast) and testing (out-sample
forecast), respectively. The comparison of MSE between proposed and the
existing models is shown in Table 10.

Tables 10 and 11 indicate that the MSE (in-out-sample forecast) of Malaysian–
Indonesian OP from FTS-4 model are smaller than the MSE which derived by others
models. Both MSEs show the effect of different interval numbers is very significant
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in increasing the forecasting accuracy. The performance of FTS and RTS models
in forecasting the OP and OC (Malaysia’s oil data) is shown graphically in Figs. 4
and 5.

Figure 4 illustrates that the actual OC does not always increase linearly with
year, although both variables have strong linear positive relationship. The yellow
plot is the forecasted values obtained by the RTS model. From 1976 to 1996, the
actual OC was not precisely predicted by this model. However, a more accurate
estimation was obtained by the FTS model, especially FTS-2 with 48 intervals.

In Fig. 5, the estimated values of OP are more precise using FTS as compared
to the RTS models, especially FTS-2 model with 48 intervals. Many actual data of
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Fig. 6. Actual and forecasted values of Indonesia’s oil production and consumption using RTS
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Fig. 7. Indonesia’s yearly OP using DES-TS, SES-TS, and FTS models.

OP could not be accurately forecasted by the RTS model especially from year 1985
to 1998.

Next, the plotting of the actual and forecasted results of Indonesia’s OP and
OC is illustrated in Figs. 6 and 7.

Table 12. Characteristic of FTS and RTS models in forecasting.

Component FTS forecasting model RTS forecasting model

Data type Real data and linguistic data are
needed but without any
assumption, e.g. number of data
can be less than 30.

Real data will full assumption are
needed.

Model type Linguistic index: Probabilistic model
Numerical value: Deterministic
model.

Probabilistic model.

Forecasting
algorithm

Straightforward steps. Simple in
computation because index data
uses digit numbers.

Some steps need looping. The
computation steps are complex
when the digit of the data is very
big.

Ability Suitable for predicting fluctuating
data with an upward or downward
trend (see Fig. 7).

Suitable for predicting trend data
with no fluctuation (for upward or
downward trend).

Accuracy Depends on the partition number and
interval length. More accurate when
data fluctuates.

Depends on the number of data and
the correlation between the
explanatory and response
variables. Not accurate when data
fluctuates.

Process (1) To forecast a series of linguistic

values using statistical models.
(2) To forecast numerical values of

linguistic using the midpoint of
intervals.

To forecast numerical values using
the model obtained from
historical data.
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Figure 6 shows the performance of the RTS model in predicting both Indonesia’s
yearly OP and OC. For the OP graph, it was difficult to estimate the actual data
using this model because of the fluctuating data. Nevertheless, the same model was
able to forecast the yearly OC more precisely.

Figure 7 illustrates the performance of three different models, namely double
exponential smoothing time series (DES-TS), seasonal exponential smoothing time
series (SES-TS), and FTS models, in predicting Indonesia’s yearly OP data. These
models are generally able to cope with the actual data. Based on this empirical
study, the characteristic of FTS and RTS models can be distinguished and is listed
in Table 12.

5. Conclusion

In this paper, the FTS and RTS models have been applied to forecast the yearly
OP and OC data. The performance of the FTS model was better than the RTS
model in terms of the MSE for both Indonesia’s and Malaysia’s OC. Moreover,
the FTS model performed well in terms of the MSE for Indonesia’s OP. From this
performance, some merits of FTS model could be identified. The model does not
require a scope for the number of data or any assumption for the data type, and
also no statistical testing in terms of the model parameters, plus it is easier to
be understood with simple calculations. The optimization of the partition number,
however, is very important in the FTS model in order to achieve high forecasting
accuracy. Apart from that, forecasting type-1 is also very helpful in obtaining better
forecast values.
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Journal.
Really exited. I am waiting the next information, especially publication issue and volume.

Best Regards,

Riswan Efendi, PhD
Fuzzy Time Series Modelling
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Alhamdulillah Prof,
Paper kita accepted dekat ADAA world scientific.

Best Regards,

Riswan Efendi, PhD
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Ref.:  Ms. No. ADSAA-D-16-00010
Prediction of Malaysian-Indonesian Oil Production and Consumption Using Fuzzy Time Series Model
Advances in Data Science and Adaptive Analysis

Dear Dr riswan efendi,

Reviewers have now commented on your paper.  You will see that they are advising that you revise your manuscript.  If
you are prepared to undertake the work required, I would be pleased to reconsider my decision. 

For your guidance, reviewers' comments are appended below.

If you decide to revise the work, please submit a list of changes or a rebuttal against each point which is being raised
when you submit the revised manuscript.

Your revision is due by Nov 20, 2016.

To submit a revision, go to http://adsaa.edmgr.com/ and log in as an Author.  You will see a menu item call Submission
Needing Revision.  You will find your submission record there.

Yours sincerely

Nii Attoh-Okine, Ph.D
Associate Editor
Advances in Data Science and Adaptive Analysis

Reviewers' comments:

Reviewer : This paper proposes a fuzzy time series algorithm. The proposed aprpoach MAY be accurate. However,
author(s) do not test its accuracy for out-of-sample period. So, the results are doubtful.
Also author(s) do not employ classical time series methods (e.g. ARIMA, Holt-Winters or even Naive) which are much
more simple. So, we are not sure that the proposed approach is worth to invest time and energy. If ARIMA or H-W is
accurate in post-sample period, then the proposed algorithm becomes unnecessary.
Only MSE is employed for accuracy control. There are various other alternatives. It would be much fair to see them in the
paper.
Stationarity is not tested or controlled for given dataset.

ASSOC EDITOR:
In addition to the comments, the author should a) provide the rational of transforming actual data to linguistic variable, b)
Table 4 how was the range of the variable was selected. Addressing these two question will provide may validity to the
analysis.
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