
Establishment-level occupational safety analytics: Challenges 
and opportunities

Anne M. Foremana,*, Jonathan E. Friedela,b, Timothy D. Ludwigc, Maira E. Ezerinsd, Yalçin 
Açikgözc, Shawn M. Bergmanc, Oliver Wirtha

aNational Institute for Occupational Safety and Health, USA

bGeorgia Southern University, USA

cAppalachian State University, USA

dUniversity of Arkansas, USA

Abstract

In occupational safety and health, big data and analytics show promise for the prediction and 

prevention of workplace injuries. Advances in computing power and analytical methods have 

allowed companies to reveal insights from the “big” data that previously would have gone 

undetected. Despite the promise, occupational safety has lagged behind other industries, such 

as supply chain management and healthcare, in terms of exploiting the potential of analytics and 

much of the data collected by organizations goes unanalyzed. The purpose of the present paper is 

to argue for the broader application of establishment-level safety analytics. This is accomplished 

by defining the terms, describing previous research, outlining the necessary components required, 

and describing knowledge gaps and future directions. The knowledge gaps and future directions 

for research in establishment-level analytics are categorized into readiness for analytics, analytics 

methods, technology integration, data culture, and impact of analytics.
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Businesses worldwide are collecting and analyzing ever-increasing amounts of data (Marr, 

2018). Vast amounts of customer data, health data, production and process data, and data 

from other various organizational functions are being collected and analyzed to better 

understand consumer preferences (Bradlow et al., 2017), medical care (Wang et al., 2018), 

and supply chain management (Waller and Fawcett, 2013), among others. Advances in 

computing power and analytical methods have allowed companies to reveal insights from 
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the “big” data that previously would have gone undetected. For example, Monsanto—an 

agricultural biotechnology company—analyzed 150 billion soil observations and 10 trillion 

weather-simulation points to improve crop yields and reduce losses. The insights gained 

direct “smart” machinery to plant seeds at specific locations and depths to maximize yields 

(Schumpeter, 2014).

In occupational safety and health (OSH), big data and analytics show promise for the 

prediction and prevention of workplace injuries. For example, a gold mining company 

(Goldcorp) hired a professional services company (Deloitte) to examine a five-year period 

of data that included 2,000 safety incidents and 1.8 million days worked as well as 

demographics, production data, operations data, and the weather (Stewart, 2013). Analytics 

techniques identified relations between compensation and injuries, injury rates and age, 

injury rates and job roles, among others.

Despite the fact that businesses are collecting more data than ever before, it is estimated 

that 60%–73% of all data collected remains unanalyzed (Gualtieri, 2016), data that is often 

termed “dark data” (Schembera and Durán, 2020). In OSH, large scale data collection 

and adoption of sophisticated data analytic approaches has lagged even further behind. 

Numerous barriers and challenges have hindered the implementation of large-scale analytics 

in OSH, including a lack of knowledge and experience of OSH professionals in data science, 

employee privacy concerns, absence of centralized databases or IT expertise, and a lack 

of knowledge about the potential benefits of their use (Wagner, 2014). The purpose of the 

present paper is to illuminate these challenges and propose several promising steps towards 

realizing the full potential of safety analytics.

1. What is safety analytics?

The term “analytics” is ubiquitous in contemporary business settings, and yet the definitions 

are numerous and inconsistent (Gandomi and Haider, 2015; Van Barneveld, Arnold and 

Campbell, 2012). Although analytics is often used as a synonym for applications of 

statistics, data science, or any other type of quantitative approach that guides decision 

making (Rose, 2016), we prefer the definition of analytics as “the process of developing 

actionable insights through problem definition and the application of statistical models 

and analysis against existing and/or simulated future data” (Cooper, 2012, p. 3). The 

statistical techniques in analytics can vary from simple linear regression techniques to 

complex unsupervised algorithms depending on the nature of the data and the problem 

being addressed. As described in the definition, for these statistical models to be considered 

analytics they must produce information that allows people the ability to solve or abate 

the problem at hand. In 2014, a NIOSH Science Blog post drew attention to the potential 

application of analytics techniques in OSH (i.e., safety analytics) where they could be used 

to predict and prevent injuries and illness among workers (Wagner, 2014).

Much like analytics, the term “big data” has become a catch-all buzzword. A popular way to 

conceptualize big data and distinguish it from features of data used in traditional statistical 

and quantitative methods is in terms of five features: volume, velocity, variety, value, and 
veracity (Ramadan, 2017). Volume simply refers to the amount of data, and big data volume 
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historically refers to an amount of data that surpasses the capacity of typical database 

systems (Dumbill, 2013). However, as the capacity of databases grow with distributed 

databases and other technological advances (e.g., Hadoop; White, 2015), the volume feature 

of big data becomes less limiting. The volume of data that is collected, however, allows 

for the application of statistical models and analysis that cannot reliability be used on the 

amount of information collected used in traditional statistical analyses. In OSH, volume is 

the amount of data that can be incorporated into analytics across the organization.

Velocity refers generally to the speed at which the data are generated. For example, many 

industrial machines now include sensors that can provide second-to-second measurements 

of stressors (e.g., temperature, force) that can lead to breakdowns. In OSH, injury reports 

represent a relatively slow velocity data generation because the data tend to be gathered 

infrequently and intermittently. On the other hand, daily behavior-based observations of 

hazards and risks (Agraz-Boeneker et al., 2007) and hazard sensor data (Pavón et al., 2018) 

can generate dozens to thousands of data points every day. This continual collection of data 

makes it possible to conduct “real time” analyses and update retrospective and prediction 

models quicker than what was possible with traditional data collection methods.

Variety refers to the diversity of information types, forms, and data structures. Variety 

implies not only numeric data, but also video, audio, still-images, direct sensor data, and 

text. An important aspect of data variety is whether the data are structured or unstructured. 

Structured data are sometimes perceived as more desirable because they are in a format 

that can be readily analyzed (Baars and Kemper, 2008), such as a database of patient 

information in a hospital. Unstructured data are not recorded in a format that can be 

readily analyzed (Katal et al., 2013), such as hand written notes from a doctor in that 

same hospital, audio files, or images. Although analysis of unstructured data can be more 

labor intensive and require more expertise, converting unstructured data into structured 

data can be advantageous because it may provide more detailed and actionable information 

(Inmon and Nesavich, 2007). In OSH, examples of unstructured data include text from 

behavioral observation checklists, narrative summaries on incident reports, or change data 

from equipment sensors, which are usually stored in data lake. Other systems may or may 

not be structured depending on the system that is used to record the data. For example, 

safety checklists that are entered via a tablet or computer and automatically uploaded to a 

database or spreadsheet in which the information is structured into appropriate rows and 

columns might be amenable to analysis. This data variety means that traditional data storage 

and management techniques need to be expanded to collect, process, and analyze a more 

robust sampling of events happening in OSH.

Value and veracity relate to all types of data, not just big data. Value refers to how useful or 

beneficial the data are. In analytics, the value of data is in terms of providing information 

that leads to actional solutions or insights. Some data may not be worth the effort required 

to collect them. Additionally, educated guesses and inferences about the value of data can 

be made, but it may only be possible to tell if data are valuable after analysis has begun. 

Veracity refers to how accurate or trustworthy the data are. Veracity has also been defined as 

the uncertainty of the data (Bellazzi, 2014). Veracity of the data may depend on the source. 

For example, weather data automatically collected from National Oceanic and Atmospheric 
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Administration sources may have more veracity than a worker collecting observational data 

on a shop floor. Veracity is a critically important in big data analytics when the volume of 

data can easily encompass hundreds of thousands or millions of data points.

It is important to note that the terms “big data” and “analytics” are often used 

interchangeably, but they are distinct concepts. Analytics can be used with any data set 

whether or not it can be considered “big data.” Many OSH studies apply analytics methods 

with data sets that lack volume, velocity, or variety, but the analysis may still reveal 

valuable insights. For example, a study analyzing 309 case reports of fatal occupational 

injuries—a small number in terms of big data—over a five year period in the construction 

industry in Taiwan used association rule mining (a type of analytics) to identify factors 

contributing to injuries (e. g., weather conditions, worker tenure, etc.; Liao and Perng, 

2008). Other examples of analytics that have been used in occupational safety research with 

traditional data, sometimes affectionally called “small data” (Guilfoyle et al., 2016), include 

applications of classification and regression trees (Cheng et al., 2012), structural equation 

modeling (Manzoor et al., 2018), and k-means clustering (Raviv, Fishbain, & Shapira, 

2017). Regardless of the size of data sets, analytics can still provide valuable insights to 

organizations.

Although these studies show the power of using small data with analytics, unlocking the 

full potential of safety analytics requires that information be gathered from a variety of 

sources throughout the organization. Advancements in technology, automated processes, 

and shared databases now make it more possible than ever to bring together different 

types of information from all organizational areas in order capture a more representative 

picture of the organization and how functions across the enterprise relate to OSH outcomes. 

Combining traditional sources of safety data (injury and near miss reports, safety audits, 

inspection checklists, and behavioral observations) with other sources of organizational data, 

such as human resources, operational, customer and sales information, and financial data 

represents a unique opportunity to realize the full potential of safety analytics and enhance 

the safety of the workplace.

Regardless of the type of data being used in analytics, the properties and needs of the data 

are the same as those of traditional statistical methods. There is a temptation to assume that 

just because data is “big”, it is valid and reliable. This assumption is inaccurate as the issues 

with “dirty” data (i.e., data that is inaccurate, incomplete or inconsistent) in analytics is a 

continued concern (Gartner, 2017) and is captured in one of the five features of big data, 

veracity (Ramadan, 2017). Given the speed at which analytics can deliver information and, 

in some cases automate decision-making, the accuracy, representativeness, and reliability of 

the data, big and small, flowing into analytic algorithms is more important than ever. In 

other words, analytic solutions that can reveal undiscovered patterns in organizational data 

are only as good as the quality of the information being captured.

Analytic strategies are often classified into four categories: descriptive, diagnostic, 

predictive, and prescriptive (Institute for Operations Research and the Management 

Sciences, 2014). Descriptive analytics are often used in the initial stages of data analysis 

and consist of visualizing historical data through the creation of scatter plots, histograms, or 
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other types of graphs as well as calculating descriptive statistics for the variables of interest 

(e.g., mean, mode, variance, etc.). In some areas, the term exploratory analysis can be 

used to refer to descriptive analysis. Diagnostic analytics are used to assess the relationship 

between predictor and outcome variables to explore why something happened. Diagnostic 

analytics can often involve traditional statistical techniques such as correlations, linear and 

logistic regressions, and analysis of variance but can also include other non-traditional 

techniques such as decision-trees, artificial neural networks, and support vector machines to 

examine the relationships between predictor variables and safety outcomes. Descriptive and 

diagnostic analytics are both retrospective and are conducted on predictor and outcome data 

that has already been collected.

Predictive and prescriptive analytics, on the other hand, focus on forecasting the likelihood 

of an outcome based on continuously updated predictor data which has been collected. 

More specifically, predictive analytics consists of using statistical approaches to analyze 

historical data to evaluate what could happen in the future. This occurs when new predictor 

data is collected, but the outcome data has not yet been captured. The patterns found in 

diagnostic models are applied to the new predictor data to forecast the likelihood of an 

incident. Diagnostic models used in predictive analytics are thoroughly examined using a 

variety of cross-validation techniques to look for overfitting or selection bias and estimate 

how the pattern will generalize to future data. Once the outcome measure is captured, the 

models are reexamined, and the forecasts are updated. Prescriptive analytics involves using 

analytic strategies to forecast the outcomes of different interventions, courses of action, 

or scenarios in a proactive effort to change the likelihood of an event that is predicted to 

occur. Prescriptive analytics automates the predictive modeling and proactively provides 

suggestions for a course of action that will improve a desired outcome. It should be 

noted that these categories provide general descriptions of approaches in analytics, but the 

distinctions between them are sometimes blurry. Additionally, applications of analytics may 

involve more than one type of analytics.

2. The current scope of analytics in occupational safety

Advances in computing power, combined with growing awareness of the potential in 

predictive and prescriptive analytics to improve safety, have led to greater interest and 

investment toward analytics in OSH (Wagner, 2014). The scope of analytics can be 

as narrow as within one establishment or as broad as across industry sectors. Because 

applications of analytics in OSH are still in its early stages, the existing examples in the 

safety literature are quite varied in scope and methods, which usually are dictated by 

the question(s) of interest. We will describe several examples of safety analytics in the 

literature that vary in terms of scope and methodology. Ultimately, we will argue that while 

cross-sector and industry-level analyses can provide insights which improve OSH, the use 

of safety analytics at the enterprise- or establishment-level is an under-utilized approach that 

holds a great deal of promise.

It is helpful to categorize the studies described in this section according to the North 

American Industry Classification System (NAICS) hierarchy. The hierarchy consists of the 

sector, subsector, industry, enterprise, and establishment. To illustrate the different levels of 
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the hierarchy, consider a chain of five grocery stores. The sector would be Retail Trade, 

the subsector would be Food and Beverage Stores, and the Industry would be Grocery 

Stores. The company that owns all the grocery stores would be considered an enterprise and 

each individual grocery store in the chain would be considered an establishment. There are 

advantages and disadvantages of expanding or limiting the scope of analysis across or within 

industries, including trade-offs between generalizability and specificity (discussed below).

At the cross-sector and sector level of analysis, several studies have used analytic 

approaches to analyze precursors to injuries (Ghodrati et al., 2018; Goh and Chua, 2013; 

Matías et al., 2008). When the scope of analysis is very broad, at either the cross-sector 

or sector level, the analyst may have a large amount of data (large volume) to examine 

across a limited number of variables. There may be a low variety in the sources data because 

studies conducted with data collected across a sector are often using data collected from 

national databases that may only require establishments to include a handful of details when 

reporting a work-place incident. For example, a study concerning occupational injuries in 

the construction sector was conducted with data collected by the Taiwanese government 

(Cheng et al., 2012). The variables that were investigated were accident type (e.g., electric 

shock, traffic accident), project type, company size, project contract amount, source of 

injury, worker gender, worker age, unsafe condition (e.g., PPE not provided), unsafe acts 

(e.g., PPE not used), and safety management systems (e.g., safety training was offered, 

self-inspections were conducted, etc.). The authors used a classification and regression tree 

to identify the factors associated with different occupational incidents. One example finding 

from the study was that falls were more likely in construction projects by small businesses 

(fewer than 10 people) that cost less than five million Taiwanese dollars (approximately 

166,000 US dollars). A limitation of these sorts of analyses is a lack of data representing 

internal organizational operations making it more difficult to identify specific actionable 

interventions, the goal of safety analytics.

Other sector or cross-sector level analytics projects include studies of worker compensation 

injury narratives and other large databases of injury-related narratives (Bertke et al., 2016; 

Kakhki et al., 2020; Marucci-Wellman et al., 2015; Vallmuur et al., 2016). Typical analyses 

of these sorts of databases are time consuming because the data are unstructured and thus 

often must be evaluated by human raters. Text mining is an analytic approach that is 

used to identify patterns and trends in textual data with machine learning algorithms and 

natural language processing (Hotho et al., 2005). In an example study, two naïve Bayes 

algorithms were used to classify 15,000 workers’ compensation narratives into Bureau of 

Labor Statistics two-digit event codes (Marucci-Wellman et al., 2015). The algorithms were 

87% accurate, and the accuracy was high across all of the event codes, including those that 

were relatively uncommon. After classifying the narratives with the algorithms, only 32% 

of the cases required additional manual coding. Although there is promise in text-mining 

approaches to analyze injury narratives, sector and cross-sector data sets are usually limited 

by minimal governmental reporting requirements that often include only immediate events 

and conditions surrounding an injury. Despite the hard-wired limitations in the types of 

variables collected, actionable insights have been obtained from such databases (Meyers et 

al., 2018).
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Industry-level analyses also have limitations related to the variety of data available similar 

to sector and cross-sector levels of analyses. Researchers analyzing data at the industry 

level often use national compulsory industry reporting databases (e.g., OSHA, national or 

state workers’ compensation databases). For example, a study analyzing injuries in the 

wood manufacturing industry in a region of Italy relied on the Italian National Workers’ 

Compensation Authority’s database, and thus the data were limited to the specifics of 

the incident and workers’ ages. One industry with a robust voluntary incident reporting 

system is aviation which instituted the Aviation Safety Reporting System in 1975 (Billings 

et al., 1976). Although there have been calls for industry-level incident reporting in the 

railroad industry (Federal Railroad Administration, 2003) and voluntary patient safety 

reporting systems are prevalent in the healthcare industry (Herzer et al., 2012), there are 

known barriers to the implementation of voluntary worker incident reporting systems, 

including confidentiality and effort burden (Gifford and Anderson, 2010). The lack of 

robust, standardized reporting among industries is reflected in the dearth of industry-level 

analytic approaches in the OSH literature.

Enterprise- and establishment-level analytics offer several potential advantages over analyses 

with a broader scope and obviate some of the previously discussed limitations of not 

having data from multiple sources within an organization. In contrast to databases of 

injuries collected by state and national governments like those described above, enterprises 

and establishments can leverage data from more sources that capture the larger context 

in which incidents and near misses occur. For example, Lingard et al. (2017) report an 

analytics project that used data from a large infrastructure construction program within a 

single enterprise that incorporated data from the enterprise’s safety program (e.g., toolbox 

meetings, prestart meetings, safety observations, hazards reported, etc.) as well as the 

frequency of injuries. By incorporating numerous leading indicators, the researchers were 

able to identify a cyclical pattern between leading and lagging indicators in which injuries 

were often followed by preventative measures such as an increase in toolbox meetings, 

which then decreased in frequency as the time from the injury increased. In another 

enterprise-level analysis conducted on data collected by a construction contracting company 

in Singapore, some variables analyzed were related to characteristics of the construction 

projects (e.g., project type, ownership, cost, etc.) and other variables were related to internal 

safety inspections (e.g., falling hazards, scaffold safety, etc.; Poh et al., 2018). With these 

data, the authors constructed five different types of machine learning models to predict 

the occurrence of no accidents, minor accidents, and major accidents in historical data. 

The best-fitting model in their analysis, a type of classification model called a random 

forest, achieved 78% accuracy in predicting accidents. The findings from this study are 

demonstrative of the more nuanced relations that can potentially be revealed at the enterprise 

and establishment level.

Analytics conducted at enterprise and establishment levels may hold the most promise for 

predicting and preventing workplace injuries given it can incorporate local information 

from across the entity. As described above, exploiting the data collected by state and 

national governing bodies provides incomplete insight because of the limited amount of 

organizational information collected (although there are some research questions that will 

always be best addressed at the sector or cross-sector level, such as extremely rare events). 

Foreman et al. Page 7

Int J Ind Ergon. Author manuscript; available in PMC 2024 March 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



In contrast, conducting analytics within an enterprise or establishment greatly increases 

the types and sources of data available. Table 1 shows variables that could be collected 

categorized by topic area. The table is not intended to be an exhaustive list. The examples 

of variables within the table are not industry specific, and some of the relevant variables will 

differ across industries (for example, wind speed data may be highly relevant on an oil rig 

but may be irrelevant in furniture manufacturing). The divisions in which different variables 

are housed may also vary across industries and organizations. The variables differ in terms 

of their type, either numeric or alphanumeric, and may drastically differ in terms of their 

structure. For example, if machine inspections are done by hand with pencil and paper, then 

it may take several steps (e.g., transcribing, formatting, and entering into a database) before 

they become structured data. With the availability and decreasing cost of tablet computers, 

the step of transcribing information to a computer is likely becoming less common and is 

likely a contributing factor to the growing interest in big data and analytics in OSH. The data 

amenable to analysis within enterprises and establishments is growing in amount and variety 

along with technological advancements (e.g., tablet computers, wearable sensors), making 

the current time ripe for more sophisticated approaches to addressing OSH concerns.

The safety metrics listed in Table 1 are categorized as leading or lagging safety indicators 

and are particularly important in predicting and preventing injuries with analytics. Leading 

indicators are measures that can potentially help prevent safety incidents and include aspects 

of safety management systems, such as observations, audits, and toolbox talks, whereas 

lagging indicators are more traditional safety metrics that measure outcomes, such as injury 

frequency, injury severity, and lost work days (Lingard et al., 2017; Wurzelbacher and Jin, 

2011). Although the empirical evidence for a distinction between the two measures may be 

lacking (Kongsvik et al., 2011; Lingard et al., 2017), the distinction can serve as a useful 

heuristic for assessing safety and reducing injury within establishments. Safety climate is a 

leading indicator that measures the attitudes and perceptions of employees concerning safety 

in their workplaces (Zohar, 1980) and is typically measured via self-reported questionnaires 

(Shannon and Norman, 2009).

3. Readiness for establishment-level analytics

Although analytics offers promise as an approach to reducing injuries in occupational 

settings, many establishments may not be best positioned to conduct them. There are several 

prerequisites for conducting analytics that produce useful, actionable results. Although there 

are no published recommendations for assessing analytics readiness for occupational safety, 

guidance can be gleaned from readiness assessments developed for other applications. 

For example, to help academic institutions assess their readiness for learning analytics in 

education, Arnold et al. (2014) described four factors that are integral to analytics readiness: 

ability, having the right people to establish the appropriate IT systems and conduct analytics, 

data, having appropriate, reliable, and accessible sources of data, culture and process, having 

an organizational culture that engages in data-driven decision making, and governance and 
infrastructure, having leadership invested in the success of analytics by allocating resources 

and personnel to the process. By using these factors as a model, a readiness framework can 

be developed for safety analytics. Although the Arnold et al. criteria identify and organize 

several general programmatic and organizational elements needed for conducting analytics 
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in educational settings, we made a few modifications to make them more applicable for 

conducting analytics in occupational safety. For example, we created a separate data culture 

category with features that are better aligned with current conceptualizations of safety 

culture.

Table 2 lists the key readiness factors modified from Arnold et al. (2014) to establish 

a framework for analytics readiness in OSH: expertise, IT infrastructure, data, and data 

culture. Also listed in the table are potential organizational barriers or concerns related to the 

implementation of each factor and examples of personnel, programmatic, or organizational 

remedies to address these concerns. The relationships among the key readiness factors are 

shown in Fig. 1.

Expertise refers to having the skills necessary to conduct all phases of analytics, and 

a lack of analytics or data science expertise may be an organizational concern. The 

specifics of analytic phases related to occupational safety data have been well-described 

in recent literature, from collecting and storing the data to interpreting and applying analytic 

models (Huang et al., 2018). Executing these processes may require skills in database 

administration, configuring computer software, and data encryption in addition to expertise 

in descriptive, diagnostic, predictive, and prescriptive analytics. Successfully deploying 

an analytics approach to occupational safety data may necessitate collaboration among 

experts within an establishment, including personnel from the information technology 

department, human resources department, and safety and health department. If employees 

lack the required skills, a vendor or contractor could be outsourced to provide the services, 

appropriate training could be provided to existing employees, or new employees could 

be hired. In an analysis of analytics job listings, two types of jobs were identified: 

technology-enabler professionals and business-impacting professionals (De Mauro, Greco, 

Grimaldi, Ritala and Management, 2018). Technology-enabler professionals are concerned 

with developing the infrastructure of big data analytics, such as managing server platforms 

or developing dashboards. Business-impacting professionals are concerned with turning 

the data into actionable steps for the organization through data analysis and project 

management. Organizations may need to hire or train existing employees or partner with 

external experts to fill one or both types of roles.

IT Infrastructure refers to possessing both the hardware and software components necessary 

for analytics. Analytics often requires a substantial investment in hardware and software 

infrastructure, and therefore the leaders of an establishment must be willing to divert or 

prioritize funds to invest in acquiring the necessary tools in order to conduct analytics. 

This is particularly important for predictive or prescriptive analytics which require predictor 

data to continually flow, ideally in-real time, into the analytic algorithms and allow for 

near-time predictions and recommendations. Within an establishment, data are often siloed 

across divisions or departments (Ransbotham and Kiron, 2017), and combining data across 

divisions may require creating a data lake (Miloslavskaya and Tolstoy, 2016) or relational 

data warehouse (Watson, 2014). The details of the approaches to data integration are beyond 

the scope of the present paper, but numerous books and papers detailing the processes 

are available in the literature (e.g., Loshin, 2013; Oussous et al., 2015; Sherman, 2014; 

Zikopoulos and Eaton, 2011). The IT Infrastructure factor overlaps with the Expertise 
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factor because an establishment needs to have the appropriate personnel to develop, build, 

and execute the IT infrastructure to conduct analytics and effectively deploy the results to 

end-users.

Data is an obvious factor required for analytics readiness, but having data is not the only 

prerequisite, as old adages about the quality of data entering and exiting a data analysis 

process attest (e.g, “garbage in, garbage out”), and lack of quality data is a potential concern 

when instituting analytics. Including data quality in an assessment of readiness serves as 

a prompt for an establishment to reflect on the types, amounts, and accuracy of data that 

are collected across departments or divisions. Establishments that are best positioned for 

analytics likely have robust behavioral safety programs that collect large amounts of data 

on a daily basis, including worker safety observations, hazard analyses, and safety audits 

(McSween, 2003). As shown in Table 1, these data can be analyzed along with data from 

other divisions to extract new insights in contrast to analyzing safety data in isolation, 

and measures of data quality can be undertaken to ensure that the data meet appropriate 

standards for analytics.

There are many different dimensions of data quality described in the literature (Pipino et al., 

2002) but five were identified as particularly relevant for healthcare analytics and are also 

relevant for OSH analytics. The five dimensions are completeness, correctness, plausibility, 

currency, and concordance. Completeness is whether the appropriate data exist and there 

is a lack of missing data within and across forms. Correctness is that data are measuring 

phenomena that they purport to be measuring, and the data do not contain errors. Plausibility 

is concerned with the “believability” of the data, as in the data are inaccurate or contain 

unrealistic values. Currency is concerned with the availability and timeliness of the data, 

and concordance is that the data are entered in a consistent fashion and remain reliable 

across time. The data collected can be assessed for these data quality dimensions through 

a number of methods including comparison to a gold standard, data element agreement, 

and distribution comparisons, among others (Weiskopf and Weng, 2013). By reflecting on 

data quality dimensions as they relate to their big and small data, establishments may be 

prompted to increase the frequency of collection of safety related data, improve the data 

quality, improve their behavioral safety programs, or streamline the aggregation of data 

across divisions.

A common concern of data quality that may be particularly important in OSH is range 

restriction among safety outcome variables. For example, safety performance is often 

evaluated with frequencies of OSHA recordables or injuries requiring first aid. These 

lagging indicator variables can have low velocity, particularly among establishments 

with robust safety programs who are exploring potential analytic approaches or for 

establishments in industries that have relatively lower frequencies of injury (e.g., some types 

of manufacturing). Thus, databases consisting of only injuries or other low frequency events 

may be too sparse for conducting potentially insightful analytics.

Range restriction concerns are not limited to big data analytic approaches and have been 

discussed in studies using more traditional approaches in OSH. For example, in a study 

examining the relation between worker safety climate and injuries in a sample of nurses, 
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the authors acknowledged that range restriction was a limitation when examining relations 

among variables related to safety climate and frequency of injury (Nixon et al., 2015). Their 

solution was to also examine turnover intentions, safety workarounds, and hazards.

Additionally, analytics of events where an actual injury occurred may miss important 

variability in other variables of interest when those injuries were not occurring. In other 

words, the best analytics would provide actionable insights on the variables predicting 

injuries as well as the variables predicting safe working conditions. An option available 

to enterprises or researchers is to aggregate the data across multiple departments or 

establishments to obtain a greater range of values. For example, in a multi-billion 

dollar construction infrastructure project in Australia, data across numerous contracting 

organizations were aggregated to conduct a temporal analysis of the relationships among a 

number of safety indicators (Lingard et al., 2017). By including a large number of projects, 

it is likely that they incorporated construction sites that had both relatively high and low 

frequencies of injuries and obtained a wider range of values.

Strong data governance is another important data subfactor. Data governance involves 

establishing goals and objectives for analytics, developing data policies and procedures, 

defining roles and responsibilities, among others (Alhassan et al., 2016). Although many 

companies already collect and track safety-related data such as safety observations and 

injury recordables without a centralized system or governance describing what data will 

be collected and stored, post-hoc attempts to perform safety analytics are likely to be 

challenging. In larger organizations consisting of multiple divisions, it is likely that there 

would be significant disparities between the ways divisions manage their safety data. Each 

division may be collecting different data, naming the same variable in different ways, and 

storing data in different and potentially unconnected data storage technologies. To avoid 

such a situation, organizations should impose data governance policies across different units, 

consistent to the extent possible, which describe which data to collect and how to structure 

the data being collected (e.g., variable names, types, etc.), as well as establish centralized 

data storage facilities to enable safety analytics across the enterprise.

Data governance can also address concerns about privacy and security. Employees may have 

concerns about how the data will be used, and these concerns have grown as technologies 

such as wearable sensors for tracking workers’ physiological state or environmental 

conditions have been developed and implemented (Schall et al., 2018). Deidentifying data is 

standard practice in analytics (Sweeney, 2002), but precautions should be taken to prevent 

potential re-identification (Ohm, 2009). Furthermore, data security ensures that unauthorized 

access to the data is prevented. Models have been proposed that address security concerns 

and provide recommendations at all phases of the data lifecycle, from data collection to the 

extraction of insights from the data (Alshboul et al., 2015; Kanika and Khan, 2018; Xu et 

al., 2014). Establishments can develop protocols related to both data privacy and security 

outlining who has access to the data, how the data will (and will not) be used, and how the 

data will be protected. For example, policies related to data security and contingencies for 

security breaches should be developed as a prerequisite to analytics readiness.
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The Data Culture factor of analytics readiness is concerned with norms and practices related 

to analytics within the establishment, such as data collection and handling. A “data-driven 

culture” has been defined as “the extent to which organizational members (including top-

level executives, middle managers, and lower-level employees) make decisions based on 

the insights extracted from the data” (Gupta and George, 2016, p. 5). This definition 

necessitates investment and participation in the process from all employees (Diaz et al., 

2018) and that insights obtained from analytics are available to workers who need them 

(Kiron and Shockley, 2011). As an example, behavioral safety programs typically rely on 

worker participation to promote safe work practices. But such programs also can serve as 

a backbone for occupational safety analytics because front-line employees play a key role 

in collecting relevant and timely data, often from voluntary peer-to-peer safety observations. 

Programs that encourage workers’ direct participation in this way been shown to improve 

safety climate and culture (DePasquale and Geller, 1999). Similarly, an organization’s 

data culture may be improved by such worker-initiated safety practices. For example, if 

a worker at a manufacturing plant completes and submits a safety checklist of any observed 

safe and at-risk behaviors or conditions, and if the worker also sees that information led 

to improvements in safe work practices that are communicated through safety briefings, 

toolbox talks, and other mechanisms, they may be more inclined to collect that information 

with greater fidelity and regularity. In a strong safety-data-driven culture, employees at all 

levels are actively involved in the analytics process by collaborating safety experts and IT to 

leverage the collected data to improve workplace safety.

4. Knowledge gaps and future directions

The limited application of analytics in OSH to help guide decision making leaves numerous 

knowledge gaps and thus many opportunities for research and development. Table 3 lists 

several topic areas and specific research objectives that we believe merit further attention. 

Although the list of research objectives is not exhaustive, it reinforces and extends calls for 

research made by others in the field (Abioye et al., 2021; Huang et al., 2018; Ouyang et al., 

2018; Tan et al., 2016). We organized the topic areas around these central lines of inquiry: 

readiness for analytics, analytics methods, technology integration, data culture, and impact 

of analytics.

Analytics readiness.

Establishments intent on conducting safety analytics with their organizational data would 

benefit from an assessment of their current data systems and their “readiness” for 

meaningful analytics. Readiness assessment tools have been developed within other 

industries to help organizations identify their readiness for conducting analytics, and if 

not, what steps they need to take to reach that point (Arsenijević et al., 2018; Nemati 

and Udiavar, 2013; Venkatraman et al., 2016). For example, the Healthcare-Analytics 

Pre-Adoption Readiness Assessment (HAPRA) Instrument (Venkatraman et al., 2016) 

allows healthcare organizations to self-rate their maturity under five factors: digital medical 

technologies, IT infrastructure, user adoption of technology, quality of available data, and 

management alignment. The assessment provides scores compared with ideal scores and 

guidance on ways to improve readiness going forward. In OSH, a similar measurement tool 
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could be developed by establishments to assess their analytics readiness and reveal insights 

on how to improve current data systems.

Analytics methods.

Another topic for which there is a great need relates to the specific analytical techniques 

and processes that can be applied to occupational safety. Specific areas of need include 

exploring advanced analytics methods and modeling techniques to better describe and 

predict OSH-related outcomes, scaling analytics for organizations of different sizes, and 

demonstrating the integration of technology (e.g., worker body sensors) into the analytics 

process. Many differences in work environments and data types exist across industries, but 

one of the primary goals of analytics in OSH is injury reduction. Therefore, there may be 

analytic approaches that are better suited for these tasks, such as time series methods (e.g., 

autoregressive models).

Research examining different phases of advanced analytics methods (e.g., descriptive, 

diagnostics, predictive, and prescriptive) and modeling techniques (e.g., classification, 

clustering, regression) and examining the outcomes from these approaches would help 

expand the OSH analytics knowledge base. From these results, “rules of thumb” may be 

developed for handling particular types of data or addressing particular types of research 

questions, which will help enterprises implement analytics more efficiently. To obtain this 

information, survey research could be conducted in which enterprises and establishments are 

asked to report what types of analytics they perform, what specific analytic approaches they 

employ, and what OSH questions they are addressing with analytics. It would also be useful 

to know which analytics implementations failed and the reasons for their failures. After 

further development of the field, systematic reviews could contribute valuable information as 

well.

Additionally, studies that show implementation of analytics with establishments across a 

variety of industries will help demonstrate what amounts and types of data are necessary 

to conduct analytics and obtain useful results. As described in a previous section, most of 

the analytics OSH research published to date has been conducted on large governmental 

data sets, and fewer studies have been conducted on data collected within enterprises or 

establishments. There may be particular challenges to implementing OSH analytics in small 

and medium-sized enterprises, and indeed challenges have been identified for these groups 

when implementing business intelligence (a term for more general business analytics; 

(Scholz et al., 2010). Investigating what challenges and particular benefits there may be 

to implementing OSH analytics in smaller enterprises would be worthwhile as there are 28 

million small and medium-sized enterprises in the United States alone (Office of the United 

States Trade Representative, 2020).

Last, in the current era of rapid technological progress, advancements have led to the 

development and implementation of sensors and other devices that can be incorporated 

into OSH analytics to further improve workplace safety. For example, wearable sensors 

can monitor the physical health of a worker, including their vital signs (e.g., heart rate, 

temperature, respiration; Lee et al., 2017), vibration exposure (Pavón et al., 2017), and 

ergonomics (Nath et al., 2017). Other examples of sensor technology in the workplace 
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include radio frequency identification (RFID) sensors that have been developed to track 

PPE use (Musu et al., 2014) and alert workers to their proximity to hazardous machinery 

(Kim and Kim, 2012; Ruff, 2007), ultrasound technology that has been used to monitor 

corrosion within pipelines (Cegla and Allin, 2017) and acoustic emission monitoring that 

has been used to identify cracks and microcracks in civil and industrial engineering (Behnia 

et al., 2014). The benefits to wearable and environmental sensors to both the employee 

and the enterprise are extensive as the sensors can collect real-time data on environmental 

conditions and exposures to potential hazards. The sensors can provide timely feedback 

to workers to mitigate the hazard and prevent an adverse event. Data collected by sensors 

could be incorporated into OSH analytics via real-time dashboards to attempt to improve 

worker health and safety, although privacy concerns associated with such measures need to 

be addressed (Schall et al., 2018).

Data culture.

Research has established that several key features of an organization’s safety culture can 

promote and effective safety performance. It seems reasonable to extend the concept of 

culture to an organization’s attitudes, believes, and norms around data collection, the 

individual behaviors involved in collecting data and using information for decisions, data 

systems, and data-based decision making. A better understanding of an organization’s 

data culture requires an assessment tool— an instrument to evaluate data culture of 

establishments or enterprises, particularly around their safety data. For example, one goal 

of the instrument could be to evaluate the front-line employees’ and managers’ commitment 

to collecting safety data and trust in the appropriate use of the data by upper management. 

Another research objective related to data culture is examining how organizational data 

culture correlates with the application of analytics. A research question related to this 

objective could be: Do safety programs with robust behavioral observation programs, 

for example, see more actionable insights from conducting analytics? Investigating this 

hypothesis could involve disseminating the data culture survey to establishments and 

enterprises and also asking questions related to their safety management systems, data 

collection processes, and analytics processes. A hypothesis related to this potential project 

would be that establishments and enterprises with strong data cultures are conducting more 

mature stages of analytics.

Impact of analytics.

The application of analytics in OSH is an emerging field, and thus safety researchers and 

professionals would benefit from seeing many examples of successful and unsuccessful 

applications. Although there have been calls for applications of analytics to occupational 

safety, there is a dearth of research demonstrating its effectiveness in reducing injury 

and illness among workers. Additional published accounts of successful implementation 

of analytics may help OSH professionals obtain management and worker buy-in and help 

improve and refine the methodology of analytics. The examination of “dark” OSH data (i.e., 

information that has been collected but is not used to derive insights or inform decision 

making) would help increase the understanding of the situations that lead to incidents and 

help in their prevention. One would be to use text analytics to examine open-ended text 

information contained in incident or audits. Incorporating data sources that are not currently 
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traditionally incorporated in OSH analyses (e.g., human resources, operational, customer 

and sales information) would also increase the validity of OSH prediction models. This type 

of data aggregation and analysis should be possible given the technology and automation 

available to most organizations and the push to centralize much of the operational data. 

More research is also needed to develop standardized protocols to improve generalizability 

and aggregation of data sets across industries.

5. Practical impact

In 2012, then American Society of Safety Engineers president Terrie Norris stated that “A 

statistical plateau of worker fatalities is not an achievement but evidence that this nation’s 

effort to protect workers is stalled,” and she called for a new paradigm for addressing 

the plateau (Smith, 2012). In this information era that ushered in advances in computer 

software and hardware technology, it is now possible for companies to gather a wealth 

of safety-related information in real time. In the present paper, we extended the concepts 

and principles of big data and analytics to OSH and highlighted the unique advantages 

of conducting analytics at the enterprise and establishment levels. Several knowledge gaps 

remain, and more research and demonstrations of effective analytics in OSH are needed 

to provide more practical guidance on how to use analytics effectively. Nevertheless, the 

guidance provided in this paper may help safety professionals and researchers accept the 

challenges and opportunities that analytics present towards breaching the plateau of safety 

performance and further reducing work-related injuries and fatalities.

Data availability

No data was used for the research described in the article.
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Fig. 1. Diagram showing key readiness factors for conducting analytics in occupational safety 
and health; IT = information technology.
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Table 1

Variety of data examples by category and example studies.

Category Data Examples Example Studies

Production

Overall Equipment Efficiency

Staffing loads Poh et al. (2018)

Volume trends

Human Resources

Overtime

Absenteeism

Job Tenure Cheng et al. (2013)

Disciplinary actions

Safety Metrics

Leading Indicators

Peer observations Pereira et al. (2018)

Manager observations Lingard et al. (2017)

Identified hazardous conditions Polyvyanyy et al (2019)

Wearable fatigue monitoring Jebelli et al. (2019)

Safety climate Patel and Jha (2015)

Lagging Indicators

Incident type Sanmiquel et al. (2015)

Injury type Cheng et al. (2012)

Injury severity Mistikoglu et al. (2015)

Temperature Pereira et al. (2018)

Wind speed average Pereira et al. (2018)

Maintenance

Maintenance schedules Goh and Chua (2013)

Failures (Equipment)

Action item backlog
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Table 3

Suggestions for future research on analytics in occupational safety and health (OSH) by topic area.

Topic Area Example Research Objectives

Analytics 
readiness

Identify key factors that are critical for effective analytics in OSH Develop an assessment tool to evaluate organizational 
readiness for implementation of analytics

Analytics 
methods

Explore advanced analytical methods and modeling techniques to better describe and predict OSH-related outcomes
Develop scalable analytics methods and solutions to suit small and medium-sized enterprises = and large-scale industries
Demonstrate the integration of technology (e.g., radio frequency identification, worker body sensors) into the analytics 
process

Data culture Identify key elements of effective and supportive data cultures Develop and validate a data culture assessment tool

Impact of 
analytics

Demonstrate the effectiveness of analytics in reducing injuries and near misses
Develop standardized protocols to improve generalizability and aggregation of data sets within and across industries
Document and disseminate case examples of successful implementation of analytics in aiding OSH-related decision 
making and improved safety outcomes.
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