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Abstract: The Sentinel satellite constellation series, developed and operated by the European Space Agency, 
represents a dedicated space component of the European Copernicus Programme, committed to long-term 
operational services in the environment, climate and security. A huge amount of acquired data allow us different 
surveys. The paper considers the detection of changes in water levels in Lake Cerknica. The multispectral index 
has been calculated from Sentinel-2 data and transformed to a 3D point cloud. As shown by the results, symmetry 
measures of 3D point clouds could be used for the detection of water levels. Prediction functions using a genetic 
algorithm have been fitted, and the best result achieved was RMSE = 0.9824.  
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1. Introduction 
 

Monitoring open water bodies accurately is an 
important task and one of the basic applications in 
Remote sensing. They are a significant part of the 
Earth’s water cycle, and water bodies such as rivers, 
lakes and reservoirs are irreplaceable for the global 
climate system and the ecosystem. Remote sensing has 
become a conventional approach for monitoring water 
bodies, as it is often real-time, dynamic and cost-
effective [1]. The measuring and monitoring of surface 
water using Remote sensing technology is, therefore, 
an essential topic [2]. In particular, the use of freely 
available high-spatial resolution optical satellite data 
is relevant [3]. Such data include the images obtained 
by the Landsat series [4-6], Advanced Spaceborne 

Thermal Emission and Reflection Radiometer 
(ASTER) [7-8], and Sentinel-2 [1, 9] multispectral 
imagery. A high extraction accuracy has been 
achieved in the mapping of surface water bodies, 
including lakes [10], rivers [11], coastlines [12] and 
water bodies in rural areas [13]. 

Among all the existing water body mapping 
methods, the calculation of a multispectral index is the 
most reliable, as it is user-friendly, efficient and has 
low computational cost [14]. The use of the water 
index is currently accepted to enhance the differences 
between water and non-water bodies, based on 
combinations of two or more spectral bands using 
various algebraic operations [15]. The well-known 
Normalised Difference Water Index (NDWI) [13] is 
sensitive to built-up lands, and frequently results in the 
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overestimation of water bodies in urban areas [16]. 
The modified NDWI (MNDWI) [17] is used mostly in 
urban scenes to improve the separability of the built-
up areas. The Automated Water Extraction Index 
(AWEI) [18] highlights the water bodies in urban 
areas against shadowed and dark surfaces. It consists 
of two separate indices, one for areas where shadow is 
not important, and a second one, where shadow is 
significant. 

A number of methods exist that are designed to 
seek symmetries in 3D objects. Some aim to detect 
symmetries of rather general types, including 
reflectional ones such as [19] or the well-known [20] 
and its newer modification [21]. However, when 
trying to find specifically reflectional symmetries it is 
usually more convenient to employ methods that 
specialise in detecting this type of symmetry. Since 
reflectional symmetry is probably the most occurring 
symmetry type in real world objects, there are quite a 
few such methods, such as [22-25] among the older 
ones. The more recent ones include [26-31]. For our 
purpose we  chose among the newer methods and 
selected the method of Hruda et al. [31] because it is 
recent, appears to be robust, fast and only requires a 
set of points on the input which is not the case with 
some other methods. A detailed description of the 
method [31] follows in the next Section. 

The observed water unit in the presented paper is 
Lake Cerknica. It is one of the largest intermittent 
lakes in Europe. Lake Cerknica is located in the 
southwestern part of Slovenia, caught between the 
Javorniki hills and the Bloke plateau on one side, and 
Mount Slivnica on the other. It appears every year on 
the karst plain, and is present for about eight months 
of the year. Water usually spreads over a surface of 20 
km2, but, at its fullest, the lake covers a surface of 
about 26 km2. The height above sea level is in the 
range from 546 m to 551 m, with the maximum depth 
about 10 m. When full it is the largest lake in Slovenia 
[32]. The lake is an important wildlife resort, 
especially as a nesting place for many bird species. 
During the dry season the lake disappears, which 
enables hiking and grass mowing, but, on the other 
hand, while present, allows for paddling and fishing. 
For these reasons it is crucial to detect water levels at 
different times of the year.  

The methodology used in the presented paper is 
described in Section 2. The results are given in  
Section 3, while Section 4 concludes the paper. 

 
 

2. Methodology 
 
This Section presents the methodology used in this 

paper to determine the water levels in Lake Cerknica 
using Sentinel-2 data and symmetry measure [33]. 
Firstly, the Sentinel-2 data were acquired from the 
European Space Agency’s (ESA) official website, 
then the multispectral index was calculated, followed 
by extraction of the area of Lake Cerknica from the 
multispectral index and calculation of the symmetry 
measure of the lake. The water level of Lake Cerknica 

is predicted finally. Each of these steps is explained 
additionally in the continuation. A flowchart of the 
proposed method is represented in Fig. 1. 

 
 

 
 

Fig. 1. Flowchart of the proposed approach. 
 
 
Sentinel-2 data are composed of 13 spectral bands, 

that range from the visible range to the shortwave 
infrared. Data are freely available on the ESA website, 
accessible at https://scihub.copernicus.eu. The 
multispectral index, named the Water In Wetlands 
index (WIW), was calculated from the acquired data 
[33]. The WIW (Eq. 1) is defined by:  
 

WIW = B8A ≤ 0.1804 && B12 ≤ 0.1131, (1) 
 
where B8A represents a narrow Near Infra-Red (NIR) 
band, and B12 is a Short Wave Infra-Red (SWIR) 
band. In other words, flooded areas could be 
distinguished from dry areas when the pixels satisfy 
the conditions in Eq. 1 [34]. 

The area of Lake Cerknica was extracted using a 
mask, which, in the detail, describes the entire area of 
the lake. The extracted pixels from the WIW index 
were converted from 2D to 3D in such a way that a 
pixels with x and y coordinates, contained in the area 
of the flooded lake, store the intensity (coordinate z) 
of the WIW index. 

 
 

2.1. Symmetry Estimation 
 

The symmetry was calculated using the method 
presented in [31]. The method is designed to find the 
plane of reflectional symmetry of a 3D point set, and 
is based on maximizing an objective function called 
symmetry measure. Having a set of points  
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= { 	, , … , }, ∊ , = 1,… , , and a plane :	 + + + = 0 represented by a vector  = , , ,  the symmetry measure is defined as 
follows (Eq. 2): 

 ( ) = ∑ ∑ ( , ) − ,            (2) 
 

where ( , ) ∊  is a function that reflects a point ∊  over the plane represented by , and ( ) is a 
locally supported differentiable Wendland’s function 
[35] which resembles the Gaussian for ≥ 0, and 
basically measures the similarity of two points based 
on their distance. Each point of the point set  is 
reflected over the plane represented by  and its 
similarity is computed to all points. All these 
similarities are summed together, providing the 
symmetry measure value. The idea behind the method 
is that maximizing the symmetry measure for  should 
maximise the similarity of the point set to its reflected 
version, and therefore maximize the symmetry over 
the plane represented by . Since  is locally 
supported, the distances only need to be computed for 
nearby points, and the computation of the symmetry 
measure can easily be accelerated using a 3D grid. 
Also, the symmetry measure is differentiable with 
regard to , so any gradient-based optimization 
technique can be employed to locate its maximum. 

Having the input point set , two simplified 
versions are created, one denoted  with 
approximately 1,000 points intended for the symmetry 
measure computation, and one denoted  with 
roughly 100 points for candidate creation. The number 
of symmetry plane candidates are created by pairing 
points of , and each candidate  is evaluated by 
the symmetry measure ( ). Subsequently, S 

candidates with the largest value of the symmetry 
measure are selected, and local numerical 
optimization using the L-BFGS method [36] is started 
from all of them. This provides S local maxima of the 
symmetry measure , and selecting the one with 

the largest measure value results in the final symmetry 
plane. 
 
 
2.2. Genetic Algorithm 

 
This subsection presents an evolutionary 

algorithm, more precisely a genetic algorithm, for 
finding the most suitable predictive function [37, 38]. 
The function will predict the water level in Lake 
Cerknica based on estimated symmetry measure in the 
previous subsection. The task of the genetic algorithm 
is estimation of the coefficients for the predictive 
function. In a genetic algorithm the coefficients are 
represented as individuals. The process of estimation 
of coefficients consists of a few main steps, which are, 
generation of the initial population, selection, 
crossover, mutation, evaluation of individuals and the 
stopping criteria. A flowchart and the main steps can 
be seen in Fig. 2. In the continuation each of the main 
steps will be explained in detail. 

 
 

Fig. 2. Flowchart of the proposed genetic algorithm. 
 
 
As mentioned, the following steps are in charge of 

finding the most suitable solution:  
• The initial population was generated first. It 

consists of a set of randomly generated individuals. 
Each individual consists of chromosomes, and 
each chromosome represents a completely 
randomly generated coefficient for the predictive 
function.  

• Selection of the individuals is a very important 
step towards finding the most suitable solution 
(predictive function). The tournament selection of 
size two is used, which means, that two individuals 
from the population are selected and compared, 
and, finally, the one with the best fitness, in our 
case the lowest Root-Mean-Square Error (RMSE), 
continues into the next generation. 

• Crossover is used to generate new individuals and 
develop the population by combining the fittest 
individuals (chromosomes) from the previous 
generation. Two parents were selected randomly 
from the population, and a new individual was 
generated by copying the chromosomes from the 
first or the second parent. A two-point crossover 
was applied, which means that two crossover 
points are picked randomly from the parents and 
the chromosomes were swapped between the two 
points. 

• Mutation is performed over randomly chosen 
individuals from the population, to allow new 
genetic material to enter, and, thus, keep the 
population diverse. Chromosomes from 
individuals are also selected randomly, and 
modified by a small positive or negative value.  

• Evaluation of individuals, also called a fitness 
function, is performed by measuring the efficiency 
of the forecast made by each individual, which 
serves as the predictive function. Efficiency is 
measured by the already mentioned RMSE. 
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• Stopping criteria terminates the execution of the 
genetic algorithm. Three different criteria have 
been used. The first one, which is almost never 
achieved in practice, is when RMSE is equal to 0, 
the second one occurs when the minimal RMSE is 
not changed in five consecutive generations. The 
last one is triggered when 4,000 individuals are 
evaluated. If the stopping criteria are not satisfied, 
the proposed genetic algorithm repeats the basic 
steps (crossover, mutation, and selection).  

 
 
3. Results 
 
3.1. Parameter Sensitivity 

 
The proposed method (genetic algorithm) for 

prediction relies on five input parameters. These 
parameters are the size of the population, the 
probability of crossover, the probability of mutation, 
the coefficients’ change range, and the number of 
individual evaluations. In order to examine their 
influences on the method performance and estimate 
their optimal values, a systematic sensitivity analysis 
was performed, as proposed by Chang and Delleur 
[39, 40]. The well-known dataset Iris [41] in machine 
learning was used for this purpose. The ranges of the 
input parameter values were first defined during the 
sensitivity analysis. The size of the population was 
from the range [10, 200], while the coefficients’ 
change range was on the interval [-1, 1]. The 
probability of mutation and of crossover were from the 
range [0.1, 1], and, finally, the number of individual 
evaluations from the interval [100, 10,000]. Taking 
these restrictions into account, 3,000 sets of parameter 
values were generated randomly, and the proposed 
genetic algorithm was evaluated accordingly.  The 
obtained results were classified as acceptable if the run 
finished with a score of correctly predicted samples of 
more than 95%; otherwise the results were regarded as 
unacceptable. The cumulative frequencies were 
plotted of acceptable and unacceptable results. 
Insensitive parameters are characterized by similar 
cumulative frequencies of acceptable and 
unacceptable results throughout the whole range of 
parameter values. The following parameters were 
classified as insensitive: The probability of crossover, 
the probability of mutation, the coefficients’ change 
range and the number of individual evaluations. On the 
other hand, the size of population was recognized as 
sensitive. In that case, a significantly larger number 
(approximately 30.2%) of acceptable results was 
achieved when its value was equal to 40 than in any 
other case. While influences of the sensitive 
parameters on the method’s performance could be 
recognized straightforwardly, the optimal values of 
the insensitive parameters have to be tuned 
accordingly. In our case, a model-based approach with 
the linear regression was applied, as proposed in [42]. 
The selected optimal values for the genetic algorithm’s 
parameters can be seen in Table 1. 

Table 1. Parameters and their optimal values. 
 

Parameter Value 
Probability of crossover 70 % 
Probability of mutation 40 % 
Size of the population 40 
Number of individual evaluations 4,000 
Coefficients’ change range [-0,2. 0.2] 

 
 

3.2. Data Processing 
 
Sentinel-2 data processing is a demanding and 

computer intensive process. An AMD Ryzen 5 4500U 
with 32 GB of main memory on Windows 10 was used 
for these reasons. In Fig. 3 we can see the exact 
location of Lake Cerknica in Slovenia. Fig. 4 shows 
the whole area of Lake Cerknica after the calculated 
WIW index and applied extraction mask. The 
Sentinel-2 data used for the calculation of WIW 
presented in Fig. 4 were acquired on 24 February, 
2021. At that time, most of the lake was flooded with 
water (the blue pixels in Fig. 4), and only the east part 
and a small portion of the centre of the lake were dry.  

 
 

 
 
Fig. 3. Location of Lake Cerknica in Slovenia. 
 
 

 
 

Fig. 4. Area of Lake Cerknica, where blue pixels 
represent the flooded area of the lake. 
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Fig. 5 represents only the flooded parts of the lake. 
Recently, the flooded parts were converted from 2D to 
3D, and, in that way, prepared for the calculation of 
the symmetry measure, which was calculated finally. 
The black line in Fig. 5 represents the plane of the 3D 
object of the flooded Lake Cerknica where the largest 
symmetry measure value was achieved. The 
calculated symmetry measure for the flooded parts in 
Fig. 5 was 1016.89. Then, the several different flooded 
areas of the lake were tested (see Fig. 6).  

When the whole area of Lake Cerknica was 
flooded, the symmetry measure equaled 1,588.41, but, 
at the same time, when the lake was flooded less than 
presented in Fig. 5, the symmetry measures were also 
lower than in Fig. 5. An example of this can be seen in 
Fig. 6, where the symmetry measure was 983.77. This 

indicates that the lower the symmetry value is, the 
lower is the water level in Lake Cerknica. For the 
completely dry lake we assumed that the symmetry 
measure was equal to 0 and the surface elevation 
(above the sea level) was 541 m, while, at the surface 
level of 551 m, the symmetry measure was 1,588.41 
(the whole lake was flooded). All the other calculated 
symmetry measures were in the mentioned range 
(from 0 to 1,588.41). 
 

 
3.3. Interpretation of Prediction Model 

 
The obtained prediction functions using the 

genetic algorithm presented in subsection 2.2 can be 
seen in Table 2.  

 
 

 
Fig. 5. Only the flooded area of Lake Cerknica, where the 

black line represents the largest symmetry value. 

 
Fig. 6. Only a small part of the flooded area of Lake 
Cerknica, where the symmetry measure was 983.77.

 
 

Table 2. Prediction functions and their achieved RMSE. 
 

ID Prediction function RMSE 
1 SE = -0.0042 SM 3 + 4.1911 SM 2 + 0.7824 SM + 0.6433 √SM + 0.2341 0.9824 
2 SE = -0.0011 SM 3 + 1.1708 SM 2 – 4.6062 SM – 4.5357 √SM + 0.1523 0.9963 
3 SE = -0.0012 SM 3 + 1.1293 SM 2 – 7.0471 SM – 0.3752 √SM + 0.2911 1.0574 
4 SE = -0.0129 SM 3 + 13.1534 SM 2 – 1.4888 SM + 0.4396 √SM + 0.1472 1.0641 
5 SE = -0.0028 SM 3 + 2.9462 SM 2 – 7.3371 SM – 0.6071 √SM + 0.0852 1.0783 
6 SE = -0.0024 SM 3 + 2.4943 SM 2 + 9.0621 SM + 3.2507 √SM + 0.0513 1.0969 
7 SE = -0.0018 SM 3 + 1.8412 SM 2 – 5.9313 SM – 1.1612 √SM + 0.0974 1.1045 
8 SE = -0.0056 SM 3 + 5.6911 SM 2 – 5.9312 SM – 1.1614 √SM + 0.1692 1.1103 
9 SE = -0.0034 SM 3 + 3.4957 SM 2 + 2.2993 SM – 1.9101 √SM + 0.1396 1.1163 

10 SE = -0.0065 SM 3 + 6.5582 SM 2 – 4.7865 SM – 2.4498 √SM + 0.1623 1.1201 
11 SE = -0.0043 SM 3 + 4.8641 SM 2 – 1.9744 SM + 1.2902 √SM + 0.4910 1.1300 
12 SE = -0.0017 SM 3 + 9.7071 SM 2 + 2.3065 SM – 0.0994 √SM + 0.2901 1.1309 
13 SE = -0.0052 SM 3 + 3.8514 SM 2 + 1.0087 SM – 0.1851 √SM + 0.1493 1.1312 
14 SE = -0.0029 SM 3 + 7.9763 SM 2 - 2.6295 SM + 0.9652 √SM + 0.2475 1.1331 
15 SE = -0.0038 SM 3 + 1.5629 SM 2 + 5.1702 SM + 2.5801 √SM + 0.6029 1.1349 

 
 



Sensors & Transducers, Vol. 256, Issue 2, March 2022, pp. 12-18 

 17

In all prediction functions SE represents the 
predicted Surface Elevation, and SM is the calculated 
Symmetry Measure. The performance of fitted 
functions was measured using RMSE. Using that type 
(predictive functions) of representation of a prediction 
model not only achieves very good results, but also 
allows us the interpretation of the learned functions. 
From the obtained functions it can be observed that all 
symmetry measures that were cubed (SM3), have 
negative coefficients, which means that they have a 
negative influence on the final result. On the other 
hand, all squared (SM2) symmetry measures have a 
positive influence due to their positive coefficients. In 
the case of symmetry measure (SM) and rooted 
symmetry measure (√SM) the influences are hard to 
explain, as some have negative, and some have 
positive coefficients. Finally, all the free coefficients 
have positive values and have positive influence on the 
final result. All the coefficients at SM3 are very small 
and have small influence. There could be two main 
reasons: The first is that they do not have much 
influence, and the second, more likely, is due to the 
very large numbers that occur in the case of cubed 
values. Fifteen prediction functions with the highest 
achieved accuracies can be seen in Table 2. The 
smallest RMSE was equal to 0.9824, which means that 
the prediction error, on average, was less than one 
metre. As the difference between the lowest and 
highest surface elevations (above the sea level) is 
about 10 m, the achieved results show an error less 
than 10%, which is, if we take everything into account 
(Sentinel-2 resolution, shadows, clouds), a very  
good result.  
 
 

4. Conclusion 
 
The methodology for detection of water levels in 

the intermittent Lake Cerknica using a multispectral 
index acquired from Sentinel-2 and symmetry 
measure is presented in this paper. The results 
presented in the previous Section show that the 
symmetry measure of the 3D point cloud generated 
from the WIW index could be used for the prediction 
of water levels. The learned prediction functions 
achieved good results, and can be used for the 
prediction of surface levels. The use of ground truth 
data of the measured surface elevations of Lake 
Cerknica (e.g. sending experts to measure the exact 
elevation) and a bigger learning set (a combination of 
measured surface elevations and calculated symmetry 
measures), will be the main topic of the future work. 
The influence of other factors, such as shadows and 
clouds, on the quality of the WIW index will also be 
part of our future research work. 
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