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Abstract

The push for decreasing carbon emission is leading many societal sectors toward electrifi-

cation and urging academic-industrial research toward the optimization of next-generation

batteries with increasingly higher energy density. Aprotic metal-oxygen batteries (MOBs),

based on the electroreduction of molecular oxygen at a porous cathode, have attracted a

vast interest in research, owing to their potential upgrade in terms of energy density and

costs over present lithium-ion batteries.

Despite their highly promising features, aprotic MOBs based on alkali and alkaline-earth

metals still suffer severe limitations in their practical applicability. One of the main unre-

solved issues, especially with Li-O2 batteries, is represented by the high degree of parasitic

reactivity. Singlet oxygen (1O2) is today held responsible for a major contribution to such re-

activity, and the disproportionation of the superoxide anion is considered as one of the most

likely source of 1O2 in the cell environment. Experimental evidences for electrolyte degra-

dation and evolution of 1O2 have been reported, but the fundamental chemical mechanisms

underlying these phenomena are still poorly understood. A valid strategy for contrasting the

arise of side-reactions and materials degradation is to use redox mediators (RMs), which

allow to recharge the battery with greatly reduced overpotentials. Understanding the con-

nection of RM-assisted charging with the production 1O2 is likely to play a key role in the

design of fully reversible and efficient practical MOBs in the future.

In this thesis, quantum chemical computational methods were used to investigate reactive

processes of electron-transfer involving reduced oxygen species in aprotic MOBs. The

possibility of reactive pathways leading to the release of 1O2 was addressed in particular.

The aim of the thesis was to apply theoretical methods to the modeling of reactive systems,

in order to unravel part of the mechanisms which underpin the parasitic chemistry of MOBs.

Despite their apparent simplicity, the reaction governing the chemistry of the cells involve

a complex interplay of radical species and electronic excited states. For this reason, our

approach was to use mainly ab-initio correlated multiconfigurational methods for a high-level

description of potential energy surfaces and reaction energies. Owing to the computational

costs of the methods, such an approach necessarily entails the resort to simplified models,
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including the exclusive use of implicit solvent and the neglect of solid phases and interfacial

effects.

Chapter One presents an introduction to MOBs and their dedicated literature. In the first

section, the fundamental electrochemical reactions at the basis for discharge and charge

cycling of alkali and alkaline-earth metals MOBs are analyzed, focusing in particular on the

disproportionation of the superoxide radical. The second section discusses the implication of

singlet oxygen in the parasitic chemistry of MOBs, from its production to current contrasting

strategies. The third section covers the topic of redox mediators, in particular those based

on iodine/iodide and bromine/bromide redox couples.

Chapter Two offers a basic recap on the electronic structure theory and methods which were

employed during the work for this thesis. The exposition is focused on the concepts, rather

than on formulae, aiming at illustrating the main assumptions that underlie the application

of different computational methods. The problem of electron correlation is briefly covered,

and the most common strategies are presented to recover it via both single-reference and

multi-reference methods.

Chapter Three finally presents the results of the work, divided in two parts. The first section

is focused on the formation of peroxide species upon disproportionation of the superoxide

anion. Thanks to the detailed description of the electronic structure of the system, the

proper disproportionation route is found to compete with a metal-reduction route which not

only can affect the release of 1O2, but it also open the road for the production of additional

reactive species for the onset of degradation reactions. The second section deals with the

oxidation of peroxide clusters, as prototype of the discharge products of Li-O2 batteries,

mediated by halogen/halide redox mediators. Different oxidation routes are compared, again

trying to point out the most likely pathways leading to 1O2, also taking into account the

occurrence of triplet-singlet spin transition triggered by spin-orbit coupling in presence of I

and Br heavy atoms.
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Chapter 1

Introduction

The chapter presents the essential concepts on the chemistry and design of aprotic metal-

oxygen batteries and especially on the role and implications of the disproportionation re-

action of the superoxide radical and its connection to the release of singlet oxygen and

parasitic reactivity. The last section discusses the use of redox mediators to promote the

oxidation of peroxide/superoxide, and their relations to the release of singlet oxygen.

1.1 Overview on metal-oxygen batteries

1.1.1 Ideas and perspectives

Energy storage and rechargeable batteries play a key role in the long-term perspective

of replacing fossil fuels, integrating renewable energy sources into the energy grid and

reducing the global carbon emissions at such a pace to contrast the current climate changes.

Some of the biggest technological and environmental challenges in our society critically

depend on the desirable switch to electrical energy supply. During the last decade the

automotive industry has probably been the most impactful sector to be massively hit by

the race toward electrification, particularly for what concerns electric cars. As such, the

practical requirements of ideal batteries, which could fully sustain the spread of electric

mobility, are directly exerting a strong influence on the scientific research at all levels.

Many important parameters are to be considered in order to fulfil those requirements, but

the strongest driving force in today’s research in rechargeable batteries for electric cars is

the quest for higher energy density. Specific (or volumetric) energy density is defined as the

amount of energy the battery contains per mass (or volume) unit. The limitation due to

low energy density is strong: considering the problem of electric cars, a short autonomy not
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1.1. Overview on metal-oxygen batteries

only hampers the practical use from the standpoint of the consumer, but it also poses severe

urgency on the re-design and project of suitable power supply infrastructures. In terms of

environmental impact, other aspects are also important: the costs of manufacturing and

materials, their toxicity, and the natural abundance of elements in nature. Li-ion batteries

(LIBs) have dominated so far the market of portable electronics, but their weight, costs

and a potential shortage of lithium make them unpractical for designing an electric car with

a power autonomy comparable to gasoline. Some of these topics are currently addressed by

the recent research on metal anodes and alternative metal-ion technologies (e.g. Na-ion,

K-ion and Ca-ion batteries), but the problem of energy density still has to be overcome.

Metal-air batteries are among the candidates for "next-generation" batteries, having the

potential for meeting all the above requirements, while at the same time it is expected that

intercalation chemistry will soon push Li-ion devices to their practical limits [1].

The original idea of using oxygen as the electroactive cathodic material, together with an

alkali metal anode, dates back to several decades ago. Abraham and Jiang [2] were the first,

in 1996, to report a working rechargable battery based on the reversible reduction of O2
gas during discharge. This is still fairly recent when compared to Li-S batteries, another

next-generation battery whose development is going on since half a century [3,4]. Also, the

concept of metal-oxygen systems was studied on Zn-O2 batteries in the same years [5],

but the underpinning electrochemistry is rather different. Li-O2 were slowly acknowledged

during the 2000s [6–9]. The actual needing of electromotive industry led to an ever-increasing

interest, which resulted in a real exploit of publications starting from 2010 [10]. Soon, the

attempts to overcome the challenges of Li-O2 also took the direction of exploring the

potential of different alkali metals. In the first years of the last decade, it was also the turn of

Na-O2 [11,12] and K-O2 [13] batteries, which exploit the hugely superior availability of sodium

and potassium compared to lithium. By the same concepts, also alkaline-earth metals

gained interest as candidate materials for metal-oxygen batteries, namely Mg-O2 [14,15] and

Ca-O2 [16]. The most appealing feature of alkali and alkaline-earth metal-oxygen batteries

undoubtedly resides in the very large values of specific energy which are attainable, at least

theoretically (see table 1.1.1). Different specific energy values of metal-O2 batteries are

often reported, depending for instance on whether the mass of the device includes or not

the oxygen supply, which can be an O2 gas compartment or even ambient air, in which

case it is properly referred to as metal-air battery. In the present work, we will only refer to

metal-oxygen batteries (MOBs), because the reduction process at the cathode is altered

by the presence of other gaseous species in the air. Overall, for aprotic lithium-oxygen

batteries (LOBs) the specific energy density is calculated to be 3505 W·h·kg−1, which is

roughly a fourth of that of fossil fuels. The above theoretical density is only referred to
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1.1. Overview on metal-oxygen batteries

Cell Chemistry Discharge product Cell Voltage (V) Theor. spec. energy (W·h·kg−1)

lithium-oxygen Li2O2 2.96 3456

sodium-oxygen Na2O2 2.33 1602

NaO2 2.27 1105

potassium-oxygen K2O2 2.20 1070

KO2 2.48 935

magnesium-oxygen MgO 2.95 3921

MgO2 2.94 2801

calcium-oxygen CaO 3.13 2989

CaO2 3.38 2515

Table 1.1: Theoretical specific energy density and working voltage for different aprotic
metal-oxygen batteries. Source data from refs: [22] [23]

the electrochemical energy associated with the bare chemical reactions, while more realistic

estimates taking into account cell materials and cathode porosity are about half of the

aforementioned value [17]. Nevertheless it is significant, for the sake of comparison, that the

specific energy density of state-of-art LIBs is currently about 300 W·h·kg−1 [18] and its rise

is expected to reach a plateau over the next decade [19–21]. The Na-O2 and K-O2 systems

offer a remarkably lower energy density, but still far above LIBs, in exchange of significantly

improved stability and reversibility, as will be discussed in the next sections. The theoretical

energy density is exceptionally high for alkaline-earth MOBs as well, ranging from 2515 to

3921 W·h·kg−1 depending on the metal and the discharge product, but these systems are

by far the less studied and are still to be explored thoroughly.

1.1.2 Chemistry and materials of alkali MOBs

The current flow in MOBs is produced by oxidation of the metal at the anode and reduction

of oxygen at the cathode. If oxygen is taken from ambient air instead of pure O2 gas, then

other gases also take part in the cathodic process, most noticeably CO2 and water from

air humidity [24,25], and in this case we more precisely refer to metal-air batteries. The

tangle of chemical/electrochemical processes taking place upon cycling a MOB is usually

referred to as oxygen reduction reactions (ORR), when discharging, and oxygen evolution
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1.1. Overview on metal-oxygen batteries

reactions (OER), when charging. In the ORR, molecular oxygen O2 is reduced to superoxide

(oxidation state –1/2) and/or peroxide (oxidation state –1) species. The relative stability

of the two products (and hence their prevalence) is mainly influenced by the alkali metal,

as well as by the complex interplay of cathode, electrolyte and applied voltage. In this

regard, a sharp difference has to be marked between aqueous and aprotic MOBs: in the

former, the reduction of O2 is tipically pushed up to the formation of oxide and hydroxide

species (oxidation state –2), leading to a completely different cell chemistry, which is out

of the scope of this thesis. In the generic case of aprotic MOBs, the ORRs at discharge

are summarized in eqns. (1.1-1.4):

M −−→ M+ + e− (1.1)

while molecular oxygen gets reduced at the cathode:

O2 + e
− +M+ −−→ MO2 (1.2)

MO2
− + e− +M+ −−→ M2O2 (1.3)

MO2 +MO2 −−→ M2O2 +O2 (1.4)

The first reduction in eq. 1.2 is electrochemical, and it is common to the chemistry of

all of the alkali aprotic MOBs. A further reduction, to peroxide, can subsequently take

place, and it can be either a second heterogeneous reduction at the cathode (eq. 1.3) or an

homogeneous disproportionation (or dismutation) between two superoxide molecules (eq.

1.4). The two process are considered to be coexistent and competitive, and they are often

referred to as the so called "surface route" and "solution route", respectively. A direct

two-electron reduction during discharge, i.e. without formation of a MO2 intermediate, has

been generally discarded. In lithium-oxygen batteries, for instance, where superoxide species

are very liable because the cell is thermodinamically shifted toward the formation of perox-

ides, the LiO2 intermediate has been unambiguously detected with different experimental

techniques [26–29], thus giving a direct confirmation of the two-step ORR mechanism.

For the OER, a multi-step mechanism is again invoked. When Li peroxide is formed as the

discharge product, the oxidative decomposition of its solid phase starts with a progressive

de-lithiation, which forms a mixed superoxide/peroxide phase:

M2O2 −−→ M2−xO2 + xM+ + x e− (1.5)

The faith of superoxide is then twofold, analogously to ORR: it can undergo further elec-
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1.1. Overview on metal-oxygen batteries

Figure 1.1: General scheme of Li-O2 cells and their chemical processes on discharge and
charge. On the left: the components of a cell and their setup. On the right: the oxygen
reduction reactions (ORR), taking place during the discharge, and the oxygen evolution
reactions (OER), taking place during the charge.

trochemical oxidation:

MO2 −−→ O2 +M+ + e− (1.6)

or chemical disproportionation via a solution-phase mechanism (same es in eq. 1.4). In the

case of K-O2 batteries, the superoxide is predicted to be stable and inert toward dispro-

portionation, so the discharged superoxide is oxidized following mostly the electrochemical

path. Na-O2 is an intermediate case, where different factors can influence the prevalence

of superoxide or peroxide at the end of ORR.

Since the introduction of the original concepts of LOB, many different cell setups have

been experimented. Most of the research on alkali metal-O2 batteries is focused on non-

aqueous, aprotic electrolytes. The use of water-based electrolytes is an active field of

investigation for LOBs, where the molecular oxygen is dishcarged at the cathode to form

LiOH, whereas aqueous electrolytes were only seldom employed in sodium- and potassium-

oxygen cells. The aprotic solvents for MOBs are usually classified as liquid organic solvents,

ionic liquids or solid-state polymers. Among organic solvents, a large variety of compound

classes have been tested, since the organic carbonates like those extensively used in LIBs

were readily recognized to decompose when employed in LOBs [30]. Ethers and glymes

(dimethoxyethane, DEGDME, TEGDME) are currently among the most frequent choices,

but stability issues have been thoroughly addressed [31], and the same happened, to a lesser

extent, for DMSO [32] and acetonitrile [33]. The problem of chemical and electrochemical

stability is partially avoided with some ionic liquid formulations, but the drawbacks typically
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1.1. Overview on metal-oxygen batteries

consist in a sluggish mass transport across the electrolyte [34]. As a basic configuration,

alkali metal plates are used in most cases as anode. These materials offer high reversibility

and high specific capacity, but they are also very reactive. Hence, the protection of the

anode surface is critical in order to prevent strong reactions with the electrolyte and the

formation of an irregular solid-electrolyte interface, which would hamper ionic conduction

and favor dendrite growth. For Na-O2 and K-O2 batteries, where the metal anode eventually

represents a bigger issue, the use of composite anodic materials [35,36] has also shown to

improve the SEI. The first requirement of the air cathode is a high porosity, which is

essential in order to obtain high battery capacity. Carbon-based materials are therefore the

most used cathodic material, for they provide appropriate porosity and electrical conductivity

at the same time, at relatively reduced costs. Nevertheless, the electrochemical instability

of carbon-based cathods when exposed to high charging overpotentials is a strong issue,

which induced the research of alternative materials like TiC [37] or MoC2 [38].

1.1.3 The discharge product

The nature of the main discharge product in different aprotic alkali MOBs is determined

in first place by the alkali metal itself, for it determines the thermodynamic stability of its

respective superoxides and peroxides. The larger alkali cation tend to better stabilize the

superoxide, relative to the peroxide, as can be seen by the cell voltages in table 1.1.1, which

equate the potential of formation of the discharge product.

Li2O2 is overwhelmingly abundant in the discharge products of Li-O2 batteries, because Li

superoxides, both in solution and as bulk, is known to be unstable and to disproportionate

with a fast kinetic [40]. LiO2 phases can be stabilized on purpose by using specific electrode

materials at the cathode, like the reduced graphene oxide with added iridium nanoparticles

(Ir-rGO) employed by Amine and co-workers [41]. The case of sodium is somewhat an

intermediate, where the main discharge product is not uniquely predicted [42,43], owing to the

remarkably small difference in the formation potentials (60 mV). Na2O2 has been reported to

discharge alongside with NaO2, often as mixed phases [44–46], and their relative proportion

is strongly dependent on the chemical environment and the operating conditions. For

example, in glyme-based electrolytes, NaO2 is preferentially formed when cycling at low

overpotentials, while at high overpotentials prevails Na2O2 [47]. Kang and co-workers [48]

also concluded from calculations that Na2O2 is a stable bulk phase, whereas NaO2 is more

stable at the nanoscale. K-O2 batteries are generally regarded as working only through

reduction to superoxide KO2 [49,50], as it is thermodinamically more stable than the peroxide

and it has almost no tendency to disproportionate in aprotic solution. Nevertheless, stable
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1.1. Overview on metal-oxygen batteries

Figure 1.2: Standard potentials of the O2/MO2 and O2/M2O2 redox couples on the M/M+

scales with M = Li, Na, K as well as for the O2/H2O2 couple. The scales are brought to
a common scale based on their M/M+ standard potentials. The dashed horizontal line
indicates the O2/KO2 couple. Reproduced from ref. [39].

K2O2 has been identified after discharge in many cases, in a mix with KO2, depending on the

experimental setup and the applied potential [51–53]. The ORR stopping at the superoxide

stage has the obvious disadvantage that less charge can be stored at the cathode during

discharge. At the same time, in the case of sodium and potassium, the formation of a

superoxide rather than a peroxide has a big compensation, since the simple electrochemical

reaction and solubility of the product result in relatively low polarisation and improve the

electrode kinetic and reversibility [49].

A key property of the alkaline peroxides, as discharge products, is their poor electric con-

ductivity. Li2O2 and Na2O2 are both electric insulators, with wide band-gaps which were

theoretically estimated to lie in the range of 4 - 5 V [54–58]. The behaviour of superoxides,

on the contrary, is seemingly different. Bulk LiO2, for instance, has a predicted semi-

metallic conductivity, with a zero band-gap [59,60], which agrees well with the observed low

overpotentials for charging. The calculations on NaO2 instead predict a significantly larger

band-gap [61], in the order of 2 V.

The morphology of the discharge products is strictly related to the mechanism of deposi-

tion and growth. As a general argument, two distinct and complementary pathways can

dictate the formation of peroxide inside alkali MOBs [62]. In the "surface mechanism" the
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1.1. Overview on metal-oxygen batteries

intermediate MO2 formed after the first 1-electron reduction agglomerates as bulk on the

cathode surface, where it is further electrochemically reduced to peroxide (see eq. 1.3).

In the "solution mechanism", instead, the readily formed O−2 anion desorbs from the sur-

face and diffuses into the bulk of the electrolyte, where it can react in presence of Li+

by disproportionation, thus precipitating Li2O2 and evolving O2. The surface mechanism

yields peroxide in the form of a thin film, and is favored at high overpotentials and weakly

solvating electrolyte. On the other hand, the solution mechanism is responsible for most of

the toroid-shaped and micro-sized Li2O2 particles, and is favored by low overpotentials and

strongly solvating electrolytes. This last case should provide the cell with higher capacity.

This rationale, although widely followed in the literature, has been recently refuted by Prehal

et al. [63], at least in the case of Li-O2 batteries, where the authors found the solution path-

way to dominate the ORR regardless of the electrolyte and its donor-number. Consistently,

the measured capacities lacked a correlation with the expected solvation strength. Also in

the case of Na-O2, disproportionation was found to proceed faster in a solvent with low

donor-number, like CH3CN, than in DMSO [64]. Clearly related to the solvating strength of

the electrolyte, the dissociation degree of the alkali salt is relevant to the growth mechanism

of the peroxide in Li-O2 batteries [65]. In glyme solvents, highly dissociated salts like LiFSI

and LiTFSI result in the formation of a multilayered discharge mass, that rapidly blocks the

electron conduction through the electrode interface; weakly dissociated ones (LiBr, LiAc,

LiNO3) instead produce more particle-sized peroxide and have better ORR performances.

Figure 1.3: Schematic representation of the ORR process in aprotic Li-O2 batteries ac-
cording to a surface-mediated (weak solvation, on the right) or solution-mediated (strong
solvation, on the left) mechanism.
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1.1. Overview on metal-oxygen batteries

A key problem in aMOBs is the contamination of the discharge products phase by many

side-products. The most common are alkali carbonates, Li2CO3 and Na2CO3 [66], which

are themselves insulators whose oxidation, to be complete, often requests the voltage to

raise up to 4.5 V (vs Li+/Li) [67] and 3.4 V (vs Na+/Na) [68], respectively. Together with

carbonates, also other organic derivatives are commonly detected, particularly in LOBs, like

acetates, formiates and other carboxilates [67]. These unwanted products, which hamper

the charging process, are though to be mainly originated by parasitic decomposition of the

electrolytes. This point will be further discussed in secs. 1.2.1 and following.

It is worth mentioning that the presence of water heavily impacts the electrochemistry of the

ORR, leading to a different composition of the discharge products. In aqueous LOBs, the

4-electron reduction becomes thermodynamically favored, instead of the 2-electron. H2O

molecules are involved in the cathodic process on discharge [69], according to eq. (1.7):

O2 + 2H2O+ 4e
− −−→ 4OH− (1.7)

The product usually grows as an hydrated hydroxide, LiOH·2H2O, and it presents interest-

ing advantages over Li2O2: it is a better electric conductor, allowing lower overpotentials

on charge, and it is relatively soluble in aqueous solution, which positively affects the capac-

ity [70]. But problems also come together with the water-based electrolyte: the stability of

the cell is a big issue, in particular for the necessity of carefully protecting the metal anode

from the electrolyte [71]. The specific energy density is also lowered to the theoretical value

of 1910 W·h·kg−1 [70]. In Na-O2 batteries, the product deposition upon discharge was found

to benefit from traces of water, up to 100 ppm. NaO2 is transferred onto the growing nuclei

via a proton phase-transfer catalysis: HO2 is formed, which migrates very efficiently trough

the electrolyte, then it exchanges ions to NaO2 and is readily deposited. [72] Reducing oxygen

to Li2O guarantees even higher theoretical specific energy density, 5200 W·h·kg−1 [73]. Very

recently, a high-temperature cell assembled with LiNO3/KNO3 acqeous electrolyte and a

LNCO perovskite cathode was reported to maintain high efficiency over 100 cycles while

discharging almost exclusively Li2O as ORR product [74].

1.1.4 The disproportionation of superoxide

The superoxide radical has been often regarded as a highly reactive specie, and its reactivity

towards inorganic, organic and biological substrates has been widely reviewed [40,75]. Aqueous

solutions or the presence of protic subtrates induce two main reactions of the superoxide

radical anion: direct oxidation through proton abstraction, and disproportionation. When
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1.1. Overview on metal-oxygen batteries

two superoxide molecules (oxidation number = –1
2
) disproportionate, they yield a peroxide

(oxidation number = –1) and a dioxygen (oxydation number = 0). The stability of the

superoxide anion in many different homogeneous media has been studied for a long time.

Given that the reaction of two bare O−2 anions, forming a product and transition state with –

2 charge, is excluded [76,77], the presence of at least one cation is necessary for the reaction

to proceed. The nature of the cation has a strong impact on the reaction rate. Protic

substrates are the most well-studied and documented booster for the disproportionation.

The accepted mechanism is made up of a protonation step (eq. 1.8):

O2
− +H+ −−→ HO2 (1.8)

followed by an electron-transfer (eq. 1.9) or H-transfer (eq. 1.10) in the proper dispropor-

tionation step:

HO2 +O2
− −−→ HO2− +O2 (1.9)

HO2 +HO2 −−→ H2O2 +O2 (1.10)

The reaction in water is very fast, and it is reported to follow mostly the stoichiometry of

eq. (1.9), with a rate constant of ∼ 107 M−1s against ∼ 105 M−1s of eq. (1.10) [76]. In

aprotic solvents, the competition of the two mechanisms is mainly determined by the acidic

strength of the protic substrate. It is found that the presence of acids as weak as water or

phenols [75,78] is enough to induce a fast disproportionation in aprotic solvents like DMSO,

DMF or CH3CN, and the reaction follows an electron-transfer mechanism like in eq. (1.9).

Strong acids should favor instead the H-abstraction mechanism of eq. (1.10) [79]. This

is also related to the first protonation process in eq. (1.8) being or not the rate-limiting

step: if this is not the case, then it acts as a fast pre-equilibration step, which can be of

first or second order relative to [O−2 ] concentration. Disproportionation is fast enough that,

during the electrolytic reduction of O2, the electrochemical reduction of superoxide to per-

oxide is negligible [78]. In aprotic metal-oxygen batteries, the disproportionation may occur

if properly driven by metal cations, though it has to be kept in mind that moisture or protic

contaminations are not easy to avoid. Alkali cations show different effectiveness in promot-

ing the disproportionation. KO2 is well known to form stable solutions in aprotic solvents:

in absence of proton sources, potassium cations simply do not induce the disproportionation

of superoxide [80]. On the other hand, there is evidence that lithium cations efficiently in-

duce superoxides to disproportionate. When a stable solution of a superoxide salt in aprotic

solvent (like KO2 or TBAO2, where TBA is tetrabutylammonium) is added with a lithium-
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1.1. Overview on metal-oxygen batteries

containing salt, a fast disproportionation of the superoxide is typically triggered [39]. A same

phenomenon is observed when Li+ is added to O−2 anions electrogenerated in DMSO from

a O2-saturated solution [81]. The instability of solid lithium superoxide is also also something

well-reported in the litterature since a long time [82–84]. Sodium superoxide is also prone to

react by disproportionation. Depending on the operating conditions, discharged NaO2 is

often found to be unstable after cycling in Na-O2 batteries, with consequent evolution of

O2 gas [85]. Both dissolved and surface-deposited NaO2 are unstable and can convert to

Na2O2, the kinetics of the reaction being highly influenced by the solvating ability of the

electrolyte. For instance, solvents with low Gutmann donor number (DN), like acetonitrile,

enhance the disproportionation kinetics, while this latter turns to be sluggish in solvents like

DMSO, which present high DN [64,86]. The overall trend, with decreased reactivity toward

superoxide disproportionation going from Li to Na to K, has been rationalized in terms

of Lewis acidity of the cation [26,39], where the smaller cations Li+ and Na+ are stronger

Lewis acids and form ionic bonds with the superoxide anion, while the larger K+, with lower

charge density, interacts more weakly with the anion. This argument is in agreement by

the null reactivity of superoxide in aprotic solutions of tetraalkylammonium salts, that is

well-known to be a very weak Lewis acid, and can be related to the precipitation/solubility

of the different reduced oxygen species [26].

He et al. [87] have proposed a kinetic model for the disproportionation of LiO2 which exhibits

a good fit with the data in DMSO and DMF. According to this model, the association

equilibrium (eq. 1.11) is more likely followed by a direct reaction (electron-transfer) between

LiO2 and O−2 (eq. 1.12), rather than by the self-reaction between two associated LiO2
neutral superoxides. The formed peroxide anion LiO−2 then is rapidly binded to a Li+ cation

(eq. 1.13):

O2
− + Li+ −−→ LiO2 (1.11)

LiO2 +O2
− −−→ LiO2− +O2 (1.12)

LiO2
− + Li+ −−→ Li2O2 (1.13)

Independently of the nature of the two solvent, eq. (1.11) is found to be a fast equilibrium,

hence the rate determining step is represented by eq. (1.12). Accordingly, the whole process

results to be first order in superoxide at high [O−2 ] concentrations, while it becomes second

order at low concentration.
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1.1. Overview on metal-oxygen batteries

1.1.5 Hints on alkaline-earths MOBs

Together with the interest in Na- and K-based alternatives to Li-O2 batteries, systems based

on alkaline-earth metals have started to be investigated. Magnesium and calcium have

proven to be potentially suitable anode materials [88–90] in an aprotic environment, and their

abundance, availability and relatively low cost (compared to lithium) make them attractive

alternatives. The theoretical capacity are also extremely appealing [91]. Compared to cells

based on monovalent Li+/Na+/K+ cations, divalent Mg2+/Ca2+ cations with their higher

charge density establish stronger interactions with the electrolyte solvent and counter-

anions. As a general consequence, solubilities, ionic transport and conductivity can be

drastically reduced [23]. As in alkali MOBs, the discharge products formed during the ORR

electrical insulators and require large overpotentials to be applied during the OER in order

to be electrochemically decomposed [92,93].

Differently from alkali metals, magnesium superoxide forms at far lower potential than per-

oxide. Based on both redox potentials and post-cycling characterization, the ORR in DMSO

can bu summed up as an electrochemical-chemical-chemical process [14], where the first oxy-

gen electro-reduction to superoxide (eq. 1.14) is followed by chemical disprportionation of

Mg(O2)2 to form MgO2 (eq. 1.15), and this last one disproportionate again to form MgO

as a last product (eq. 1.16):

O2 + e
− −−→ O2− (1.14)

2O2
− +Mg2+ −−→ MgO2 +O2 (1.15)

2MgO2 −−→ 2MgO +O2 (1.16)

The final discharge product present a MgO crystalline phase, with amorphous domains of

MgO2, which remains for kinetic reasons without being converted to oxide. Ca(O2)2 instead

is kinetically stable and does not undergo disproportionaiton [16], even if thermodinamically

the formation of CaO2 is strongly exoergonic, even more than CaO. Calcium superoxide, in

fact, can be also synthesized as a stable salt [40]. Hence, the faith of the calcium superoxide

results to be heavily dependent on the cathode surface. Bawol et al. [94] reported that

Ca(ClO4)2 salt in DMSO forms dissolved superoxide when reduced on a Pt or glassy carbon

electrode, which remains as an undissociated contact ion-pair and need high overpotentials

in order to be re-oxidized. On the other hand, on a Au electrode the calcium peroxide

is formed, since the kinetic barrier for superoxide to disproportionate in presence of Ca2+

cations is no more an obstacle. In this situation, the authors revealed by mass-spectrometry

a significant current of unexpected species, like CO2, which are interpreted as products of
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side reactions.The origin for this side reactivity was tentatively referred to the formation of

singlet oxygen, as supported by the fact the CO2 release resulted intensified upon adding

a proton source to the solution, compatibly with increased superoxide disproportionation.

Anyway, the 2-electron reduction process leading to CaO2 only lasts as long as the peroxide

product doesn’t accumulate blocking the active sites on the surface of the electrode. When

this happens, the second electron-transfer is hindered across the first layer of discharge

products, and only superoxide is subsequently formed above that layer [95].

1.2 Parasitic reactivity and singlet oxygen

1.2.1 Evidences for parasitic reactivity

In a fully reversible cell, during discharge the transferred electron to oxygen ratio has to

be e−/O2 = x with x = 1 or 2 depending on whether molecular oxygen is discharged to

superoxide or peroxide, and the same applies, on charge, for the passed electron to consumed

(su)peroxide ratio, e−/MxO2 [96]. In LOBs, the deviations from reversibility are dramatically

Figure 1.4: Deviation from reversibility in Li-O2 electrochemistry. On the left: number of
moles of O2 consumed (blue) and Li2O2 formed (red), during discharge. On the right:
number of moles of O2 evolved (blue) and Li2O2 consumed, during recharge. The regions
in yellow give a measure of the contribution by parasitic reactions. Reproduced from ref. [97]

displayed, particularly for charging [98]. The leading culprit for this lack of reversibility is the

amount of unwanted side reaction that take place during ORR and OER. This entails, in
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first place, the progressive degradation of cell materials and, in second place, the release

of side-products which often happen to be electrical insulators [99]. LOBs were soon found

to be severely plagued by parasitic reactivity, where most of organic solvents proved to

be unstable upon cycling [100]. Large amounts of side products coming from electrolyte

degradation were found with traditional Li-ion carbonate-based electrolytes, but also with

various ethers and DMSO [101–104]. Ionic liquids were found to produce much less carbonates

side products [105], but the improved stability is typically offset by poor transport properties.

The amount of side reactions at the expense of the electrolyte is typically lower in Na-

O2 batteries, but still enough to seriously impact the cyclability of the cells [106,107]. K-O2
batteries, instead, are relatively safe from this point, displaying a high reversibility [108,109].

The carbon-based part of the cathod is also widely reported to undergo intense parasitic

reactions in the environment of alkali MOBs, causing the polarization to rapidly increase

and accelerating the fading of capacity during cycling [110].

1.2.2 Discovery of singlet O2

For many years the parasitic chemistry of LOBs was mainly believed to arise from the

chemical reactivity of reduced oxygen products and intermediates, and the nucleophilic

attack of peroxides and superoxides against different electrolytes was investigated [111–114].

For what concerns the degradation of the cathode, the voltage of 3.5 V vs Li+ was identified

as the threshold for charging before serious degradation of the carbon cathodes starts to

take place [115]. The occurrence of side reactions with some form of reduced oxygen species

was consequently addressed [116], since carbon electrode materials are generally known to

be electrochemically stable below 4 V. In 2016, Wandt et al. [117] made the unprecedented

finding of significant production of singlet oxygen, that is, the O2 molecule in its first singlet

excited-state. It was readily recognized that this result paved the road for a new and deeper

understanding of the cell chemistry. The release of singlet oxygen was clearly confirmed in

later works [81,118,119], and analogous phenomenon was later find to impact Na-O2 batteries

as well [120]. K-O2 systems, instead, seem to be free from this problem [121].

The electronic ground state of the O2 molecule has a triplet spin multiplicity, 3Σg, with two

unpaired electrons in the two degenerate frontier orbitals π∗. The first excited state is a

singlet, 1∆g, which lies 0.98 eV above the triplet. Because of the spin-forbidden transition

to the ground state, it is a metastable state whose lifetime in solution can reach the order

of 10−3 s [123]. The next singlet, 1Σg, has a vertical excitation energy of 1.65 eV, and it is

highly unstable as it immediately decays to the lower singlet. The electronic configuration

of these three lowest states can be represented with a minimal orbital space made up of
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1.2. Parasitic reactivity and singlet oxygen

Figure 1.5: Scheme of the electronic structures of the first three electronic state of O2.
A) Molecular orbitals occupations, with the traditional representation of the 1∆ state as a
closed-shell conifugration. B) The more accurate representation given in ref. [122].

the two π∗g antibonding frontier orbitals. In a traditional picture, the two singlet 1∆g and
1Σg states are represented as a closed-shell and a singlet-open shell configuration, respec-

tively [124,125]. However, more recent theoretical studies pointed out that the actual situation

is more complicated: the 1∆g in D∞v is doubly degenerate, and the two components have

contributions by both the open-shell and the closed-shell configurations [126,127]. This higher-

level description is actually able to better rationalize the reactivity of 1∆g oxygen toward

different substrates, since the two configurations can be shown to gain different weights

depending on the reaction mechanism in which they are involved [122]. Summing up, it is

clear that the electronic structure of singlet oxygen is inherently multiconfigurational, hence

multireference methods are required in ab-initio calculations in order to obtain a qualitatively

correct wave function. Despite the fundamental inadequacies of single-determinant meth-

ods in representing the correct electronic structure of singlet states in molecular oxygen,
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many computational works opted for a DFT approach when studying reactions involving
1O2. In these cases, usually a broken-symmetry wave function is employed, together with

a spin-projection correction of the energy [128,129]. Alternatively, a constant shift of approxi-

mately 0.98 eV may be applied to the electronic energy of the triplet ground-state [130–132],

but this approach is limited for it inherently fails to locate transition states or regions of

the PES where the vertical excitation 3Σg → 1∆g could be significantly altered.

The chemical reactivity of singlet O2 is that characteristic of an electrophile. Typical sub-

strates that easily react with 1O2 are therefore those presenting electron-rich moieties such

as double bonds and π systems. Double-bonds can react with 1O2 through stereospecific

ene-reactions, leading to the formation of reactive hydroperoxides [133,134]. Endoperoxides

instead are formed by cycloaddition to dienes or aromatics [135–137], as in the case of [4+2]-

cycloaddition reaction with napthalene derivatives, which is exploited to detect singlet oxy-

gen by fluorescence or UV-vis absorbance spectroscopy. Diels-Adler reactions can also occur

between a diene and singlet oxygen acting as the dienophile [138]. 1O2 has also proved to be

reactive towards organic sulfides [139,140], and even weakly activated C-H bonds of saturated

hydrocarbons [141]. This implies that most of the solvents employed as electrolytes, be them

organic or ionic liquids, are potentially unstable and are likely to undergo parasitic reactions

upon evolution of 1O2.

Today, the main source is thought to be the superoxide disproportionation, the same reac-

tion that plays a fundamental role in the redox chemistry and guarantees a high discharge

capacity.

1.2.3 1O2 from superoxide disproportionation

The relation between superoxide disproportionation and singlet oxygen has been long de-

bated in the past, well ahead of the raise of MOBs, also because of an implication in some

biological processes [142]. Whether a proton-induced disproportionation of superoxide anions

can be regarded as a relevant source of 1O2 has been a controversy for decades, with both

affirmative [143–147] and negative [148–152] claims repeatedly proposed by many authors. In

these works, now considerably outdated, the main source of disagreement typically focused

on the reliability of the experimental procedure employed for the detection of the highly

reactive 1O2.

From a thermodynamic standpoint, it is possible to generate O2 in the first excited state

starting from 2O−2 + 2H+ reactants, because the triplet ground state of the products is

exoergonic by 37 kcal/mol [148,153,154]. Even if the 1∆g singlet lies about 22 kcal/mol above

the 3Σu triplet, the production of an electronic excited state can be favored over the thermal
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dissipation of the reaction energy if a very fast electron transfer takes place [155].

The release of singlet oxygen upon exposing O−2 anions to protic solutions was also claimed

in more recent publications. As an example, Lozano at al. [156] observed that the addition of

protic substrates to a Na-O2 battery not only increases the capacity, because it promotes a

solution-mediated mechanism (as also in ref. [72]); but, at the same time, it hampers the cell

cycling because of more singlet oxygen is produced. The reason for this is the protonation

of O−2 to form HO2, even with acids as weak as ammonium salts, which readily reacts

according to eq. (1.9) or (1.10) to release a significant amount of 1O2.

Singlet oxygen inside the aprotic environment of aprotic LOBs was first reported in 2016

by Wandt et al. [117]. The hypothesis about its origin readily pointed toward the superoxide

disproportionation reaction [97,118], at least as a main source, since it is expected to carry

a major contribution on O2 gas evolution during both charge and discharge. Little later,

also sodium-O2 batteries were found to be affected by the same phenomenon [120]. Whereas

most of 1O2 is detected on charging, prompted by need for high overvoltages, Cordoba et

al. [81] clearly proved that significant amounts are also produced by ORR during discharge.

Mourad et. al. [39] made the unprecedented claim that the fraction of singlet oxygen evolved

increases following the order of the weakest Lewis acid, that is, in a reverse order with re-

spect to the superoxide disproportionation reactivity. In fact, in their experiments, the

addition of Na+ salts to a KO2 solution in TEGDME resulted to produce, upon dispropor-

tionation, a significantly higher quantity of 1O2 than Li+ salts, despite the overall evolved

molecular oxygen being much less in the former case. In addition, a far superior 1O2 yield

was detected when charging a Li-O2 battery with a mixed Li+/TBA+ electrolyte. If un-

known side-reactions are excluded, this effect is not compatible with the neat increase of

ca. 1 eV (the 3Σ → 1∆ excitation energy) on the ground-state 3O2 evolution threshold.

The authors hence conclude that i) cations which behave as weak Lewis acids can favor the

formation of 1O2 in a chemical way, and ii) the maximum 1O2 yield is reached by combining

into the electrolyte weak Lewis acids with harder cations, which give high disproportiona-

tion rates (like Li+). As a practical consequence, big care must be taken with the choice

of lithium salts and IL solvents in the electrolyte, since these often employ weak Lewis acid

as cations in the ion pair. The study clearly point to the direction of the cation exerting

an active influence on the reaction barrier towards excited-state O2 through some chemical

mechanism, which nevertheless remains unclear. DFT calculations were also carried out in

the aforementioned work, in order to sustain this hypothesis. Differently from other previ-

ous theoretical studies on LiO2 disproportionation [157,158], these calculations did also take

into account the singlet excite state.

Under a mechanistic point of view, the superoxide disproportionation has been generally

17



1.2. Parasitic reactivity and singlet oxygen

Figure 1.6: Singlet oxygen from superoxide disproportionation in TEGDME electrolytes
containing different cations. On the left: O2 evolution over time. On the right: amounts
of O2, 1O2, and Li2O2 (or Na2O2) obtained from reacting different cations with free O−2
anions (KO2 dissolved in presence of 18-crown-6). Reproduced from ref. [39].

treated as an electron-transfer process. As such, Houchins et al. [159] applied the semiclas-

sical Marcus theory in order to analyze the kinetics of the disproportionation, and came to

the conclusions that 1∆ oxygen becomes more kinetically favored with increasing fraction

of superoxide present as dissociated free O−2 anions, instead of Li+O−2 or Na+O−2 ion pairs.

A novel mechanism for the reaction of eq. (1.10) has been recently proposed by Dong

et al. [160], where the simple electron-transfer scenario gets considerably complicated by

evidences of the cleavage of oxygen-oxygen bonds (fig. 1.7). By discharging a cell using

an isotopic mixture of 16O16O and 18O18O, the authors found that 4.5% of the evolved

oxygen presents the 16O18O isotopic composition. This result implies the scrambling of

oxygen atoms belonging to distinct superoxide molecules, something that can occur as a

result of the formation of a LiOOOOLi tetroxide intermediate by coupling two isotopically

pure 18O18OLi or 16O16OLi radicals (eq. 1.17):

18O18OLi + 16O16OLi −−→ Li18O18O16O16OLi −−→ Li18O16OLi + 16O18O (1.17)

Moreover, the detected fraction of isotopic 16O18O accounted for more than 40% of the

singlet oxygen produced, making the bond-cleavage mechanism a possible major source for

the generation of singlet oxygen in LOBs. It is important to mention that analogous evi-

dences were already produced back in 1988 by Sugimoto ans Sawyer [152] for the reaction

of two hydroperoxyl radicals (or hydrogen superoxide, HO2). These authors claimed that

the formation of a HOOOOH tetroxide intermediate (similar to eq. 1.17) was responsible
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for the large majority of 1O2 yield during the electrolytic reduction of H+ in acetonitrile

in the presence if dissolved O2, whilst the electron-transfer and hydrogen-transfer mecha-

nisms only contributed to the evolution of ground-state triplet oxygen. Similar conclusions

have also been drawn in the case of ROO· peroxyl radicals, which can release singlet oxy-

gen by forming a ROOOOR tetraxoide [161]. Theoretical calculations [162] have shown that

HOOOOH is expected to be a more stable reaction intermediate in HO2 self-reaction than

the HO2· · ·HO2 dimer, in both gas and aqueous phase. Moreover, its decomposition was

later reported to be an effective source of singlet oxygen in organic synthesis [163]. While

hydrogen tetroxide has been the subject of many studies, both computational and spec-

troscopic, it has to be noted that the existence of LiOOOOLi-like species has never been

addressed before.

Figure 1.7: Oxygen gas evolution from the scrambling pathway. A) Total oxygen (black)
and 16O18O (red) measured through on-line mass spectrometry, after mixing a superoxide
solution with LiTFSI. B) 16O16O, 18O18O and 16O18O gas evolution from a cell discharged
with a 1:1 mixture of the two isotopically pure gases. Reproduced from ref. [160]

The role of surface chemistry is still not well clarified, though many evidences suggest an

interplay of heterogeneous routes and singlet oxygen release. Some commonly employed

solid catalysts, from noble metals to transition metal oxides, were reported to lower the

activation barrier of the singlet pathway [164]. The role of surface was also discussed as

related to the aforementioned bond-cleavage mechanism of disproportionation. In ref. [152]

the reaction is proposed to proceed via adsorption of the H terminations in HO2 to the

surface, while the authors of ref. [160] excluded an active involvement of the surface during the

formation and braking of LiOOOOLi, which then has to proceed as a solution homogeneous

process.

In conclusion, the disproportionation reaction is fundamental to achieve a high capacity,
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allowing the decomposition of the discharge products, but it also contributes to increase

the irreversibility of charge-discharge cycling. This situation has been summed up as the

dilemma of disproportionation [39,124]. Ideally, new strategies to deactivate the 1O2 are

necessary, while still allowing the disproportionation and without altering the underpinning

chemistry in order to fully exploit the superior potential of LOBs.

1.2.4 1O2 from other sources

Alkali carbonates are regularly detected by X-ray diffraction as a side-product of the ORR in

lithium- and, to a lesser extent, sodium-oxygen aprotic batteries (see section XX). As in the

case of alkali peroxides, those carbonates are insulators and their decomposition requires

high overvoltages during the charging. Li2CO3 is decomposed with CO2 evolution upon

charging at 3.8 - 4.0 V according to the semi-reaction [165]:

Li2CO3 + 2e
− −−→ 2 Li+ + CO2 +

1

2
O2 (1.18)

In contrast with eq.(1.18), many studies reported the absence of conjoint CO2 and O2 gas

evolution [165], [166]. By using 9,10-dimethylanthracene as a singlet oxygen trap, Mahne et

al. [119] discovered instead a peak of 1O2 at the onset of CO2 evolution, which coincides with

electrochemical oxidation of Li2CO3. Ground-state 3O2 is evolved, instead, if the battery

is charged over 3.8 V in presence of a singlet oxygen quencher (DABCO). This allowed

the authors to suggest a proposed mechanism where new O-O bonds are formed, namely

through a Li peroxodicarbonate intermediate (fig. XX). Similar findings were then confirmed

by Cao et al. [167], who showed that, during the decomposition of lithium carbonates, an

important contribution to the evolved CO2 is originated from side-reactions of singlet O2
with the electrode carbon substrate. The addition of Co3O4 nanoparticles, a well-known

oxygen evolution catalyst, was found to significantly suppress singlet oxygen, by stabilyzing

the reaction intermediates of forming 1O2, as already observed in ref. [168].

Apart from promoting disproportionation (see section 1.2.3), the presence of trace water

can also contribute through the formation of H2O2 product. The contact with many inor-

ganic catalysts is well-known to induce a peroxide disproportionation reaction, which yields

H2O and O2, this latter one possibly in the singlet excited state [169,170]. Samojlov et al. [164]

revealed that the nature of the cathode and of the solid catalysts deposited above has

large impact on the fraction of 1O2 generating from this reaction, with transition metal

compounds generally showing a tendency to increase it.

Finally, an impactful role on the generation of singlet oxygen can be exerted by homogeneous

20



1.2. Parasitic reactivity and singlet oxygen

Figure 1.8: Proposed reaction mechanism of the electrochemical oxidation of lithium car-
bonate. A peroxodicarbonate intermediate LiO2COOCO2 is formed (3), and the homolytic
cleavage of its O-O bond leads to stepwise elimination of 2 CO2 and 1O2. Reproduced
from ref. [119].

redox catalysts, usually referred to as redox mediators, that are intended to ease the transfer

of electric charge from the discharge products to the electrode during charging. A more

detailed discussion about this topic is deferred to section 1.3.2.

1.2.5 Strategies against 1O2

The long lifetime of the 1∆g O2 excited state implies that deactivation can be an effective

strategy in order to suppress the parasitic chemistry originated by singlet oxygen. Deactiva-

tion of 1O2 can be accomplished either by chemical or physical quenching, as summarized

by Ruiz de Larramendi and Ortiz-Vitoriano [124]. In chemical quenching, the target specie

undergo a chemical reaction with a quencher or molecular trap, leading to the formation of

a compound which can be stable or evolve into other products that do not yield O2 back.

A well known chemical quencher in the field of LOBs is dimethyl-antracene (DMA), which

is widely used as a singlet oxygen trap for it forms a endoperoxide which can be accurately
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1.2. Parasitic reactivity and singlet oxygen

revealed by a characteristic fluorescence emission peak between 300 and 500 nm [171]:

(1.19)

While this process can be useful for revealing and quantifying the formation of parasitic 1O2,

the clear downside is that O2 is progressively consumed, hence a systematic suppression

by chemical trapping would lead the cell to premature death. Also, the quenching reaction

can form intermediate species which can result to be insoluble and block the air cathode

pores. Physical quenching, on the other hand, preserves the species chemically unaltered,

because it simply acts on the relaxation rate of the excited-state to the ground-state.

This can happen through the two limit mechanisms: energy-transfer or charge-transfer.

Deactivation by energy-transfer can take place as the inverse of the 1O2 generation process

via photosensitization [172]:

1O2 +
1Q −−→ 3O2 +

3Q (1.20)

which means that the excited state relaxes to the ground state dissipating its excess energy

without any change in the global spin multiplicity (in the example equation above, the two

triplets are coupled in order to give a global singlet). Alternatively, physical quenching can

occur via charge-transfer, where a charge-transfer complex intermediate is formed between

the quencher (Q) and the electron-deficient 1O2:

1O2 +Q −−→ [O2− · · · Q+] −−→ 3O2 +Q (1.21)

What makes this mechanism effective is the property of the charge-transfer complex to

undergo fast and radiationless spin transition between states with different multiplicities,

which requires intersystem crossing (ISC) in order to happen. As an example, triphenylamine

(TPA) was reported by Jiang et al. [173] to form a singlet charge-transfer complex with 1O2,

which can easily decay to a triplet complex via ISC, and ultimately free up ground-state
3O2. Owing to this mechanism and its fast kinetic, the cycle-life of a same LOB with

LiTFSI/tetraglyme electrolyte and carbon nano-tubes air cathode was prolonged from 20

to 310 cycles, before a large increase in the charge-discharge voltage gap could take place.

Fast quenching rates by charge-transfer generally require high electron donicity [174], but this

results in low anodic stability [175].

The addition of appropriate catalysts for ORR or OER can also contrast singlet oxygen.

Co3O4 solid nanoparticles deposited on a carbon nanotubes cathode, for instance, alters
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the nature of the discharge products, as well as their morphology and electronic structure,

with the net result of suppressing large part of 1O2 detected by EPR spectroscopy [168]. The

authors came to the conclusion that this is related to the presence/formation of LiO2-like

species after discharging or during the first stages of charging. In general, solid catalysts

can reduce the overpotentials during charging by enhancing the charge transfer through the

discharge products phase or by accelerating the kinetics of Li2O2 de-lithiation. Central role

of superoxide, either by direct oxidation or by disproportionation.

1.3 Redox mediators

1.3.1 Mechanisms of mediated oxidation

As detailed in section 1.1.3, peroxides are generally the favored discharge product in lithium-

oxygen batteries, being formed through either the mechanism of eqs. (1.3), the "surface

route", and (1.4), the "solvent route". This two-electron reduction, O2→ O2−2 , is positively

regarded for it guarantees a large battery capacity. The serious drawback is that peroxides

form an insulating deposit over the cathode surface. Lithium peroxide is an insulator with a

band-gap of 4-5 V, which clearly hinders the efficient transport of electrons that is needed

during charging. The characteristic morphology of the deposited peroxide is also a relevant

factor. The prevalence of one or the other of the growth modes, i.e. as a thin film or as

nano-sized particles, is supposedly related to which one of the solution/surface mechanisms

is the dominant one. While a film-like growth causes a more severe electrical passivation

of the cathode surface, an irregularly grown particulate of Li2O2 leads to a progressive

clogging of the porous structure. This limits the mass transport of ions and oxygen [63,176],

thus contributing to the sluggish OER and reduced capacity. Hence, the process of oxidizing

the peroxide back to gaseous O2, which is required during the charging of the battery, is

seriously hampered and very large overpotentials are needed, often 1 - 2 V above the

theoretical voltage threshold for Li2O2 oxidation. Not only this has a bad impact on the

side of energy efficiency, because of high round-trip voltage hysteresis; also, it promotes the

degradation of electrochemically unstable molecules, whose voltage stability window does

not usually span up to the range of 4 - 5 V vs Li+/Li. Such an increased degradation leads,

in turns, to the deposition of more insulating side-products, thus triggering a vicious circle

of cascading adverse effects which definitively hamper any long-term cyclability of the cells.

For this reason, solutions have been devised, on both the chemical and the manufacturing

sides, in order to minimize as possible the problem of charging overpotentials.

The addition of redox catalysts, both heterogeneous or homogeneous, has been the most
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Figure 1.9: The oxidation mechanism assisted by redox mediators. On the left: reaction
scheme, showing the cyclic regeneration of the mediator passing through the reduced RM
(blue circles) and oxidized RM+ (red circles) forms. On the right: voltammogram showing
the the typical voltage profiles when charging a LOB with and without redox mediators.
Reproduced from ref. [177].

investigated strategy. Heterogeneous electrocatalysts are loaded onto the cathode sub-

strate, with the aim of enhancing the charge transport through the Li2O2 passivating layer

and/or the delithiation kinetics. Many transition metal oxides have displayed good catalytic

activity when decomposing Li2O2 at charge [178]. The drawback is that they also induce

parasitic reactions, leading to additional side-products and to the decomposition of the

electrolyte [179,180]. Redox mediators instead are homogeneous catalyists with good solubil-

ity in the electrolyte phase. They act as a shuttle for the electrons from the electrode to

the discharge product, at a lowered voltage, as described by the following equations (where

it is assumed, for simplicity, a mediator exchanging one single electron):

RM −−→ RM+ + e− (1.22)

2RM+ + Li2O2 −−→ 2RM+O2 + 2Li+ (1.23)

The redox mediator (RM) is added to the electrolyte in its reduced form. As a first step

in the charging process, the RM is electrochemically oxidized according to its own re-

dox potential (eq. 1.22). This oxidized form of the RM is then able to chemically re-

act with the alkali peroxide by spontaneous electron-transfer, to release molecular oxygen

and return to its reduced form (eq. 1.23). As a result, the overall redox potential of

the OER now is solely determined by that of the RM+/RM couple, which can be chosen

to fulfil specific requirements. For instance, the oxidized RM+ should be able to read-
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ily attack both surface agglomerates and detached particles in solution, and also provide

a high Coulombic efficiency [181]. The optimal RM for LOBs has been searched among

many different chemical classes. Among the more frequently cited, organic heteroaro-

matics (tetrathiafulvalene, TTF, 5,10-dihydro-5,10-dimethyl phenazine, DMPZ), oxyl radi-

cals ((2,2,6,6-tetramethylpiperidin-1-yl)oxyl, TEMPO, 1-methyl-2-azaadamantane-N-oxyl,

MAZO), aliphatic hydrazines (1,1’-bipyrrolidine, BP55, 1,1’-bipiperidine, BP66), phenyl

amines (tris[4-(diethylamino)phrnyl]amine, TDPA, N,N,N’,N’-tetramethyl-p-phenylenediami-

ne, TMPD), quinones (2,5-di-tertbutyl-1,4-benzoquinone, DBBQ) halide salts (LiI, LiBr)

and iron metalorganics (ferrocene, Fc, iron phtalocyanine, FePc). In order to chemically

decompose Li2O2, the RM has to be oxidized at a voltage higher than 2.96 V, which is the

theoretical formation voltage of lithium peroxide according to the half-reaction:

O2 + 2Li
+ + 2e− −−→ Li2O2 (1.24)

However, for maximizing the energy efficiency, the RM+/RM potential would be required

to be only slightly above that threshold. So, the optimal window for the redox potential

is expected to lie somewhere between 3 and 4 V (vs Li+/Li) [177,182]. Though, as shown

by Kwak et al. [183], a high round-trip energy efficiency has no direct correlation with the

catalytic efficiency of Li2O2 decomposition, as measured for example by O2 gas evolution.

Hence another crucial requisite of the RM is its chemical stability in the Li-O2 cells. Sta-

bility towards reduced oxygen species (Li2O2, O−2 ) usually is not a major concern; singlet

O2, instead, has been found to react with many organic mediators like TTF, DMPZ and

PPT [183]. As an electrophilic specie, 1O2 is supposed to act as an enophile or dienophile with

the electron-rich C=C double-bonds of TTF and DMPZ, respectively [132], forming reactive

ROOH, ROO· and R· intermediates that can in turn propagate the side reactions and lead

to a wide spectrum of by-products. This kind of reactivity is found to affect the reduced

form RM much more than the oxidized RM+ one, because of the different electron-richness

of the two substrates. The chemical inertness of both the RM/RM+ forms with respect

to the different electrolytes has also been addressed [177]. At the same time, metal anodes

showed to be reactive substrates for halogen-based mediators, thus calling for solutions

based on separators or protective membranes [184].

The choice of the ideal redox potential of the selected RM needs to take into account the

many processes taking place in the RM-free cell during charging. During pure electrochemi-

cal oxidation of the discharge products, the evolution of harmful 1O2 was reported upon 3.5

V (vs Li+/Li), so that to avoid the most of parasitic reactions, RM couples should better

activate below this threshold. Anyway, the decomposition of carbonate side-products (like
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Li2CO3) is also important for the efficiency and cycle-life of the battery. The electrochemi-

cal potential for the decomposition of lithium carbonate to CO2 and O2 is 3.8 V, and above

this voltage CO2 evolution is usually detected together with significant amounts of 1O2
(see section 1.3.3). When the charging voltage goes as high as 4.2-4.6 V, the evolution

of H2 gas is triggered in some cases [119,165]. This happens because to side-reactions occur-

ring at the cathode and involving electrolyte solvents which result to be unstable towards

H-abstraction [99,185].

The number of studies about RMs for aLOBs has seen an outstanding increase across

the last decade. Nevertheless, the research in this field is still significantly slowed down

because of the very many variables which have to be accounted for, in order to project the

results of single experiments outside the narrow range of validity dictated by specific choices

of cell setup and operating conditions. As pointed out by Dou et al. [186], at present "the

general principles of seeking and designing a new type of RMs remain a mystery". In general

terms, the sequence of necessary experiments to fulfil this goal may be rationally reduced

with a combination of computational screening procedures, an approach which is being

applied increasingly more often in the field of materials for electrochemistry. An example

of screening of suitable RMs by means of a computational scheme is given in ref. [177]. For

several organic mediators, the chemical stability in TEGDME solvent was estimated on the

on the basis of the HOMO and LUMO energies of donor/acceptor couples. Regardless

of the validity of this choice of parameters, it is clear that many other parameters need

to be taken into account in order to simultaneously screen different aspects like stability,

transport properties and catalytic activity. This suggests that big steps forward still have

to be taken in that direction.

1.3.2 Implications of RMs in 1O2 release

The problem of singlet oxygen evolution is a major issue observed during charging of Li-O2
batteries. In absence of redox mediators, the voltage is easily seen to raise well above

3.5 V, where 1O2 formation is thermodinamically favorable and the excited state product

is consequently detected. In principle, the use of RMs is expected to affect the 1O2-

induced parasitic reactivity only by anchoring the charging voltage to the redox potential

of the RM+/RM couple. Actually, this means neglecting the interaction of produced 1O2
with the RM itself, as well as any direct involvement of the mediator’s reactions in the

production of 1O2. As briefly discussed in the section (1.3.1), singlet oxygen is able to

react with some electron-rich organic RMs trough "ene" or "diene" addiction, leading to

the progressive deactivation of the redox catalytic action. On the other hand, many RMs
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have been found to behave as singlet oxygen quenchers [182,187], thus directly suppressing

the singlet oxygen reactivity without the need for an apposite quenching additive. Efficient
1O2 quenchers, in fact, may suffer the limitations of a narrow electrochemical stability

window, like the DABCO which is irreversibly oxidized over 3.6 V [118]. The problem can

be mitigated through the joint use of a RM and a quencher [188], but a simpler solution

would be to use a same chemical in order to obtain both of the effects [189]. Iodine, for

instance, has a high quenching rate, tentatively ascribed to the heavy atom mass, thus

yielding low 1O2 despite a redox potential > 3.5 V [182]. Liang et al. [187] also attributed

relevant quenching abilities to LiBr, AZADO, TDPA and TEMPO. The authors of this

work proposed a reaction mechanism which unifies the catalytic oxidative activity and the

suppression of singlet oxygen. They hypothesize that the oxidized RM forms an intermediate

complex with the reduced substrates (for example, O−2 as in eq. 1.25), which can undergo

a spin transition suppressing the release of singlet spin-multiplicity products:

RM+ +O2
− −−→ 1[RM−O2] −−→ 3[RM−O2] −−→ RM+ 3O2 (1.25)

For this mechanism to take place, an intersystem crossing has to occur between a high-

energy singlet and a low-energy triplet electronic states. This would explain the 1O2 sup-

pression by LiI and, to a lesser extent, by LiBr: their high atomic mass would in fact be

sufficient to support the occurrence of large spin-orbit couplings. For the organic RMs,

mostly made up of light-element atoms, this does not hold; hence, a vibronic spin-orbit

coupling has to be invoked, where the presence of specific functional groups would be a key

factor in promoting significant spin transition rates.

In addition to the interaction or reactivity with the singlet O2 already present, the possible

implication of redox mediators in its formation was also discussed. Petit et al. [182] pointed

out that, with most of RMs, the mediated oxidation must follow a mechanism where the

contribution of one-electron transfers is overwhelming with respect to a direct two-electron

oxidation (i.e. from peroxide to O2, whether triplet or singlet). Thus, partially oxidized

superoxide species, either free LiO2(solv) or mixed Li(2−x)O2 solid phases, must form:

Li2O2 + RM
+ −−→ Li+ + RM+ LiO2 (1.26)

As more charge is transferred from the peroxide to form superoxides, the disproportionation

reaction can be triggered and this can lead, as argumented in section XX, to the release

of singlet oxygen, even when the redox potential RM+/RM is well below 3.5 V, so that

electrochemical oxidation to produce 1O2 would be thermodinamically unfeasible. The
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1.3. Redox mediators

Figure 1.10: Involvement of redox mediators in singlet oxygen release. A) Quenching rate
constants of several mediators toward 1O2. B) Relative kinetics of Li2O2 oxidation steps and
1O2 yield. The width of the arrows is proportional to the rate (Sankey plots). Reproduced
from ref. [182].

competition between the kinetics of the two processes leading to free molecular O2, namely,

the superoxide oxidation and the superoxide disproportionation, is then recognized to be a

key factor in determining the release of 1O2. Accordingly, the authors found out that the

disproportionation kinetics is slowed down for RM+/RM potentials > 3.2 V, hence the

minimum 1O2 release was detected inside the 3.2 - 3.5 V window.

1.3.3 Halogen/halide mediators

Redox mediators based on the different oxidation states of halogens were among the first

solutions to be studied for the overpotentials issue in Li-O2 batteries [190–192]. The RM is

typically added into the electrolyte in its reduced form as salts, LiI or LiBr. These RMs are

economic, easily soluble in common solvents, and do not suffer side-reactions with 1O2 [191],

displaying prolonged stability upon repeated cycling [193]. Apart from organic RMs, most of

studies so far have been focused on iodine-based mediators, with a less accent on bromine.

Only a minor interest has been put on chlorine, although recent results seem to raise the

potentiality of LiCl additive for promoting the decomposition of the discharge products [194].

For LiI and LiBr, the chemical nature of the active redox species is not unambiguously

determined, as it seems to be heavily dependent on the specific choice of solvent, salt

concentration, electrode, voltage and current density. Pande and Viswanathan [195] have

discussed how the solvating properties of the electrolyte solvent should influence the redox

potential for different kinds of redox couples. Their analysis is based on two considerations:

28



1.3. Redox mediators

a) the anionic forms of the RM interact more strongly with solvents or salt counter-anions

showing a large Gutmann acceptor number (AN, which quantifies the Lewis acidity), while

its neutral forms are much less sensible to a change in the AN, and b) for anions, the

effect of a large or small AN of the solvating species is more pronounced the more the

charge is localized. Hence, in the case of the I2/I− redox couple, an increase in the AN

of the electrolyte will establish a stronger interaction with the reduced form (I−), rather

than with the oxidized one (I2), so that the lowering in the Gibbs free energy of the former

is more pronounced; the ∆G of the reduction semi-reaction is then increased, and so is

the oxidizing power of the couple. The same should apply only qualitatively for the I−3 /I−

couple; in this case, the different stabilization of the two species will be only due to the

-1 charge of I- being more localized than in I3-, so the increase of oxidizing power with

higher AN is expected to be less pronounced (for example, DMSO=19.3 and G4=10.5). As

a matter of fact, the experimental literature, although vast, is still controversial about the

reaction mechanism of LiI redox mediator, and the identity of the effective oxidizing species

is debated. In particular, different authors came to disagreeing conclusions about whether

it is I2 or I−3 to be the most oxidized iodine species formed during Li-O2 charging [196–198].

They are generated starting from iodide:

3 I− −−→ I3− + 2e− (1.27)

2 I3
− −−→ 3 I2 + 2e− (1.28)

The two species I2 and I−3 , once electro-generated, are then both able, in principle, to

oxidize Li2O2, since both the redox couples I2/I−3 and I−3 /I− have a redox potential higher

than O2/Li2O2 (around 3.3 V and 3.0 V, respectively, in ref. [199]):

Li2O2 + I3
− −−→ 2 Li+ +O2 + 3 I− (1.29)

Li2O2 + 3 I2 −−→ 2 Li+ +O2 + 2 I3− (1.30)

Nakanishi et al. [199] investigated the effect of varying electrolyte compositions on the ox-

idizing power of the two species I2 and I−3 towards Li2O2. I2 was found to be the most

active oxidizer in a tetraglyme/LiTFSI electrolyte, at all concentrations of the salt, while

the reactivity of I−3 was negligible. A similar inactivity of I−3 as an oxidant was also previously

reported in refs. [196,197]. Higher polyiodides (e.g. I−5 , I−7 , ...) were also shown to have little

to no relevance. Switching to DMSO as a solvent, the increased stabilization of the small

iodide anion deeply affects the redox potential of the I−3 /I− couple, shifting it to more pos-
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itive values. In fact, in the LiTFSI 1.0 M electrolyte I−3 /I− turns to be the effective redox

couple, with almost no formation of I2. However, when the salt concentration of the salt is

raised to 2.8 M, the oxidative power of I−3 is drastically reduced, for both thermodynamic

and kinetic reasons, while the majority ot the current is carried by the I2/I−3 redox couple

again. Conversely, the potential of the I2/I−3 is reported by Leverick et al. [200] to be largely

solvent-independent, because both of the species are weakly solvated. These last authors

also extended the range of solvent tested, and the redox potential of I−3 /I− was confirmed

to shift positively moving from DME to DMA to DMSO, with increasing oxidizing power.

The superior oxidant activity of I2 in TEGDME solvent was also confirmed by Li et al. [201],

who attempted to simplify the redox chemistry of iodine by introducing a chelated form of

the iodide salt, LiI(hydroxipropionitrile)2. This way, the dissociation of the salt is lowered,

if compared to LiI, in such a way that the free iodide concentration remains low and the

oxidized RM is all I2 and almost no I−3 , with improved the oxidation efficiency. From the

evidences reported above, it is clear that the very specific combination of cell setup and

operating conditions plays a decisive role, from case to case. This unavoidably complicates

the hard task of devising a unified mechanism for the understanding of iodine RMs complex

activity in Li-O2 batteries.

Another topic that has been at the center of the discussion about iodine-based redox me-

diators is the nature of the discharge products. Many authors have reported the presence

of LiOH as an additional product after discharging a Li-O2 battery in presence of LiI redox

mediator [202]. LiOH is insoluble in most of the commonly employed aprotic solvent. When

compared to Li2O2, it shows higher ionic and electronic conductivity [194], a better filing of

the macroporous structure of the electrode [192], leading to an improved capacity, and the

battery is able to tolerate larger amount of water. Despite these benefits, the formation of

solid LiOH could represent a formidable obstacle for an efficient battery cycling. In fact,

according to ref. [200], the oxidized iodide may be involved in heterogeneous side-reactions

with LiOH leading to the formation of LiIO3-like species, which are insoluble and hence de-

activate the RM without evolution of O2. However, the formation of LiOH has been showed

to be strongly related to the presence of even trace amounts of water when adding LiI [203],

which occurs because of very strong interactions between water molecules and I− anions.

When a very careful procedure for keeping the environment as anhydrous as possible, no

LiOH is observed in the discharge products [199].

Bromine is known to be a stronger oxidant than iodine. LiBr can be oxidized to Br−3 and

Br2, according to the two semireactions:

3Br− −−→ Br3− + 2e− (1.31)
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Figure 1.11: Cyclic voltammetry (first two cycles) of LiI redox mediator in Li-O2 batteries
with containing: A) 1.0 M Li[TFSA] in G4; B) 2.8 M Li[TFSA] in G4; C) 1.0 M Li[TFSA]
in DMSO; D) 2.8 M Li[TFSA] in DMSO . The two plateaus are tentatively assigned to the
oxidation of I− to I−3 and of I−3 to I2. Reproduced from ref. [199].

2Br3
− −−→ 3Br2 + 2e− (1.32)

whose redox potential is, respectively, about 3.5 V and 4.0 V (vs. Li+/Li, in diglyme/LiTFSI

1M [185]). With the Br2/Br−3 couple operating only at such a high voltage, the redox chem-

istry of LiBr inside the cell should be easier to understand, if compared to LiI. Anyway,

due to this relatively high voltage, the use of LiBr mediators is found to be effective also

in promoting the decomposition of Li2CO3, which is one of the common discharge by-

products. For instance, Liang et al. [185] noticed that CO2 gas evolution started at 3.9 V

during LiBr-assisted charging, in contrast with the value of 4.3 V observed in the same

cell iwithout RMs. Another attractive reason for riding the way of LiBr is the enhanced

chemical stability of bromine species (over iodine) towards nucleophilic attack by reduced-

oxygen intermediates [186]. Moreover, the major discharge product in presence of LiBr is
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always Li2O2, without significant amounts of LiOH, even in presence of water inside the

electrolyte [186,204]. As a downside, the onset of 3.5 V where the Br−3 /Br− redox couple is

expected to activate as redox mediator system is close to the known threshold of singlet O2
evolution by electrochemical oxidation of Li2O2, which is expected to hold until Br− starts

to get oxidized.

Interestingly, as opposed to organic RMs, halogen/halide RMs offer the opportunity to

design new mediators upon mixing. It has been recently advanced by Leverick et al. [205]

that the properties, and in particular the oxidizing power of the RM system, can be tuned

by interhalide compounds obtained by simply mixing LiI, LiBr and LiCl salts directly into

the electrolyte. The formation of interhalide XY−2 compunds was confirmed by comparing

Raman spectroscopy and DFT calculated spectra. The appealing characteristic of these

compounds is that they show, as expected, intermediate redox potentials between those of

the Br−3 /Br− and I−3 /I− couples, as well as a tunable oxidizing power towards Li2O2 and

LiOH. Consistently with the higher potentials of the bromine redox couples, the oxidizing

power is seen to increase with increasing Br content in the I-Br interhalide mixture.
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Chapter 2

Theory and Methods

This chapter presents a brief recap on the basics of molecular electronic structure theory and

their applications in the computational quantum chemistry methods that have been used for

the research work of this thesis. The concepts of single-reference SCF wave function and

electron correlation are first introduced. Methods for recovering the correlation energy are

then presented, putting an emphasis on the problem of static correlation in single-reference

theories. Multiconfigurational computational methods are then discussed, presenting only

the conceptual key points and without deepening in mathematical derivations. The section

is closed by a short introduction on implicit solvent models and the nudged elastic band

method, which were usefully adopted in our calculations.

2.1 Electronic structure methods

2.1.1 Single-determinant wave functions and electron correlation

For a molecular system containing N electrons and M nuclei, the total non-relativistic energy

is determined by its Hamiltonian operator (in atomic units):

Ĥ = −
1

2

N∑
i=1

∇2i −
1

2

M∑
A=1

1

MA
∇2A −

N∑
i=1

M∑
A=1

ZA
riA
+

N∑
i=1

N∑
j>i

1

ri j
+

M∑
A=1

M∑
B>A

1

RAB
(2.1)

Under the Born-Oppenheimer approximation, which allows for a factorization of the total

wave function, a complete separation can be made between the electronic and the nu-

clear coordinates in the system. The previous expression then reduces to the electronic
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Hamiltonian:

Ĥel = −
1

2

N∑
i=1

∇2i −
N∑
i=1

M∑
A=1

ZA
riA
+

N∑
i=1

N∑
j>i

1

ri j
≡ T̂ + V̂Ne + V̂ee (2.2)

Solving the Schrödinger equation ĤelΨel = EelΨel with the differential operator of eq. 2.2,

however, is a mathematically unmanageable problem for all but the simplest of the molecular

systems. The reason for this lies in the non-separability of the electronic coordinates inside

the V̂ee potential energy term. Owing to the Coulombic operator acting at every instant

between two charged particles, the electronic positions are mutually dependent, and no

methods are available to analytically evaluate terms depending on 1/ri j for multi-electron

systems.

The most widely used approach for treating the electron-electron potential energy consists

in considering the electrons as non-interacting: this allows to replace the instant Coulombic

repulsion of the 1/ri j operator with an interaction between any individual electron with

the average charge distribution of each of the remaining N-1 electrons. The total wave

function Ψ is consequently represented as factorized into N single-particle eigenstates, the

spin-orbitals φi and, owing to the anti-symmetry requirements, it finally takes the well-known

form of a Slater determinant:

Ψ0 =
1√
N!

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

φ1(x⃗1) φ2(x⃗1) · · · φN(x⃗1)

φ1(x⃗2) φ2(x⃗2) φN(x⃗2)

... . . . ...

φ1(x⃗N) φ2(x⃗N) · · · φN(x⃗N)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.3)

When the Slater determinant of eq. (2.3) is used as the trial wave function, the expectation

value of the electronic Hamiltonian becomes:

EHF = ⟨Ψ0|Ĥ|Ψ0⟩ =
N∑
i

⟨φi |h|φi⟩+
1

2

N∑
i

N∑
j

[⟨φiφi |
1

r12
|φjφj⟩ − ⟨φiφj |

1

r12
|φjφi⟩] (2.4)

The optimal spin-orbitals φi are determined in a variational fashion by iteratively solving the

set of coupled eigenvalue equations of the Fock operator f̂ φi = ϵiφi , until a convergence

criterion is satisfied. In the practice, this is accomplished by expanding the spin-orbitals
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over a basis of M well-behaving functions, the basis set:

φi =

M∑
a

ciaχia (2.5)

By this definition, the search for the optimal molecular orbital (MO) functions is replaced

by the search for the optimal coefficients cia and efficient matrix algebra operations in an

M-dimensional vector space can be exploited. Since the Fock operator is itself dependent on

the spin-orbitals, the average field in which the electrons move is adjusted at each iteration,

and the whole iterative procedure is called self-consistent field method (SCF).

Summing up, Hartree-Fock method approximates the wave function assuming that it can

be represented by just one single Slater determinant, and neglects electron correlation by

replacing instantaneous electron-electron repulsion with the repulsion between electronic

averaged clouds. Accordingly, the correlation energy is defined as the difference between

the true (non-relativistic) energy and the Hartree-Fock energy, in the complete-basis limit.

When this deviation from the true energy is ascribed to the lack of instantaneous correlation

between the motions of electrons, this is referred to as dynamical correlation. Sometimes a

large difference from the exact energy is also due to the state of the system not being suit-

ably represented by a single electronic configuration, typically because of near-degeneracy

phenomena; in this case we speak of static (or strong) correlation.

2.1.2 Basis sets and Density fitting

Basis sets allow to expand the spin orbitals in the Slater determinant over a batch of

fixed functions (eq. 2.5), of arbitrary size. Historically the most widely used type of basis

functions for performing numerical calculations on atoms and molecules are the gaussian-

type orbitals (GTOs), that is, functions of the form:

gi(r) =

√
(8ζ)lx+ly+lz lx !ly !lz !

(2lx)!(2ly)!(2lz)!

(
2ζ

π

)3/2
x lxy ly z lze−ζr

2

(2.6)

In order to reduce the number of functions that must be handled during the calculation,

groups of gaussian functions (primitive GTOs) can be contracted to form linear combina-

tions with fixed and unmutable coefficients (contracted GTOs). Even if molecular electronic

integrals involving primitive GTOs still have to be evaluated, the use of contractions allows

to greatly reduce the size of the calculations, because the time of the SCF method scales

on the total number of CGTOs. Split-valence basis sets allocate only one shell of GTOs to
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each atom to model its core-electrons charge density, while two or more shells are allocated

for the valence electrons, which require more flexibility in order to correctly reproduce the

charge fluctuations associated with chemical bonding and weak interactions. A basis with

two, three or four valence shells will then be called a double-, triple- or quadruple-ζ basis

set. Extra functions can also be added in order to provide a more flexible basis. Polar-

ized basis sets include an additional shell of GTOs with higher angular momentum than

the valence shell (polarization functions), which is almost always needed for an accurate

description of bondings. Augmented basis sets have additional GTOs with a very small α

exponent (diffuse functions), useful for example with anions whose charge density exhibits

a slow radial decay.

Two-electron integrals like in the last term of eq. (2.4) are required in SCF and post-

SCF calculations. Their handling can represent a bottleneck in the calculation, particularly

when it comes to transforming them from the atomic orbitals basis to a molecular orbitals

representation. An alternative way to treat those integrals is to use density fitting (note:

in most of the quantum chemistry codes, density fitting is often referred to as resolution

of identity, RI). Basically, two-electron four-center integrals can be expressed in terms of

reduced density matrix elements:

(pq|r s) =
∫
dr1

∫
dr2φp(r1)φq(r1)

1

r12
φr(r2)φs(r2) =

∫
dr1

∫
dr2ρpq(r1)

1

r12
ρrs(r2) (2.7)

and these densities can be approximated by fitting over an auxiliary set of basis functions:

ρ̄pq(r) =

Nf it∑
P

dpqP χP (r) (2.8)

where the χP are the auxiliary functions and the dpqP are the fitting coefficients. These

latter are then expressed as sum over three-center integrals, which globally require less

memory and are significantly cheaper to evaluate. In fact, despite the intensive floating-

point operations required for the fitting, this is still remarkably faster than the massive I/O

operations needed when handling the 4-center integrals. As an example, through density

fitting the 4-index transformation of two-electron integral from the AO to the MO basis

goes from formally scaling as N5 to scaling as N4.

2.1.3 Post-Hartree-Fock methods

The HF wave function can be used as a reference for further calculations (post-HF methods)

aiming at recovering the dynamic correlation energy. A straightforward way to lower the
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energy of the HF wave function is to substitute the ground-state Slater determinant Φ0
with a linear combination of determinants built from the same set of MOs:

ΨCI = c0Φ0 +
∑
k

ckΦk (2.9)

These are "excited" determinants (Φk), built by promoting electron from occupied orbitals

of the HF solution to unoccupied (virtual) orbitals. The variational optimization of the

linear expansion coefficients ci goes under the name of configurations interaction method

(CI). The expectation value ⟨ΨCI |Ĥ|ΨCI⟩ displays a slow convergence toward the exact

energy, for an increasing number of excited determinants included in the summation of

eq. (2.9). Therefore, for practical calculations it is absolutely mandatory that the MOs,

which are used to build the basis of Slater determinants, be such to give the best single-

determinant representation of the ground-state of the system. CI methods typically include

a number of determinants in eq. (2.9) only up to a given order of electronic excitations (eg.

singly, doubly or quadruply excited determinants). Conversely, the inclusion of all possible

determinants, of any order of excitations, is called full-CI, and it is guaranteed to converge

to the exact energy of the system, but only inside the limits imposed by the finite size of

the basis set.

An alternative approach for including the correlation energy is offered by many-body pertur-

bation theory (MBPT). The central idea is to use as reference a Schrödinger equation (the

unperturbed system), for which the solutions are known, to obtain approximate solutions to

another equation (the perturbed system), assuming that the solutions of the two equations

are close "enough" in some sense. If Ĥ0 is the unperturbed Hamiltonian, whose eigenfunc-

tions are already known, and Ĥ′ is a "small" perturbation, then the perturbed Hamiltonian

can be written as a combination of the two:

ĤΨ = (Ĥ0 + λĤ
′)Ψ = WΨ (2.10)

where λ is a parameter which determines the strength of the perturbation. The energy

and wave function of the perturbed system described by the eq. (2.10) can therefore be

expanded as Taylor series in powers of the parameter λ:

W = λ0W0 + λ
1W1 + λ

2W2 + . . .

Ψ = λ0Ψ0 + λ
1Ψ1 + λ

2Ψ2 + . . .
(2.11)

Substituting eq. (2.11) into eq. (2.10) and collecting together terms with the same power
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of λ, a set of n-th order perturbation equations are obtained, where the (n – 1)-th order

wave function is required in order to calculate the n-th order energy (hence the requisite of

a known zeroth-order, unperturbed wave function). Möller and Plesset applied this general

theory using the Hartree-Fock solution as the unperturbed wave function Ψ0 and the sum

of Fock mono-electronic operator as the unperturbed Hamiltonian. The perturber is then

given by:

Ĥ′ =

N∑
i

N∑
j>i

1

ri j
−

N∑
i

N∑
j

〈
1

ri j

〉
(2.12)

where the second herm in the right-hand side represents the electron-electron repulsion

operator in the Fock operator. Möller-Plesset theory has become very popular in its second-

order solution (MP2), which gives the following correction for the correlation energy:

EMP2 =

occ∑
i<j

v ir∑
a<b

(⟨φiφj ||φaφb⟩⟨φiφj ||φbφa⟩)2

ϵi + ϵj − ϵa − ϵb
(2.13)

MP methods are based on the assumption that the reference wave function, i.e. the HF

Slater determinant, is a "good" representation of the ground-state. This means that these

methods are excellent ways to recover a large portion of the dynamic correlation, but they

are expected to fail whenever static correlation becomes relevant. This is quite often the

case for excited-states and for molecular structures far from the geometry minimum, and in

all those cases where more than one configuration is needed in order to give a qualitatively

correct representation of the wave function.

2.1.4 Density Functional Theory

It can be demonstrated that all the terms inside the molecular Hamiltonian of eq. (2.2)

stem from the information about the number of electrons and their spatial distribution.

Based on this fact, a different approach to the calculation of the electronic energy can be

adopted, that uses the electron density as the basic variable, thus giving up any required

knowledge about the wave function. Hohenberg and Kohn demonstrated that, for a given

ground-state electron density ρ, there exists only a unique external potential V̂ext that fixes

the Hamiltonian H = T̂ + V̂ee + V̂ext in such a way to yield the correct density ρ. This

external potential is then a unique functional of the density, and so is the total energy.

On a practical ground, the Kohn-Sham method provides an operative definition of such an

external potential. A non-interacting system is taken as a reference, as in the Hartree-Fock
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method, thus defining an Hamiltonian which is a sum of one-electron operators:

Ĥ =

N∑
i=1

[−
1

2
∇2i + vs(r⃗i)] (2.14)

The eigenfunctions of these one-electron operators are the Kohn-Sham spin-orbitals (θKS),

and their anti-symmetrized product forms a Slater determinant, as in HF theory. This Slater

determinant represents the wave function of the reference (non-interacting) system and its

electron density ρ =
∑
i |θKSi |2 is assured to equal the exact electron density of the true

(interacting) system, given that each electron moves under the effect of some appropriate

potential vs . The ground-state energy can therefore be evaluated from the density of the

reference system:

E0 = −
1

2

N∑
i

⟨θKSi |∇21|θKSi ⟩−
∑
α

Zα

∫
ρ(r1)

r1α
dr1+

1

2

∫ ∫
ρ(r1)ρ(r2)

r12
dr1dr2+EXC[ρ] (2.15)

where the first term in the right-hand side is the kinetic energy of the non-interacting

system, the second term is the electron potential energy due to the fixed nuclei, the third

term is the potential energy due to the repulsion of the electronic clouds and the last term

is the exchange-correlation energy. EXC must include: the difference between the kinetic

energy of the true system and that of the reference system (kinetic correlation energy), the

difference between the electron-electron correlated energy and the averaged cloud-cloud

interaction, and a correction for self-interaction due to the fact that the product of charge

densities ρ(r1)ρ(r2) also accounts for the repulsion of one electron with its own averaged

charge. E0 can be minimized variationally with respect to variations in the electron density

ρ, hence in the KS orbitals. This leads to a rewriting of the KS operator in eq. (2.14) to

give the self-consistent KS equations:[
−
1

2
∇2i −

∑
α

Zα
r1α
+

∫
ρ(r2)

r12
dr2 + vxc(1)

]
θKSi (1) = ϵ

KS
1 θ

KS
i (1) (2.16)

where vxc is the functional derivative of EXC with with respect to the density:

vxc(r) =
δExc [ρ(r)]
δρ(r)

(2.17)

The advantage of the non-interacting reference system introduced by Kohn and Sham is

evident: the KS orbitals can be optimized variationally through the well established SCF

procedure, the same already implemented in most codes which performs HF calculation,
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which allowed DFT to rapidly gain a huge popularity. The drawback is apparent as well: no

exact EXC is actually known, and only approximation to its functional form can be used in

practical calculations.

Approximate functionals can be approached either by analytical derivation or by fitting, and

the latter is by far the most commonly adopted strategy. A gigantic amount of approximate

functionals is available nowadays, which are usually classified according to a hierarchy based

on how much physical information on the electron density is contained inside the expression

for the exchange-correlation energy. In "pure" DFT functionals the EXC term only contains

physical information about the electron density. Functionals belonging to the local-density

approximation (LDA) class solely depend on the value of the density itself at each point in

space, while the generalized-gradient approximation (GGA) and meta-generalized-gradient

approximation also include, respectively, first and second derivatives of the density. Hybrid

functionals mix the exchange-correlation term from GGa or meta-GGA functionals with

some amount of exact Hartree-Fock exchange. Double-hybrid functionals, finally, employ an

hybrid functional definition for optimizing the KS orbitals, then introduce energy correction

terms evaluated via MP2 perturbation theory.

2.1.5 Broken-symmetry solutions

When convergence is reached in the SCF procedure (both Hartree-Fock and Kohn-Sham

methods [206]), the energy is stationary with respect to infinitesimal variations in the MOs

composition. In order to represent a true minimum in the space of orbital coefficients,

the Hessian matrix (that is, the matrix of second derivatives of the energy with respect to

orbital variations) has to be positive-definite. When this condition does not hold, i.e. when

the diagonalization of the Hessian yields at least one negative eigenvalue, the SCF solution

is said to be "unstable". The presence of an instability means that a different solution, with

lower variational energy, is guaranteed to exist. Finding this lower energy, stable solution

may imply the removal of one or more of the constraints which are typically imposed during

the SCF optimization of the MOs coefficients. The instability is then said to be "external";

the most common example of this kind of instabilities is the "triplet" instability, or RHF

→ UHF, which occurs when the energy of a closed-shell, restricted HF solution can be

lowered by allowing an unrestricted HF solution to break the space symmetry of the α and

β spin-orbitals [207]. In order to converge on such a solution an unbalanced guess must be

provided from the beginning. Singlet diradical, for instance, can be represented in a single-

determinant fashion by the spin-flip technique [208]: basically, it starts from a converged

high-spin triplet solution and then rotates one singly occupied MO from α to β, and uses
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this rotated orbitals as the initial guess for converging the UHF in a singlet multiplicity.

Not only these broken-symmetry solutions are not easy to converge toward a physically

meaningful solution, but they also suffer from large spin contamination, because of the

non-overlapping α and β corresponding orbitals [209]. While the spin-contamination problem

may be mitigated by means of spin-projection procedures [210,211], the poor description of the

multiconfigurational wave function remains a limiting issue, especially for the calculation of

properties.

2.1.6 Multiconfigurational SCF

A system which presents (near-)degeneracy between different electronic configurations is

intrinsically unsuitable to be represented by a single Slater determinant, as happens in HF

and KS-DFT methods. The SCF procedure, in fact, optimizes the orbitals based on the field

generated by the occupation numbers of just one single electronic configuration. Hence,

such optimized orbitals are qualitatively wrong and cannot serve as an appropriate basis for

electronic excitations in post-HF methods. The problem of near-degenerate configurations

is tackled by the multiconfigurational self-consistent field method (MCSCF), where the

optimal wave function is simultaneously parametrized over both the CI coefficients (eq.

2.18) and the orbitals parameters (eq. 2.19):

|Ψ0⟩ =
∑
i

Ci0|Φi⟩ (2.18)

φr =
∑
a

karχa (2.19)

The most impactful choice on the outcome of an MCSCF calculation is the choice of

the configurations that must be included into the expansion of eq. (2.18). Rather than

a manual selection of individual configurations on the basis of qualitative considerations,

the preferred way is actually to generate a large number of configurations by permuting

electrons inside one or more spaces of active orbitals, eventually under some restrictions.

In the complete active space self-consistent field (CASSCF), a space of active orbitals is

defined such that all the possible electronic excitations are allowed among occupied and

unoccupied orbitals belonging to the space (fig. 2.1). Occupations are kept frozen instead

in the remaining orbital spaces, which are called inactive (n = 2) and virtual (n = 0) spaces.

This way, the CI expansion grows as if a full-CI is carried out on the sole active-space. The
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Figure 2.1: Partitioning of the orbital spaces in CASSCF. Inactive orbitals (red) have fixed
n=2 occupation numbers; inside the active orbitals (green), all electronic excitations are
allowed; virtual orbitals (blue) are kept unoccupied.

number of configurations is then given by:

NCAS =
2S + 1

m + 1

(
m + 1
N
2
− S

)(
m + 1

N
2
+ S + 1

)
(2.20)

where N and m are the numbers of electrons and orbitals in the active space, respectively,

and S is the total spin. Despite the very large number of configurations, in many cases

very few of those assume a large weight in the total wave function, so CASSCF is often

good for visualizing chemical states in terms of orbital occupancies, as it may be in the case

of electron transfer reactions, where reactant and product states differ for a ±1 electron

in the donor and the acceptor orbitals [212]. The CAS scheme, however, doesn’t solve by

itself the problem of the choice of the more significant configurations. The stability of the

active space is indeed very sensible to the choice of the orbitals that compose it. Ideally,

when studying a chemical process, the active orbitals should be able to represent all of the

chemically relevant features of the process, eventually taking into account the involvement

of more than one state. The CASSCF method is in fact widely used for calculations over

excited-state. In a state-averaged CASSCF, the optimization of eqs. (2.18) and (2.19) is

carried out simultaneously for an arbitrary number of roots. This means that a common set

of CAS natural orbitals is shared among all of the computed states. SA-CASSCF is often
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an indispensable resource when calculating excited states, because the convergence on a

single higher-root can be extremely difficult. Moreover, a significant benefit of this method

over TD-DFT is that either the ground- and the excited-states energies are all computed

at the same level of accuracy.

2.1.7 Multireference correlation

Because of the factorial scaling behaviour in eq. (2.20), active spaces in CASSCF are

usually kept as small as the chemistry of the system allows. In the general case, the

CAS includes a number of configurations that is not sufficient to recover a large part

of dynamical correlation, for its main purpose is instead that of providing a qualitatively

correct representation of the true wavefunction. Hence, multireference (MR) correlation

methods were developed in order to recover static and dynamical correlation at the same

time. In multireference configuration interaction (MRCI) an MCSCF (typically CASSCF)

solution is used as reference wave function, and excitations are allowed out of any reference

configuration included in eq. (2.18). This corresponds to the so-called uncontracted MRCI,

which is its most expensive formulation. Contracted methods are also available, where the

coefficients of the expansion space are fixed according to several different schemes, saving

significant computational time but at the cost of introducing some "contraction" error. In

the very most of practical cases, the excitation scheme is truncated to the second order (i.e.

only single and double excitations), which is indicated as MRCISD [213]. A typical problem

of truncated CI expansions is the lack of size-consistency, which means that the energies of

two separated systems don’t sum up to the energy of the two systems at infinite distance.

The size-consistency problem in MRCI can be mitigated by a-posteriori corrections, like the

Davidson correction with unlinked quadruple excitations.

Due to its highly time-consuming performances, other multireference methods have been

developed to to be used more routinely than MRCI. Multireference perturbation theory is

an adaptation of the MBPT mentioned in sec. 2.1.3 that uses a multi-configurational

reference as the unperturbed wavefunction. Different variants of MR-MBPT are available,

which mainly differ for their definition of the zeroth-order Hamiltonian. The second-order

complete active space perturbation theory [214] (CASPT2) adopts a CASSCF reference wave

function and follows a definition of purely mono-electronic unperturbed Hamiltonian, sim-

ilar to that of Möller-Plesset theory. CASPT2 has become a popular way to treat mul-

ticonfigurational systems at a high computational level, but has some drawbacks like the

problem of intruder states, a poor size-consistency and the dependece of energies on IPEA

shifts [215]. These problems are overcome in the n-electron valence state perturbation the-
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ory [216] (NEVPT2), which employs a zeroth-order Dyall Hamiltonian [217] containing also

two-electron terms. Similarly to the case of MRCI, contraction schemes were designed in

order to save computation time [218]. Both CASPT2 and NEVPT2 methods can be applied

sequentially as state-specific corrections to each root of a SA-CASSCF wave function. This

approach typically produces very good vertical excitation energies [219]; nevertheless, there

are situations where the CASSCF wave functions are qualitatively wrong due to the lack of

dynamic correlation. This can produce, for instance, a wrong mixing of states which can-

not be corrected by state-specific MR-MBPT. Multistate theories are then introduced, like

multistate CASPT2 [220] (MS-CASPT2) or quasi-degenerate NEVPT2 [221] (QD-NEVPT2),

where an effective Hamiltonian is diagonalized that is constructed over the basis of refer-

ence states. This approach yield improved energies and is usually able to restore the correct

interaction/mixing of states.

2.1.8 Implicit solvation models

Modeling the effects of the environment is a fundamental task in the simulation of chemical

processes and spectroscopy. For homogeneous systems in solution, this implies in first

place modeling the solvent and accounting for its interactions with the solute. In many

cases, the explicit inclusion of a large number of surrounding molecules into an ab-initio

calculation is prohibitive, because of the very unfavorable scaling behaviour. As one of the

possible solutions to this problem, approximation schemes have been introduced that only

include the field effects of the solvating environment, without adding new atoms into the

calculation. These methods go therefore under the name of implicit solvent models. The

solvent is considered as a uniform polarizable medium with an assigned dielectric constant

ϵ. The solute is placed inside a hole of suitable shape and surrounded by the dielectric

medium. A typical way to construct the hole is to add the atomic spherical volumes given

by the respective Van der Waals radii (eventually scaled). In the general scheme of implicit

solvation, the free energy of solvation is separated into additive contributions:

∆Gsolv = ∆Gelec + ∆Gcav + ∆Gdisp (2.21)

The first terms in the right-hand side accounts for electrostatic interactions between the

charge distribution of the solute and the dielectric medium, which also include their mutual

polarization. The second term is an estimate of the energy destabilization due to the

creation of the cavity inside the unform medium. The last term adds up for dispersion

forces acting between solvent and solute.

44



2.1. Electronic structure methods

Figure 2.2: Implicit solvent model. The solute is placed inside a cavity in the continuum
dielectric medium (blue), which is modeled on the Van der Waals surface of the solute
atoms. The solvent accessible surface (SAS) delimits a volume where the dielectric con-
tinuum cannot penetrate.

The universal solvation model based on solute electron density (abbreviated as SMD) pro-

posed by Cramer and Truhlar [222] uses the full quantum mechanical charge density of the

solute without defining partial charges. In SMD the last two terms in eq. (2.21) are grouped

into a cavity-dispersion term which is evaluated as:

∆Gcds =
N∑
i

σkAk + σ
[M]

N∑
i

Ak (2.22)

where σk and σ[M] are atomic and molecular surface tensions, and Ak is the solvent-

accessible surface (SAS) area, which depend on the geometry, the atomic Van der Waals

radii and a solvent radius. The definition of solvents in the SMD model requires a few

parameters like the dielectric constant, the refractive index, the surface tension and acidity

and basicity parameters.

2.1.9 Nudged elastic band

Multi-structure interpolation methods (often indicated as chain-of-state methods) make use

of multiple geometry structures that connect reactants to products in a physico-chemical
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process. The images connecting the two extremes are first generated as interpolations

along a straight line, but then they are relaxed, according to several algorithms, in order to

optimize the saddle point and/or to approximate the whole reaction path. Nudged elastic

band (NEB) is a common technique for finding reaction paths and estimating the respective

activation energy barrier. A target function (the elastic band) is defined as the sum of the

energies of all the M images, plus a penalty quantity (the last term in eq. 2.23) that

prevents the images from collapsing towards the energy minima, keeping them distributed

along the path:

TNEB =

M∑
i=1

E(xi) +

M−1∑
i=1

1

2
k(xi+1 − xi)2 (2.23)

Given the functional shape of the penalty terms as harmonic potentials, the concept of

"springs" connecting the images into a linear chain is often introduced, and an appropriate

value for the spring constant k has a strong influence on the convergence of the NEB

optimization. If it is too small, the springs are too "weak" and the images will tend to slide

in the direction of the energy minima. If it is too large, the springs will be too rigid and the

distribution of images will tend to cut corners along the path.
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Chapter 3

Results and Discussion

This chapter presents all original research work conducted by the author of this thesis. The

first section is dedicated to the mechanistic study of the disproportionation of superoxide

and its connection to 1O2 production. The competing metal-reduction route is introduced

as well. In the second section, the oxidative route of Li2O2/LiO2 discharge products assisted

by halogen/halide redox mediators is duscussed.

3.1 Non-mediated Oxygen Reduction Reactions

3.1.1 Structures of reduced oxygen species

The basic chemistry of ORR is essentially that of reduced oxygen species in the aprotic

electrolyte. The minimum energy geometries for alkali and alkline-earth metals superox-

ides and peroxides were optimized at different levels of theory: DFT with many different

functionals, MP2 in the spin-component scaled variety (SCS-MP2) and CASSCF. The ma-

def2-TZVP basis set was employed with any of these methods. The significant geometric

parameters of gas-phase monomeric species are reported in table 3.1. These are relative to

the MP2 minimum geometries (B2GP-PLYP double-hybrid DFT values in parenthesis for

comparison), which have been chosen as representative because they are the closest to the

geometries optimized for some selected compounds via numerical differentiation with the

NEVPT2 method, which represent our standard of reference. CASSCF/NEVPT2 calcula-

tions make use of a 6-orbitals active space for these monomeric species, which includes the

oxygen 2p molecular orbitals, hosting 7 or 8 electron.
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3.1. Non-mediated Oxygen Reduction Reactions

Formula r(O-O) [Å] r(O-M) [Å] A(O-O-M) [deg]

O2 1.210 (1.208) - -

superoxide

O−2 1.351 (1.346) - -

HO2 1.317 (1.318) 0.976 (0.974) 104.83° (105.26°)

LiO2 1.355 (1.347) 1.757 (1.744) 67.31° (67.28°)

NaO2 1.358 (1.351) 2.135 (2.126) 71.45° (71.46°)

KO2 1.352 (1.345) 2.460 (2.446) 74.04° (74.04°)

BeO+2 1.393 (1.383) 1.500 (1.492) 62.34° (62.38°)

MgO+2 1.382 (1.374) 1.890 (1.883) 68.55° (68.60°)

CaO+2 1.348 (1.338) 2.130 (2.116) 71.55° (71.58°)

peroxide

HO−2 1.503 (1.504) 0.965 (0.960) 97.97° (98.78°)

LiO−2 1.582 (1.559) 1.691 (1.678) 62.11° (62.31°)

Li2O2 1.589 (1.567) 1.734 (1.721) 62.74° (62.90°)

NaO−2 1.587 (1.553) 2.057 (2.054) 67.31° (67.79°)

Na2O2 1.604 (1.583) 2.084 (2.076) 67.38° (67.93°)

KO−2 1.570 (1.550) 2.335 (2.319) 70.36° (70.48°)

K2O2 1.575 (1.554) 2.391 (2.369) 70.77° (70.85°)

BeO2 1.689 (1.661) 1.434 (1.424) 53.92° (54.32°)

MgO2 1.666 (1.643) 1.812 (1.804) 62.63° (62.91°)

CaO2 1.551 (1.527) 2.001 (1.987) 67.19° (67.40°)

Table 3.1: Geometric parameters from MP2 (B2GP-PLYP in parenthesis) optimized energy
minima for monomeric superoxide and peroxide structures (in vacuum).
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Formula r(O-O) [Å] r(O-M) [Å]

b1 b2 r1 r2

HO−4 1.306 - 1.215 -

LiO−4 1.355 - 1.887 -

Li2O4 1.363 1.342 1.913 1.864

NaO−4 1.356 - 2.249 -

Na2O4 1.363 1.342 2.268 2.228

KO−4 1.352 - 2.618 -

K2O4 1.379 1.321 2.373 2.340

BeO4 1.374 - 1.583 -

MgO4 1.371 - 1.946 -

CaO4 1.352 - 2.239 -

Table 3.2: Geometric parameters from MP2 optimized energy minima for dimeric superoxide
structures in triplet spin multiplicity (in vacuum).

At a first glance, the main geometrical variation is represented by the elongation/shortening

of the O-O bond distance, which falls into a characteristic range of lengths for each oxidation

state: it is close to 1.2 Å for molecular O2, between 1.3 and 1.4 Å for the superoxides and

larger than 1.5 Å for peroxides. The metal cation is always symmetrical with respect

to the two O atoms (see fig. 3.1, first and second row). Hydrogen compounds are an

exception, since the optimal O-H distance is too short in order to have two equal bonds.

As a consequence, the excess spin density in HO2 is largely localized on the farthest O

atom, which is roughly a localized radical, as opposed to metal superoxides where the extra

electron is delocalized across the two O atoms. The O-M distance, on the other hand, is

much more sensible to the size of the cation, as expected, even if a significant decrease

can be seen when the oxidation number is lowered from superoxide to peroxide, as a result

of the increased ionic attraction strength.

Superoxide dimers present structural parameters similar to those of the MO2 monomers.

As reported in table 3.2, both the O-O bonds fall into the same range of lengths, while

the oxygen-cations distances result in average ∼ 0.1 Å longer, as a consequence of more
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Figure 3.1: Optimized geometries of reduced oxygen species: superoxide monomers (first
row), peroxide monomers (second row) and superoxide dimers (third row).

50



3.1. Non-mediated Oxygen Reduction Reactions

charge delocalization. Interestingly, MO4-like stoichiometries, which are common to both

alkali anionic [MO4]− dimers and to alkaline-earth neutral MO4 salts, present a symmetric

minimum geometry in the D2h point group (C2h for HO−4 ), with the single cation at the

center (fig. 3.1, lower row). Alkali neutral [M2O4] dimers, on the other hand, share a C2v
point symmetry where the two O−2 moieties are not equivalent, in agreement with previous

computational studies [39,157,158], even if the the O-O bond lengths close to each other (for

instance, 1.36 and 1.34 Å in Li2O4). Since the superoxide dimers are formed by coupling

two spin doublet species, the resulting spin multiplicity can be either singlet or triplet. For

each structure, the singlet and triplet complexes result to be almost equal in energy, as can

be proved by CASSCF and NEVPT2 calculations which use a correct multireference wave

function as required in general by open-shell singlet diradicals. However, this same result

is also obtained with broken-symmetry MP2, which in this case can reproduce the correct

degeneracy of the two spin states despite the multiconfigurational character of the singlet

one.

3.1.2 Disproportionation route

The disproportionation reaction requires that the two superoxide anions are brought together

overcoming their electrostatic repulsion (see section 1.1.4). Considering the reactive step of

eq. (1.4) as an electron-transfer from one superoxide anion to the other, a dimeric complex

is expected to form in order to achieve an effective overlap of donor and acceptor orbitals.

A bridging cation hence mitigates the strong coulombic repulsion acting between the two

anions. This model is clearly suited to represent the homogeneous/solution mechanism.

Solid-phase and heterogeneous processes are beyond the purposes of this thesis. In solution,

the two anions can react in presence of one or two cations, as for example in reactions (1.9)

and (1.10); we will refer to the two cases as to ionic and neutral stoichiometry. Accordingly,

in the case of first-group element (H and alkali metals), a dimerization step will take place

that brings to a charged (eq. 3.2) or neutral (eq. 3.3) superoxide dimer structure:

M+ +O2
− −−→ MO2 (3.1)

MO2 +O2
− −−→ [MO4]− (3.2)

MO2 +MO2 −−→ [M2O4] (3.3)
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For alkaline-earth metals, on the other hand, the two monovalent superoxide anions are

already brought together in the neutral formula of the superoxide salt:

M2+ + 2O2
− −−→ M(O2)2 (3.4)

This latter process can be tentatively split into two consecutive ionic associations, for the

sake of analogy with eqs. (3.1-3.3), but no mechanistic insights are known so far:

M2+ +O2
− −−→ MO2+ (3.5)

MO2
+ +O2

− −−→ M(O2)2 (3.6)

All of these superoxide dimeric species represent a reactive complex for the subsequent

transfer of electron. A typical minimum-energy conformer is found for each of the different

stoichiometric complexes, which were exposed in the previous section.

Overall, the dimerization step is always predicted to be exoergonic, so that reactive com-

plexes should always form unless transport limitations hinder the dimerization kinetics. The

electronic energies calculated for this dimerization are reported in table (3.1.2). NEVPT2

single point calculations were performed on top of the ground-state MP2 geometries, and

both the energies of the lowest triplet and singlet states are present.

As normally expected for gas-phase ionic reactions, the ∆E calculated in vacuum have all

largely negative values, due to the electrostatic stabilization of the bare ions after they

are brought together. Along a series of same-group metal cations, the lighter ones, Li+

and Be2+, with their high charge density, are the most unstable in vacuum and hence

their reaction energies are lower then the those of the heavier cations. When involving

alkali cations, the dimerization is 2.1 - 2.7 eV and 1.3 - 1.8 eV exoergonic, respectively,

for the anionic and the neutral reactive complex. The formation of alkaline-earth metal

M(O2)2 superoxide follows a different stoichiometry in table 3.4, and is thus difficult to

compare. Anyway, gas-phase divalent cations undergo a huge stabilization when forming

neutral M(O2)2, with energies relative to eq. (3.6) as low as -11 eV in the case of beryl-

lium. Taking into account the solvation effects is therefore essential in order to have a

more realistic estimate of the energy of formation of the Mx(O2)2 reactive complexes from

isolated anions and cations. The implicit solvent model SMD was used with two different

parametrized solvents, namely diethyl ether and acetonitrile. The former, despite not being

used for the formulation of electrolytes in MOBs, was chosen for its chemical and polarity
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M+ cation Solvation MO−4 MO−2 · · ·O2 MO−2 + O2

H+ gas -1.33/-1.33 -0.63/+0.29 -0.58/+0.38

Et2O -0.92/-0.93 - -0.57/+0.39

CH3CN -0.27/-0.28 - -0.56/+0.40

Li+ gas -2.66/-2.66 +0.55/+1.51 +0.64/+1.60

Et2O -1.65/-1.65 - +0.71/+1.67

CH3CN -1.28/-1.28 - +0.67/+1.63

Na+ gas -2.48/-2.48 +1.61/+2.54 +1.34/+2.31

Et2O -1.39/-1.39 - +1.24/+2.20

CH3CN -1.01/-1.01 - +1.11/+2.07

K+ gas -2.11/-2.11 +1.61/+2.54 +1.72/+2.69

Et2O -1.08/-1.08 - +1.53/+2.49

CH3CN -0.73/-0.73 - +1.35/+2.31

M+ cation Solvation M2O4 M2O2· · ·O2 M2O2 + O2

Li+ gas -1.52/-1.51 -0.82/+0.14 -0.79/+0.17

Et2O -0.91/-0.91 - -0.30/+0.66

CH3CN -0.71/-.070 - +0.14/+0.82

Na+ gas -1.77/-1.77 -0.34/+0.61 -0.29/+0.67

Et2O -1.07/-1.07 - +0.24/+1.20

CH3CN -0.82/-0.82 - +0.40/+1.36

K+ gas -1.31/-1.31 +0.08/+1.04 +0.09/+1.05

Et2O -1.18/-1.18 - +0.62/+1.58

CH3CN -0.94/-0.94 - +0.79/+1.75

Table 3.3: Energy of reaction calculated with the NEVPT2 method (units are eV) for the dif-
ferent steps of the superoxide disproportionation of first-group cations. Both triplet/singlet
energies are given, in this order.
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affinity with the well-established glyme solvents (like TEGDME), for which ready-made pa-

rameters were lacking. When the implicit solvent is introduced, the stabilization effect is

more pronounced on the isolated charged ions than on the reactive complexes, where the

charge is much more diffused. The energies of eqs. (3.2),(3.3) and (3.6) are then greatly

reduced, and this is more pronounced when passing to a solvent with a higher dielectric

constant (ϵEt2O = 4.2 and ϵCH3CN = 35.7). As a result, the exoergicity of the reaction is

significantly reduced in all of the cases. It is relevant to notice a difference between the

lighter Li+ and Na+ cations and the heavier K+. In the less polar medium (diethyl ether),

reac. (3.2) is energetically favored over reac. (3.3) by 0.74 eV for Li+ and 0.32 eV for Na+.

These values in a higher polarity solvent (acetonitrile) are lowered to 0.57 eV and 0.19 eV

respectively, because the isolated anion in the left-hand side of reac. (3.2) results to be

increasingly stabilized, but still the anionic stoichiometry is clearly the one associated with

a lower energy. Potassium, on the other hand, forms more stable neutral complexes [K2O4]

in both of the continuum environments (-0.1 eV and -0.21 eV , respectively in diethyl ether

and in acetonitrile, referred to [KO4]−). Interestingly, potassium differs from lithium and

sodium in that the reactive complex that is thermodinamically favored is also the one which

requires more mass transport, namely two K+ cations instead of one. When it comes to

protons, only the anionic [HO4]− was considered, because the presence of water as trace

impurities makes unlikely the encounter of two protonated HO2 in solution. Moreover, as

discussed in sec. 1.1.4, one HO2 reacts faster with an O−2 anion, as in eq. (1.9), hence it

will hardly be long-lived enough to form the (HO2)2 dimer. The [HO4]− has a less negative

energy than the 1st-group metals, going from -1.33 eV in vacuum to -0.92 eV and -0.27

eV in diethyl ether and acetonitrile, respectively.

For akaline-earth metals the formation of M(O2)2 superoxides displays a very strong exo-

ergicity. Following eq. (3.6), the relative energies range from -5.75 eV of Be2+ to -3.47

eV for Ca2+ when in diethyl ether, and these become -3.89 eV and -2.06 eV in acetonitrile.

During this reactive step, the energy results to be substantially independent of the total

spin multiplicity. For any of the reactive-complexes, the coupling of the two unpaired spins

residing on the O−2 moieties results in a triplet or a singlet with almost identical energies

(differences are in the order of 0.01 eV at most). This is correctly assessed only with the

multireference NEVPT2/CASSCF method, since the wave function of the open-shell singlet

made up of two unpaired electron spins is of intrinsic multiconfigurational character.

After the formation of the superoxide dimer complex, the disproportionation takes place

through an electron-transfer reactive step, where an electron is transferred from one super-
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M2+ cation Solvation MO4 MO2· · ·O2 MO2 + O2

Be2+ gas -11.51/-11.52 -9.01/-7.98 -8.60/-7.64

Et2O -5.75/-5.76 - -3.82/-2.85

CH3CN -3.89/-3.90 - -2.47/-1.50

Mg2+ gas -9.80/-9.81 -6.31/-5.36 -6.28/-5.32

Et2O -3.76/-3.76 - -1.85/-0.89

CH3CN -1.99/-1.99 - -0.63/+0.33

Ca2+ gas -8.17/-8.17 -5.50/-4.55 -5.45/-4.49

Et2O -3.47/-3.47 - -1.57/-0.63

CH3CN -2.06/-2.06 - -0.53/+0.43

Table 3.4: Energy of reaction calculated with the NEVPT2 method (units are eV) for
the different steps of the superoxide disproportionation of second-group cations. Both
triplet/singlet energies are given, in this order.

oxide unit to the other. The outcome of this process is a neutral/anion peroxide plus an

O2 molecule:

[MO4]
− −−→ MO2− +O2 (3.7)

[M2O4] −−→ M2O2 +O2 (3.8)

The thermodynamics of such a process was already investigated in some theoretical works [157,158],

where the energy of ground-state structures and intermediates poses no specific problem to

the use of correlated single-reference computational methods. However, this does not also

apply, in the general case, to the transition-state of an electron-transfer process; hence,

the activation barriers and the kinetics of the reaction are tricky to estimate from this

approach. Owing to the possibility of monitoring several excited states and their relative

orbital occupations, we employed multiconfigurational ab-initio methods for exploring the

evolution of the potential energy surfaces of reactants and products along the reaction

coordinate. In order to obtain a reasonable reaction coordinate, the nudged elastic band

(NEB) method was used. This essentially requires a minimum structure for the reactant

species and another one for the products. The first is represented by the reactive [MxO4]

complex. For the products, a peroxide-O2 complex with a very small potential-well can be

optimized, where the two product molecules are already formed but still weakly bound at a

relatively short distance (second column from right in tables 3.1.2 and 3.4). Between these

two structures, a possible geometric evolution of the system was represented interpolating
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12 intermediate "images", which are optimized under the NEB constraints to give the best

approximation to the minimum energy path. This procedure was applied to the [MO4]−

(1st-group elements) and M(O2)2 (2nd-group elements) complexes. A typical NEB reac-

tion path is exemplified in fig. 3.2 (right panel). As the cation is removed from its central

Figure 3.2: Scheme of the electron-transfer process. A) The jump of an electron between
the two superoxides generates O2 (the donor) and O2−2 (the acceptor). B) Representation
of the minimum energy reaction coordinate optimized by NEB. The O-O distance of the
donor superoxide is shortened, while that of the acceptor superoxide is stretched.

symmetry, the O-O bond on the donor superoxide is shortened, approaching the final value

of 1.2 Å as in the isolated O2 molecule, while the bond distance of the acceptor superoxide

is increased up to 1.5 - 1.6 Å, depending on the equilibrium geometry of the corresponding

peroxide. The reaction path and its two extremes were optimized with MP2, in the ground-

state spin multiplicity of triplet. Along this reaction coordinate, the NEVPT2 method was

employed in order to calculate single-point energies in vacuum, at each of the intermedi-

ate images, for the first 5 triplet and 5 singlet SA-CASSCF roots while using a [18,12]

active-space. Among all of the computed CASSCF roots, typically there is only a couple

of them which is of interest: the ones representing the lowest "reactants" state and the

lowest "products" state. In terms of active orbital occupation numbers, the two states are

identified looking at those corresponding to the π* anti-bonding orbitals on each of the O-O

units (see fig. 3.2, left panel). The state of the reactants must present a 2 1 occupation

scheme on both of the O-O moieties, which are then identifiable as two O−2 superoxides.

In the state of the products, instead, an O2−2 peroxide corresponds to a 2 2 occupation in
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the same orbitals, while the molecular oxygen corresponds to a 1 1 configuraation when

in the triplet ground-state, and to two high-weight 2 0 and 0 2 configurations when in

the lowest singlet, which is the 1∆g state. Because of the geometric conformation, the O2
molecule is strongly perturbed with respect to its D∞v symmetry group when isolated, so

that the two closed-shell electronic configurations are no more energetically degenerate and

their relative weights differ considerably, even if the smaller one is still clearly larger than

any other minor configuration. Taking into account all the orbitals inside the active space,

many permutations are possible that still produce O−2 and O2−2 charge density distributions,

but represent excited states of these species. Such states may be energetically low-lying,

or simply be wrongly ordered in energy at the CASSCF level. Hence, it is usually necessary

to state-average over more than two roots in order to include both of the lowest reactants

and products states, which are the ones we are interested in inside a two-state picture of

the electron-transfer process. The number of five averaged roots, for each spin multiplicity,

has shown to suffice for the purpose, so it was held constant in all of the scans for the sake

of consistency. The potential energy curves are presented in fig. 3.3, showing only the two

relevant states in both triplet (black line) and singlet (red line) multiplicity. The trend in

the curve is general to all of the cases. Beginning from the left, the energy of the triplet

and singlet superoxide states is equally lifted, showing a substantial degeneracy across all

of the geometry change. The peroxide states grow approximately in parallel in energy in

the opposite direction, having their minimum on the right of the reaction coordinate, and

present a neat separation between the triplet and singlet curves, this latter being always

higher in energy by 0.6 - 0.9 eV, which is all or part of the 3Σ → 1∆ vertical excitation

energy. At some point the curve intersect, making it possible for the system to transit from

the potential well of the reactants to that of the products. The crossing point of curves

with the same multiplicity can therefore be taken as an approximation to the energetic bar-

rier required for the electron-transfer to proceed. With all of the metals this barrier is very

high, going approximately from 2.6 eV to 4.0 eV, and it is close to the final energy of the

product complex. The minimum in the lowest product curve is always in very good agree-

ment with single-root calculations, which assesses the quality of the state-average results.

Two relevant observation can be derived from the graphs of fig. 3.3. First, because of the

product states raising in energy very slowly from right to left, the curve crossings always

occur at very close energy with respect to the product minimum. This means that kinetic

barriers due to the conformational changes along the reaction coordinate play an irrelevant

role in the course of the reaction, if compared to the entity of the thermodynamic ∆E.

Secondly, since the above consideration holds regardless of the spin multiplicity, the energy

gap between the two triplet and singlet crossing points never differs very much from the
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Figure 3.3: Potential energy curves of the electron-transfer step in proton, alkali and
alkaline-earths superoxide disproportionation. Black curves are triplet states, while red
curves are singlet ones.
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gap at the equilibrium geometry. Therefore, from this electron-transfer route, no effects

of the cation apparently emerge which could explain a trend in singlet oxygen production

different from the overall trend in the disproportionation rate. The case of hydrogen is

rather different from the others, for it displays a clear hill-shaped barrier at the point of

crossing. A different geometry (see section 3.1.1), and hence a different NEB path, is

also involved. The energy after the transfer of the electron is only 1 eV higher than in the

reactant, and 1O2 is formed just by reaching the top of the red barrier at 2 eV, which is

much lower than with any of the alkali or alkaline-earth metals. This is consistent with

experiments reporting protic contaminants as strong booster for both disproportionation

and singlet oxygen release. In the framework of electron-transfer theories, a crossing of the

curves like those in fig. 3.3 depicts a diabatic-like regime of reactive transition from the re-

actants to the products. The lack of interaction between pairs of same-multiplicity states is

actually a spurious effect due to on-top perturbative corrections which are computed at the

NEVPT2 level over the CASSCF solutions. In fact, when dealing with the present systems,

CASSCF systematically fails to correctly estimate the state-averaged energies, and even the

qualitative ordering of the roots. This leads to a lack of state-interaction, at the CASSCF

level, in what should have been the actual region of avoided crossing. This interaction

cannot be recovered by the original formulation of the NEVPT2 theory, which therefore

yields diabatic-like energy curves which incorrectly intersect, ignoring the repulsion between

the two levels. To restore the correct behaviour, quasi-degenerate pertubation theory can

be adopted. Applying the QD-NEVPT2 formalism to restricted regions in the proximity of

the curve crossing, we obtained a strong avoiding which makes the global minimum energy

path entirely uphill from the beginning to the end. Quantitatively, however, the change is

not important since, as mentioned before, the kinetic barrier already was almost coincident

with the neat endoergicity of the reaction.

As pointed above, when the energy of the reactive complex matches that of the product, the

system is ready to undergo disproportionation. We conclude that the reaction is dominated

by its thermodynamics, and that, at this stage, the energy of the singlet state can be

taken into account in a first approximation by shifting the ground-state triplet energy by

ca. 0.9 eV upwards. Under this assumptions, we went forward analyzing the profile of the

Gibbs free energy at each reaction step. Free energies at are evaluated at 298 K under

the approximation of harmonic vibrations and assuming a perfect-gas molecular partition

function. Since from a thermodynamic point of view we are interested in the ground-state

alone, these free energies were calculated only for the triplet at the SCS-MP2 and DFT

level, the latter employing the double-hybrid B2GP-PLYP functional with D3 dispersion

corrections. The solvent is introduced, as before, through the SMD continuum model.
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Figure 3.4: Free energy landscapes for the disproportionation of alkali metals in the neutral
(upper panels) and anionic (lower panels) stoichiometries. Free energies are calculated in
implicit solvent, namely diethyl ether (ϵ = 4.2) on the left and acetonitrile (ϵ = 35.7) on
the right

The results are summarised in figs. 3.4-3.5, divided according to the different reaction

stoichiometries. The global reaction is divided into three steps: 1) association of one or

two superoxides with the Mn+ cations, starting from the isolated ions; 2) combination of

two superoxides to form a reactive dimer complex, [MnO4]; 3) disproportionation of the

superoxide dimer to release peroxide (neutral or anion) and free O2. In this last step, the

product was considered as isolated molecules/ions. In fact, the weakly bound peroxide-O2
complex is found to dissociate with negligible energy changes, so the presence of such an

intermediate is not relevant for a discussion on the reaction thermodynamics, although

the existence of such a relative minimum was useful for optimizing the NEB coordinates

discussed above. The initial, fully dissociated ionic state is very high in energy, because of

the Coulomb interactions. For the alkali metals, the first step is the ionic association of
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reac. (3.1), repeated one or two times. In the neutral stoichiometry, two MO2 superoxides

are formed, which makes the first step exoergic by 3.5 - 5.3 eV in diethyl ether and 1.6 -

3.8 eV in acetonitrile, which is enough to yield a total negative ∆G for any of the metals. In

the following step, the dimerization of reac. (3.3) takes place as already discussed before.

However, the inclusion of entropic contributions now significantly changes the scenario given

by the sole potential energy: as a result, the dimerization energy is strongly reduced, and

the Li2O4 and K2O4 complexes are almost isoergic with the separated superoxides, while

Na2O4 is slightly more exoergic. The third step, where the actual electron-transfer occur,

presents a striking difference between lithium and the others: in fact, while Na2O2 and

K2O2 require about 1 eV to form, Li2O2 is produced with a slightly negative ∆G. This

difference is particularly relevant for it makes the energy profile of the whole 2Li+ + 2O−2
reaction entirely downhill in all of its steps. On the other hand, the anionic mechanism is not

critically affected by the introduction of entropic contributions, with respect to the electronic

potential energies analyzed before. In particular, the [MO4]− dimers do all disproportionate

with a large positive ∆G of ∼ 2.0 eV in diethyl ether and ∼ 1.5 eV in acetonitrile. The

H+ cation is the only one to behave in a different way, compared to Li+, Na+ and K+, for

its electron-transfer step is exoergic (-0.7 eV in acetonitrile) and the reaction is completely

spontaneous.

Comparatively, the neutral stoichiometry is more exoergic, and has a less positive ∆G in

electron-transfer step, which is even negative in the case of lithium. In the anionic case, the

total exoergicity is much less pronounced, and the electron-transfer step presents a much

higher positive barrier, except for the proton which is extremely effective in promoting the

disproportionation even in absence of other cations.

Alkaline-earth metals display a different energy landscape (fig. 3.5), which is only marginally

affected by the entropic contributions if compared to the data on electronic energy. The

exoergicity of the MO4 superoxide, with respect to MO+2 + O−2 , is maintained for the

reactions of both Mg2+ and Ca2+, and the subsequent step which converts the MO4 complex

into the disproportionation products is endoergic by about 1 eV in Et2O and slightly less in

CH3CN. As with alkali metals in the neutral reaction, the medium polarity has a stronger

impact on the isolated neutral products, reducing the overall process exoergicity for larger

dielectric constants.

Last, it should be noted that reversibility from peroxide to superoxide will be heavily influ-

enced by the solubility of the neutral products. The precipitation of insoluble species can

represent a strong, additional thermodynamic driving force. While peroxides are generally

insoluble in all of the aprotic solvents employed in MOBs, the solubility of superoxide is

more variable, so that at the end the equilibrium of the real process will be shifted towards
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Figure 3.5: Free energy landscapes for the disproportionation of alkaline-earth metals. Free
energies are calculated in implicit solvent, namely diethyl ether (ϵ = 4.2) on the left and
acetonitrile (ϵ = 35.7) on the right

the formation of products, thus reducing the overall reversibility of the process.

3.1.3 Metal reduction route

During the study of the disproportionation route, an assumption is made that the MO−2
product is a peroxide anion. Despite the intuitive closed-shell electronic configuration,

with doubly occupied molecular orbitals on O2−2 and a +1 charge on the metal cation,

many problems were encountered when converging DFT optimizations, with many different

funcitonals, of the peroxide anion MO−2 , and this happened particularly in the case of

sodium and potassium. These problematic optimizations ended in final structures which are

hardly interpretable, with a strong asymmetry of the metal with respect to the O atoms,

an exceedingly shortened O-O bond (around 1.3 Å instead of 1.5 - 1.6 Å) and partial

charges far from reflecting the expected chemical identity of the species. SCF stability

analysis was employed to verify if the closed-shell solution represents the actual minimum

in the space of MO coefficients. SCF instabilities of the exeternal RHF/UHF kind were

detected instead, something that implies the existence of lower energy solutions where

the restrictions on the spatial part of the spin-orbitals are removed. Diradicals are typical

systems where the singlet multiplicity cannot be enforced in a RHF formalism. In the

context of single-reference SCF methods, this can be achieved instead by converging the
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wave function to a broken-symmetry UHF solution. At the same time, the presence of

such instabilities are also often interpreted as the sign of an underlying multiconfigurational

character of the minimum-energy wave function [223]. We therefore treated the triatomic

MO−2 anion (for M = Li, Na, K) at the CASSCF level plus NEVPT2 or multireference SDCI

correlation. Alongside with the six oxygen-p orbitals, the 2s, 3s or 4s orbital of Li, Na and K,

respectively, was included in the active space, which then counts 10 electrons in 7 orbitals,

that is [10,7]. As an unexpected result, we found that, depending on the geometry of the

system and on the metal, the peroxide-like state, where all 10 electrons reside on oxygen

orbitals leaving a +1 charge on the metal, is now flanked by a superoxide-like state, where

1 electron is promoted to the ns metal orbital, which becomes formally neutral. If we limit

ourselves to the occupation numbers in the space of the two oxygen π∗ and the metal ns

orbitals, given in this order, the above states corresponds to 2 2 0 and 2 1 1 electronic

configurations, respectively. To make it more explicit, a different product outcome is now

Figure 3.6: The competing forms of the MO−2 product. A) Scheme of the different orbital
occupation in the peroxide (upper arrow) and superoxide (lower arrow) states. B) Plot
of the highest occupied molecular orbitals in the two cases: a doubly occupied oxygen π∗

orbital for the peroxide state, C) a singly occupied s metal orbital for the superoxide state.

taken into account for the disproportionation (see also the scheme of fig. 3.6):

MO2 +O2
− −−→ M(+1)O2(−2) +O2 (3.9)

MO2 +O2
− −−→ M(0)O2(−1) +O2 (3.10)
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Peroxide state vacuum diethyl ether acetonitrile

Li(+)O(2−)2 3.28 / 4.25 2.33 / 3.29 1.92 / 2.88

Na(+)O(2−)2 3.85 / 4.80 2.67 / 3.63 2.15 / 3.11

K(+)O(2−)2 3.82 / 4.78 2.61 / 3.57 2.10 / 3.06

Sueroxide state vacuum diethyl ether acetonitrile

Li(0)O(−)2 2.61 / 3.57 2.97 / 3.93 3.06 / 4.02

Na(0)O(−)2 2.11 / 3.07 2.42 / 3.38 2.52 / 3.48

K(0)O(−)2 1.81 / 2.77 2.25 / 3.21 2.38 / 3.34

Table 3.5: NEVPT2 energies (in eV) of the reaction from the anionic MO−4 reactive dimer
to either of the MO−2 + O2 product forms. Triplet/singlet energies are given, in this order.

In the first place, we turned back to the study of reac. (3.7) assuming the extended

active space with the additional metal orbital, so that the energy of the superoxide-M0

state is now available as well. Consistently wit the previous approach, we used SCS-MP2

for the geometric optimization of the MO−2 fragment. In order to converge the SCF part

of the calculation on the superoxide state, a broken-symmetry singlet wave function is

necessary, where the unpaired alpha electron on O-O and the unpaired beta electron on

the metal produce a spin contamination of approximately 2.0 in S2 atomic units. While

this may appear to be in conflict with an approach based on multiconfigurational methods,

we actually verified that the broken-symmetry MP2 geometries are in very good agreement

(see data) with those optimized using NEVPT2 numerical gradients. So we continued to

use single-reference MP2 only for the purpose of obtaining minimum structures, to be used

for on-top multireference calculations. The basis set is ma-def2-TZVP, as before, but the

quality of the results was also positively checked against the larger ma-def2-QZVPP basis.

Relaxed to its minimum energy structure, this superoxide state presents a short O-O bond

length of about 1.35 Å, while the O-M distance is sensibly enlarged: it is increased to

1.84, 2.23 and 2.55 Å for Li, Na and K, respectively, while they where only 1.69, 2.05 and

2.33 Å in the peroxide state. The two reaction channels, which we denote as the proper

"disproportionation" (eq. 3.9) and the "metal reduction" (eq. 3.10) routes, were studied

with the [18,13] active space in vacuum and in implicit solvent, again diethyl ether and

acetonitrile.

Tab. 3.5 summarizes the ∆E of reaction leading from the [MO4]− pre-reaction complex to
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the two different product states. We just limited our analysis to the electronic potential

energy, since we are just interested in the energy difference between the two states of

MO2-, where the corrections due to vibrational modes and molecular entropy should differ

for a negligible amount. In the gas phase, the reaction energy to M(0)O(−1)2 ranges from

2.6 to 1.8 eV moving from Li to K, i.e. it follows a trend Li > Na > K that is the

opposite of the one observed in the disproportionation route. In comparison, the superoxide

state is in fact surprisingly lower in energy for any of the three metals: the ∆E between

the two product states amounts to -0.67 eV in LiO−2 , -1.74 eV in NaO−2 and -2.01 eV

in KO−2 , as depicted in fig. 3.7. This way, the energy gain when reducing the heavier

metals (Na and K) largely overcomes the triplet-singlet splitting, opening for an easier way

for the release of 1O2. It must be stressed that the disproportionation channel shows no

significant changes in energy when the active space is increased from [18,12], as in the

previous data, to [18,13]. This confirms that, as the metal orbital remains unoccupied all

through the whole process, it doesn’t contribute in a relevant way to the wave function, so

the [18,12]-CAS is already suitable for assessing the disproportionation energetics. Clearly,

the difference in charge separation between the peroxide and the superoxide states involve

different behaviours in response to the introduction of a solvent. The higher the polarity

of the medium, the more stabilized will be the peroxide state, where the charge separation

is higher; compared to the situation in vacuum, the superoxide state will not experience a

comparable stabilization, so that in the end the two states will be brought closer in energy.

In diethyl ether (SMD implicit model) the energies of the reduction channel are all raised,

and the situation undergoes a qualitative change. With a dielectric constant of 4.2, the

metal reduction already becomes unfavorable (by 0.64 eV) for lithium, which is the less prone

between the alkali to stabilize the M(0)O(−1)2 state. On the other hand, the two reactive

channels for sodium and potassium are close in energy, with the superoxide state still lower

in energy by 0.2 - 0.4 eV. The same trend is repeated when switching to acetonitrile. In this

case, all three the metals show a lower energy in the peroxide M(+1)O2(−2) state. But while

the difference in lithium is striking (1.08 eV), for sodium and potassium, again, the distance

between the two states remains within 0.3 - 0.4 eV. In order to check qualitative result given

by the implicit solvent model, additional calculations were performed including a minimal

shell of explicit solvent (fig. 3.8). This was performed only for the sodium NaO−2 systems,

in the two electronic states and with three different solvents (dimethoxyethane, acenotrile

and dimethylsulfoxide), adding only the number of solvent molecules required to raise the

coordination number of Na to n = 6. The total of six systems were, again, relaxed through

geometrical optimization at the MP2 level, while the energies were subsequently evaluated

in a multiscale ONIOM approach, treating the NaO−2 portion at the usual NEVPT2 level
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Figure 3.7: Superoxide-reduction vs metal-reduction in SMD implicit solvent. The energies
of the peroxide channel are the blue bars, the energies of the metal-reduction channel are
the red circles.

Figure 3.8: Superoxide-reduction vs metal-reduction for Na+ inside an explicit solvent shell.
A minimum number of solvent molecule is introduced, sufficient to raise to n=6 the coor-
dination around the Na center. The energies of the peroxide and metal-reduction channels
are the blue and red lines, respectively.
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Peroxide states vacuum diethyl ether acetonitrile

Li2O2 +0.73 +0.61 +0.57

Na2O2 +1.48 +1.31 +1.22

K2O2 +1.40 +1.80 +1.73

Superoxide states vacuum diethyl ether acetonitrile

Li(+)Li(0)O(−)2 +3.17 +3.02 +3.00

Na(+)Na(0)O(−)2 +2.53 +2.50 +2.71

K(+)K(0)O(−)2 +2.07 +3.22 +3.21

Table 3.6: NEVPT2 energies (in eV) of the reaction from the neutral M2O4 reactive dimer
to either of the M2O2 + O2 product forms. Only triplet energies are reported.

while enforcing the MP2 for the coordinated molecules. Despite the considerable deviation

in the energy values, a qualitative agreement is found between the two approaches, showing

both: i) a neat stabilization of the peroxide state (in blue) over the superoxide (in red) for

increased polarity of the solvent, regardless of other chemical properties like the donicity of

the solvent; ii) an inversion of the relative position of the two states, occurring somewhere

in between acetonitrile and low-polarity ethers along the scale of ϵ.

Overall, the reduction of Li+ ion in the peroxide is unlikely in solution, whereas it remains a

competitive route in the case of Na+ and K+. This opens up for a possible explaination for

the 1O2 release trend reported in ref. [39], as will be deepened in the next Discussion section.

This unforeseen metal reduction channel is only characteristic of the anionic reaction given

by of eq. (3.7). When a second cation is involved (eq. 3.8), the presence of two positive

charges is such to force the maximum charge separation, stabilizing the O2−2 peroxide over

the superoxide. These latter were optimized with the same broken-symmetry formalism as

explained before, yielding an asymmetric structure where, of the two M centers, one has

the orbitals population and charge density of an M+ cation and the other that of a reduced

M0 neutral metal atom, placed at significantly larger distance from the O-O moiety. As

the global charge is neutralized, it can be seen from table 3.1.3 that the peroxide state

is much lower in energy already in vacuum, being around -1.0 eV for Na and K and more

than -2.5 eV for Li. For this reason, this metal reduction may be regarded as limited to
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solution mechanisms, where limitations in ion transport can favor the formation of relatively

long-lasting anionic MO−2 structures.

3.1.4 Electronic structure of the MO−2 peroxide anion

Given the sharp difference in the geometry of the two energy minima, it is clear that

the nature of the electronic state is fundamentally impacted by structural changes. In

particular, the O-O bond distance seems to be critical for it determines the similarity with

isolated superoxide (∼ 1.3 Å) and peroxide (∼ 1.5 Å) anions. This is altered for instance

by vibrational motion, so a deeper analysis was required in order to clarify the mechanism

of an eventual transition of the system from one state to the other. For example, the

O-O stretching corresponds to a vibrational Raman peak at 810 cm−1 in Li2O2 and 1090

cm−1 in LiO2 [224], which means a significant population of the excited vibrational states

at room temperature. In order to study the transient nature of the M(0)O(−)2 specie, we

scanned the potential energy surface of different electronic states in the triatomic system.

This calculations were performed with the OpenMolcas code, using CASPT2 energies in

the [10,7] complete active space with the cc-pVQZ basis set. Only the LiO−2 and NaO−2
triatomics were examined. In first place, the C2v symmetry was enforced, thus constraining

the two M-O distances to be equal. Given this symmetry restriction, only two degrees of

freedom are left in order to deform the geometry. Hence we scanned the potential energy

surfaces along the coordinates given by the two lengths b and h, as in fig. 3.9, representing

respectively the O-O bond length and the distance of the M metal from the O-O bond.

The chemical character of the lower electronic state varies depending on the irreducible

representation (irrep) to which it belongs. The three singlet states lying lower in energy

belong to the a1, b1 and a2 irreps, with varying ordering at different geometries. The

symmetry of the states and of the active orbitals are summarized in fig. 3.9. The 1A1
ground-state is a peroxide state, with symmetric occupations in the two oxygen frontier

orbitals. On the other hand, the 1A2 ground-state is a superoxide state, where the oxygen

unpaired electron is placed in the π∗x antibonding molecular obital. Additionally, the 1B1
ground-state is also found to be of the superoxide kind, presenting a half-filled π∗z molecular

orbital. A representative description of the wave functions in terms of the leading CSFs is

given in tab. 3.7, where configurations and weights are given respectively for each of the

three state at near-minimum geometry.

In each of the irreps, the energy of the lowest state was obtained by applying the multi-
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Figure 3.9: Electronic states of the LiO−2 anion in the C2v symmetry. The table on the top
of the figure shows the transormation of atomic orbitals to molecular orbitals according to
the properties of the different irreducible representation of the C2v point group.

state (MS-CASPT2) formalism over a 3-roots SA-CASSCF wavefunction. This way, the

diagonalization of an effective Hamiltonian yields a roots-mixing which corrects for what

can happen to be a wrong interaction of states, inside the same irrep, at the uncorrelated

CASSCF level. While irrelevant in the case of the a2 and b1 irreps, where there is no

significant state-mixing, the multi-state procedure was found to be necessary for the 1A2
state. In fact, due to the lack of dynamic correlation at the CASSCF level of theory, the

ground-state wavefunction in the A1 irrep is contaminated by mixing with higher roots,

and the CASPT2 energy is consequently largely overestimated. An illustrative example

is given by the CSF composition of the a1 state at b = 1.55 Å and h = 2.00 Å. In the

CASSCF eigenvectors, the first root present a strong mixing of the CSF nr.23 (the closed-

shell configuration of the peroxide) and nr.28 (an open-shell configuration), with weights

of 0.574 and 0.328 respectively. This wave function composition yields, after CASPT2

perturbative correction, a energy of -157.56784 Eh. After MS-CASPT2, the weights of
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State A1 B1 B2 A2 weight

1a1 2 2 0 2 0 2 2 0.8868

1a2 2 2 1 2 0 2 1 0.9973

1b1 2 2 1 1 0 2 2 0.9994

Table 3.7: Leading CSF in the wave function of the three electronic states of LiO−2 , at
representative geometries (b=1.60 and h=1.50 for a1, b=1.35 and h=1.75 for a2, b=1.35
and h=1.85 for b1.

the peroxide state are "purified" (0.940 for CSF nr.23 and 0.003 for CSF nr.28) and the

energy is consequently lowered to -157.60073 Eh.

The potential energy surface of singlet states in the gas-phase, together with their relative

color scales, are reported in fig. 3.10. In the LiO−2 system the scanned values of the b and

h coordinates span from 1.30 to 1.70 Å and from 1.45 to 2.05 Å, respectively. The A1
state shows a wide minimum-energy region (dark purple), where the O-O bond is stable

between 1.55 - 1.70 Å, and this corresponds to a short h distance around 1.5 Å. The

large O-O distance clearly agrees with the peroxide nature of the O2−2 moiety. On the

other hand, the low-energy region in the A2 surface is strongly localized inside the 1.30 -

1.35 Å range of b, which clearly characterizes it as a superoxide state. The equilibrium h

distance is increased to about 1.7 Å, and it shows a much larger flexibility for the molecule

in order to stretch along this parameter instead of b. A similar situation is found in the B1
surface, another superoxide state. Here the purple area is restricted to even higher h values,

around 1.9 Å, but, except for this deviation, the overall appearance of the surface shows

little difference with respect to the A2 one. Compared to A1, the two superoxide states

exhibits a narrow field of stability, and their energies rise (from purple to yellow) much more

steeply, going from short to large b. This observation somehow recalls the potential energy

curves of fig. 3.3, where the slope of the reactant (superoxide) curves is generally much

larger than that of the intersected product (peroxide) curves. The minima in the maps

perfectly agree with geometries optimized with CASPT2 numerical gradients in each of the

irreducible representations. From the above observations, it is not only evident that peroxide

and superoxide states in the LiO−2 anion have strongly separated locations of their energy

minima on the PES. Also, the different directions and rates in their energy rise suggests

the occurrence of surface crossings at intermediate O-O values in between the respective

ranges of stability. This feature can be highlighted by plotting energy-difference maps. The

deep blue stripes in fig. 3.11 denote the set of points where the absolute difference |Ei - Ej |
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Figure 3.10: PES for the three electronic states of LiO−2 (on the left) and NaO−2 (on the
right). In each panel, the lowest energy value has been set as the zero in the corresponding
color scale.
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between the energies of states i and j approaches zero, i.e. where the two states become

energetically degenerate. A difference map between the two superoxide states (B1/A2) is

absent, because the two surfaces are roughly parallel and the A2 one is 0.5 - 0.7 eV eV

lower in energy, hence they never approach each other inside the PES ranges we took into

account. The A1/A2 crossing seam is well defined instead (left panel), and it is shifted at

higher b values than the one relative to the A1/B1 couple (right panel), which is, again, a

result of the B1 state always being higher in energy than A2. A clearer picture of how the

ordering of the three states does change along the coordinate scan is given by the surface

cuts in fig. 3.11 (right panels). In these graphs, the energies for each of the three states

are reported together as functions of the h parameter, for b held fixed at selected values.

The energy scale, on the left, is referenced to the lowest single-point energy in the A2 PES,

which is taken as zero. At b = 1.40 Å, the peroxide state is too destabilized, and none of

the curves do intersect for almost all of the scan. Increasing b results in a first crossing

between the A1 and the B1 states, until, for b = 1.60 Å, the peroxide state crosses also the

second superoxide state (A2) becoming the overall ground-state for small h values. At b =

1.70 Å the superoxide states are lifted so high in energy that A1 remains undoubtedly the

lowest state up to h ∼ 1.9 Å.

The PESs for the electronic states of the NaO−2 system (fig. 3.10, right panels) qualitatively

reproduce the same features already seen in LiO−2 . In this case, the ranges of stability are

shifted to higher h values, because of the larger atomic radius of sodium, while the O-O

distances remain approximately the same. Again, the purple areas in the A1 PES span

between 1.55 and 1.70 Å along the b axis, while those of the A2 and B1 states are limited

inside the 1.30 - 1.35 Å range. These last are much more stable than the peroxide state,

compared to the lithium PESs. In fact, looking at the energy-difference maps, the blue

bands denoting null ∆E are found to be shifted on the far right of the plot, because the A1
state starts to compete in energy only when the O-O distance is very favorable to form a

peroxide. In the case of the A1/A2, the surfaces’ intersections is displaced at such large

O-O lengths that it barely appears in the bottom-right corner, at b close to 1.70 Å, where

A2 is extremely destabilized. This is clearly visualized by means of the surface cuts in the

right-down panels of fig 3.11. At b = 1.70 Å the A1 state becomes the lowest only for

a very short h distance. When b < 1.60 Å, no intersections take place between peroxide

and superoxide states. As with lithium, the surfaces of A2 and B1 are parallel over all the

explored parameters’ range.

The above discussion was entirely focused on singlet spin states of MO2−2 . Corresponding

triplet states of the same nature, i.e. representing a superoxide anion bound to a neutral M0

metal, also do exist, and they simply consist in an alpha-alpha same-spin pairing of the two
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Figure 3.11: Intersection points of the electronic states. Upper panel refer to LiO−2 , lower
panel to NaO−2 . The energy-difference maps, on the left, highlight the locus of points where
the two states (A1-A2 above, A1-B1 below) become degenerate in energy. On the right,
cuts of the three PESs at different values of b: 1.40, 1.50 and 1.60 Å for the upper panels,
1.50, 1.60 and 1.70 Å for the lower panels
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unpaired electrons, that is, the one on the O-O moiety and the one on the metal. These two

superoxide states, in the triplet and singlet multiplicity, are almost degenerate in energy. This

closely recalls the situation encountered with the potential energy curves of [MO4]− dimeric

superoxides (fig. 3.12, left panels), where the energies of singlet and triplet reactants

almost coincide along the NEB minimum energy path. A possible electronic transition from

the closed-shell singlet state of the peroxide would be spin-forbidden. Looking at the left-

hand sides of eqs. (3.9) and (3.10), the overall spin multiplicity must be singlet or triplet.

Therefore, a triplet state in the M2−O product can only arise in case of singlet O2 formation.

Figure 3.12: Additional tests for checking the A) inclusion of triplet states, and B) the
enlargement of the active space to include the metal np orbitals (see the text for details).

The [10,7] active space for a system of three light atoms can be generally considered

exhaustive, given that it allows to represent all the chemically significant configurations

for the phenomena of interest. Nevertheless, a test was appropriate in order to check if

the selected orbitals provided a sufficiently flexible basis for representing the most relevant

electronic states. Therefore, because of the 2p orbitals of Li being close in energy to the

2s, a larger [10,10] active space was tested, including all the valence orbitals of lithium.

Taking into account a total of six low energy states from all the four irreps, three "new"

states appear, belonging to the a1, b1 and a2 irreps. Even in the the extended active space,

only high energy states belong to the b2 irrep, so they are discarded from our analysis. The

three new states all correspond to a reduced-metal superoxide, with a singly occupied px ,

py or pz Li orbital, and will be addressed as 2A1, 2B1 and 2A2 (dashed lines). The potential

energy curves in fig. 3.12 (right panel) represent the cuts of all the six PESs together, at

a representative O-O bond length (b = 1.40 Å). As expected, the occupation of the 2p
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orbitals of Li do not contribute to lower the energy of the reduced-metal product. The

superoxide ground-state 1A2 (cyan, full line), which corresponds to a (2s)1 occupancy, lies

more than 0.5 eV below the energy of the 2A2 state (cyan, dashed line), whose energy

surface just results to be shifted upwards. Similarly, the 2A1 state (violet, dashed line) lies

at higher energies than the 1A1 one, but the two respective surfaces run almost in parallel.

The two B1 states (green), instead, arising from either a (2s)1 or (2p)1 occupation, are

close in energy and interact when h is between 1.45 and 1.65 Å. Nevertheless, since the 1B1
state already represent an electronically excited superoxide, the inclusion of this second 2B1
is of minor relevance for the chemistry of the LiO−2 system. The weight of singly occupied

(2s)1 configurations dominates the lowest superoxide state, hence the [10,7] active space

is sufficient for the purposes of determining the chemical nature of the ground-state in the

LiO−2 system at different geometries. A similar conclusion, for the sake of comparison, was

outlined in ref. [225], where Li 2p orbitals are reported not to play a significant role in the

homolytic dissociation of the OO-Li bond leading to either an isolated Li+ cation or Li0

atom.

The discussion on potential energy surfaces so far was limited to the molecule in vacuo. An

implicit solvent was therefore introduced into the model by means the PCM method, using

the parameters of diethyl ether for consistency with the previous calculations. As already

seen in the case of single-point energies of optimized structures, the dielectric continuum

rises the energy of low charge-separation states with respect to high charge-separation and

superoxide surfaces are accordingly lifted. As a result, the surface crossings are strongly

shifted towards the left of the energy difference-maps, closer to the minimum energy zone

of the superoxide states, while the shape of the surfaces remains approximately unaltered.

In LiO−2 only the A2 PES is low enough to barely intersect with A1 inside the same range of

b of the previous plots. Both of the A1/A2 and A1/B1 crossing seams are visible for NaO−2 ,

but placed at b lengths well shorter than in vacuum. This is in agreement with the previous

observations on the metal-reduction channel: when a low-polarity solvent is introduced, the

superoxide-M0 keeps to be competitive with the disproportionation channel only for sodium

(and potassium), but not for lithium.

According to the 3N - 6 rule, the triatomic MO−2 system has 3 vibrational normal modes, but

the C2v symmetry only accounts for two of them, i.e. those that don’t break the symmetry

across the Cv reflection plane, keeping the two M-O distances constrained to be equal. A

third normal mode, however, would move the M atom out of the symmetry plane, thus

lowering the point group to Cs . For this reason, we examined again the electronic states of

LiO−2 in the Cs symmetry group. This point group only has two distinct irreps: a’ and a”.

Of the four C2v irreps, a1 and b1 degenerate into a’ while a2 and b2 degenerate into a”. We
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introduced α as a third degree of freedom, describing the angle of deviation between the b

and h segments from 90°. For small values of α, the deviation from the C2v symmetry do

not alter the three PESs significantly. As a general trend, this has the effect of lowering

the superoxide states with respect to the peroxide state. The main difference concerns the

behaviour at the crossing regions. While the A2 and the A1 still belong to different irreps

and are then allowed to intersect each other, the latter is now an A’ state as it is also B1.

Hence, the two states can interact and their intersection becomes forbidden by symmetry.

An avoided crossing is therefore observed in fig. 3.13 (left panels), where the two PES are

cut at a representative value of b = 1.45 Å for increasingly larger α angles (0°, 5° and 10°).

This suggests that the crossing points in the C2v symmetry (fig. 3.11) should actually live

on the seam of a conical intersection. The Cs symmetry cannot be further lowered just

by geometrical distortion, for the triatomic system will always lie on the reflection plane.

Thus, in order to couple the A’ and the A” states (that is, the A1 and A2 states in the C2v
point group), the symmetry through the molecular plane has to be lowered by perturbation

of the wave function. Fig. 3.13 (right panels) reports the effect of an external electric

field applied perpendicular to the molecular plane, when b = 1.60 Å and α = 10°. A small

avoided crossing between the curves is then seen to occur at h close to 1.50 Å.

3.1.5 Discussion

From the above results, singlet oxygen can form, in principle, from two different reactive

pathways of alkali superoxides. Factors like the metal chemistry, the solvent polarity and the

ionicity of the reactants are found to impact the disproportionation and the metal-reduction

channels in different ways. What follows is a deeper discussion on the key results of this part

of our theoretical investigation, whose aim is to complement the experimental evidences.

For what concerns the disproportionation channel, the presence of a second cation was

overall found to ease the chemical process in terms of reaction ∆G, although the ionicity

of the disproportionation, i.e. the prevalence of a ionic or neutral mechanism, can be at

least in part determined by the dielectric constant of the solvent. When the dielectric

constant is low, the [M2O4] complexes can release molecular oxygen much more easily

than [MO4]− complexes can do. Anyway, as it is seen switching from Et2O to CH3CN,

the higher the dielectric constant, the smaller is the difference in the energy required to

release O2 between the two different mechanisms. In the limit of highly polar solvents, the

anionic reaction should therefore become favored. As pointed out in sec. 1.1.4, experiments

suggest, at least for Li, that in solvent with high dielectric constant like DMF (ϵ = 37) and

DMSO (ϵ = 46) the reaction proceeds faster in the presence of just one metal cation [87],
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3.1. Non-mediated Oxygen Reduction Reactions

Figure 3.13: Avoided crossings when lowering the symmetry of the system. On the left: the
interaction between the A1 and B1 states when lowering the symmetry to Cs , for increasing
value of distortion of the triangle. On the right: the interaction between the A1 and A2
states when an electric field of intensity 0.1 (in atomic units) is directed perpendicular to
the plane of the molecule.
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3.1. Non-mediated Oxygen Reduction Reactions

and this agrees with our qualitative conclusions. Additionally, two more hypothesis can

be drawn in order to explain the ionic mechanism observed experimentally. First, ionic

transport through the electrolyte can be a decisive limiting factor. Despite the favorable

thermodynamics, the neutral reaction (eq. 3.3) requires the transport of a second M+ cation

to form another ionic pair with a free superoxide, before the reactive dimer complex can

form. This additional transport would thus represent a kinetic limitations which overcomes

the thermodynamic factor. Another possible argument in favor of the anionic reaction may

reside in the electron-transfer rate. ET reactions, even when non light-assisted, can be very

fast events whose timescale can fall below the order of picoseconds [226,227]. If the transfer

rate is high enough in order to induce the disproportionation before the superoxide [MO4]−

or [M2O4] dimer can thermally relax in the solvent, then it can reach the energy well of the

products without losing the whole excess energy. This way, the positive barrier encountered

in reacs. (3.7-3.8) is overcome with a far less endoergic income, so that the thermodynamic

advantage of the neutral mechanism over the anionic mechanism is significantly levelled.

In this scenario, the anionic disproportionation of potassium superoxide, which has the less

exoergic path to form the superoxide dimer following eq. 3.2, still has to exceed more than 1

eV in order to form peroxide and oxygen from KO2 and O−2 , which is higher than lithium and

sodium, a circumstance that agrees with the experimental trends. If the relaxation time-

scale of the pre-reaction complex is a key factor, a major role is then played by the solvent

structure around the reactant. Anyway, in order to study the varying of relaxation times in

different solvents, for example through vibrational relaxation, it would be required to study

the dynamics of an extended portion of explicit solvent, something which at present is out

of the scope of this thesis. With alkaline-earth metals, the trend against solvent polarity is

reversed. Disproportionation of MgO4 and CaO4 is thermodinamically favored in solvents

with a large dielectric constant. When ϵ is low, instead, the last reaction step requires more

than 1 eV of energy, making disproportionation at room temperature hardly relevant.

These considerations on the polarity of the solvent also apply to the production of singlet

oxygen. In weakly polar solvents, the neutral mechanism is expected to prevail, leading to

a favorable disproportionation thermodynamic so that 1O2 formation becomes feasible with

less than 1 eV in LOBs. On the other hand, increasing the dielectric constant of the solvent

shifts the reaction towards the ionic mechanism, with higher energy barriers which prevent

a relevant release of 1O2 by alkaline cations. In our calculations, the disproportionation is

predicted to be most effective when assisted by H+ ions. The HO−2 product is more stable

than any of the alkali MO−2 or MO2 peroxides, lowering the threshold for 1O2 production well

below 1 eV over the [HO4]− energy. Interestingly, the trend toward the dielectric constant

of the medium goes in the opposite direction for protons: a higher ϵ enhance the exoergicity
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of the disproportionation and allows 1O2 to form with a little barrier, in the order of only 0.1

- 0.2 eV for CH3CN solvent (see fig. 3.4). Hence, when a solvent with high polarity is used,

most of the singlet oxygen release arising from disproportionation of alkali superoxides will

be suppressed, but, at the same time, its fraction due to protic contamination, if present,

will be boosted. As with protons, divalent Mg2+ and Ca2+ cations also encounter less

positive ∆G with the solvent medium has a higher dieletric constant. Those solvents are

then expected to increase the 1O2 yield in alkaline-earth MOBs.

When the anionic mechanism drives the disproportionation of alkali superoxide, the MO−2
peroxide anion is formed as a discharge intermediate, which opens up for the metal-reduction

channel to compete under certain conditions (see previous section). Not only this additional

reactive pathway can lead to the release of singlet O2 with lower energy than that required

to form it through disproportionation. Regardless of the electronic state of the evolved

O2 gas, the superoxide-M(0) specie contains a reduced metallic center, which can itself

represent a source of parasitic chemistry. In fact, neutral alkali metal atoms are known

to be strong reducing agents, and we suggest that the presence of free ions carrying M(0)

in the bulk or at the electrode can represent the onset for additional side-reactions and

degradation. Considering both 1O2 and M(0)O−2 species as potential initiators of parasitic

reactions, fig. 3.14 summarizes the possible landscapes for generating a most stable onset

degradation reactant (ODR) in Li-O2, Na-O2 and K-O2 systems (the data here are referred

to a diethyl ether model solvent). Starting from the MO2 + O−2 reactants on the left, all

of the ODR require at least 1 eV or more, making the activation of these reactive channels

unlikely at room temperature. Anyway, it must be considered that, under the operating

conditions of the electrochemical cell, overpotentials are required in order to overcome

ionic transport resistance and activation energies. If a direct energy transfer takes place

from the polarization overpotential to the internal energy of the reactive species, extra

energy will be available for climbing the activation energy hills [228,229]. This assumption is

rough, but it qualitatively reflects the out-of-equilibrium regime of a polarized electrode

with flowing current. Considering the potentials of the respective O2/MO2 redox couples

(see tab. 1.1.1), the overpotentials required in order to reach the ODR energy would be as

low as >0.4 V in the case of Li-O2, >0.1 V for Na-O2 and >0.2 V for K-O2.

The likelihood of such reduced-metal products is strongly related to the presence of a second

cation, which strongly stabilizes peroxide-like products, as already mentioned. Hence, the

aggregation of M2O2 is certainly expected to result in the predominant formation of peroxide

clusters. Free MO−2 anions can nevertheless form as M(0)O−2 isolated species in solution

and survive long enough to impact the cell chemistry, before they can form M2O2 upon

ionic transport and then precipitate. Conversely, if produced at the cathode as a result of
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Figure 3.14: Competition of the disproportionation and metal-reduction channels leading
to ODR (see text for details).

the electroreduction of already formed MO2 (the surface mechanism in the ORR, see sec.

1.1.3), the M(0)O−2 product could also alter the mechanism of deposition and growth of

the discharge products. A direct experimental evidence, although not in the scope of the

present thesis project, would be mandatory in order to assess and discuss this unknown

reactive channel. A possible experimental technique to tackle the the transient formation

of M(0) species is by in-operando nuclear magnetic resonance spectroscopy. In fact, NMR

allows to discriminate magnetic centers in different bonding environments, and in the last

years 7Li NMR has been increasingly used to study the electrochemistry of metal-ion and

metal-air batteries [230–233]. It is worth to recall that evidences of an internal instability

of the electronic state in peroxide phases to form superoxide are already known in the

literature. Li2O2 clusters are predicted to present mixed oxidation states, over a given

size [234], and the presence of superoxide-like moieties in bulk Li peroxide was experimentally

proved [235]. Also, the order of stability K > Na > Li to form a reduced neutral metal atom,

in spite of being reversed with respect to the redox potentials of the alkali series, is not

unprecedented. For instance, experimental data on the dissociation of the O-M bond in

alkali superoxides agree with this trend, with bigger alkali metals showing smaller homolytic

dissociation energy to form O2 and a neutral metal [236,237]. Estimates of bond dissociation

energy by flame combustion can be affected by significantly large error, but they agree,

at least qualitatively, with our predicted trend. This result is also validated by theory, in

the computational study by Zaichenko et al. [225] which employs multireference ab-initio

calculations on the same dissociation process.
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Figure 3.15: Optimized geometries at the B2PLYP level. The bond lengths in parenthesis
(upper part) are those of the corresponding bromine species. The dashed circles around
specific O-O bonds in the cluster (lower part) identify superoxide-like moieties.

3.2 Mediated Oxygen Evolution Reactions

3.2.1 Structures of RMs and peroxide clusters

Halogen redox systems can be employed as redox mediators by adding halide salts to the

electrolyte. At charging, the X− halide is converted into the oxidized form, which is the one

which chemically reacts with the discharge products. Iodine and bromine present a number

of molecular species with different oxidation states, and the nature of the actual oxidized

form depends on the oxidation potentials of the relative redox couples, which in turn are

highly sensitive with respect to the solvent. For this reason, a unified mechanism for redox

mediators based on iodine or bromine is not yet defined, and ambiguities hold about which
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redox couple should be expected to act as redox mediator at a given electrolyte composition

and at given voltage. Here, the relevant species taken into account are, in order of increasing

oxidation number: X−, X−2 , X−3 , X2. Iodine is also known to form stable higher polyiodide

(like X−5 and X−7 ), which are not considered here. The calculations have been carried out

both in vacuo and in implicit solvent, through the SMD continuum model. For SMD, the

built-in parameters of diethyl ether were adopted, to mimic the low-polarity glymes usually

employed in Li-O2 cells. The two DFT functionals, B2PLYP and ωB97X-D3, have both

been used. Minimum energy geometries have been optimized using a def2-TZVP basis

set, which introduces effective-core potentials to replace the core electrons of I atoms; a

non-relativistic Hamiltonian is therefore used. Here we took into account the four redox

semireactions:

X2 + e
− + Li+ −−→ LiX2 (3.11)

X2 + 2e
− + 2Li+ −−→ 2 LiX (3.12)

X2
− + e− + 2Li+ −−→ 2 LiX (3.13)

X3
− + 2e− + 3Li+ −−→ 3 LiX (3.14)

The optimized geometries of the respective iodine species are depicted in fig. 3.15 (upper

part). In parenthesis are also given the interatomic distances of the corresponding bromine-

based species.

In order to explore the oxidative process of the discharge products, the insoluble nature of

lithium peroxide in most of the solvents adopted must somehow be taken into account.

Periodic simulations typically limit the level of theory which can be adopted; moreover,

results have a non-trivial dependency on the structure of the bulk and the surface. In order

to be consistent with the level of theory adopted, a simplified approach oriented toward

molecular clusters. A tetramer Li2O2 peroxide cluster is used here as a simplified model

of the discharge products, which allows to consider different oxidation pathways. This size

has been already been considered in previous studies [238,239], and has proved to be a useful

representation also for bigger, nano-sized model clusters [234]. A central topic in the dis-

cussion of the mechanism of mediated oxidation of alkali peroxide to molecular oxygen is

whether it takes place by direct oxygen evolution (two-electron process) or by sequential

oxidation to superoxide and then to molecular O2 (two one-electron processes). If a direct

two-electron oxidation occurs, then O2 is liberated from P4 to form P3 without mixed

peroxide/superoxide intermediates. This hypothesis has been discarded in the general case,

as motivated e.g. in ref. [182]. If, on the contrary, the mediated oxidation is a sequence of
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one-electron processes, de-lithiated species are expected to form, thus maintaining the elec-

troneutrality of the cluster as electrons are withdrawn from peroxides to form superoxides.

Hence, four kinds of clusters have been considered:

• (Li2O2)4, abbreviated as P4, is a spin singlet;

• (LiO2)(Li2O2)3, abbreviated as SP3, is a spin doublet;

• (LiO2)2(Li2O2)2, abbreviated as S2P2, is a spin triplet (or singlet);

• ( Li2O2)3, abbreviated as P3, is a spin singlet.

The complete oxidation of one Li2O2 to molecular oxygen leads from a starting P4 cluster

to P3 plus a free O2 molecule, as represented in the scheme of fig. 3.15 (lower part). The

two clusters SP3 and S2P2 are, respectively, singly and doubly de-lithiated structures that

represent possible intermediates in the oxidation process from P4 to P3. The optimization

procedure of the clusters was as follows. For each type of the four types of clusters, a

large number of initial configurations is generated and subsequently optimized at low-cost

sempiempirical GFN2-xTB level of theory. The structures whose energy lie within a range

of 100 mHa from the most stable one were then re-optimized with both the B2PLYP and

the ωB97X-D3 functionals, with a def2-TZVP basis set. The lowest-energy structure is

then taken as the final minimum geometry, and a frequency calculation is performed to

evaluate the Gibbs free energy (at 298 K).

3.2.2 Oxidative routes

Spontaneous de-lithiation by electrochemical oxidation has already been studied [238]. Here

we focus on the process where electron-transfer is accompanied by cation abstraction:

(RM)+ + Li2O2 −−→ (RM)Li+ + LiO2 (3.15)

(RM)+ + LiO2 −−→ (RM)Li+ +O2 (3.16)

This can be regarded as a similar process to what happens in proton-coupled electron trans-

fers. Moreover, Chen et al. [240] came to the conclusion that, with most redox mediators,

oxidation of Li2O2 is mainly an inner-shell process, involving the adsorption of the medi-

ator on the peroxide surface. Therefore, in analogy with inner-shell electron transfers of

coordination complexes, which occur via exchange of a bridging ion between the two redox

active centers, an analogous inner-shell mechanism can be proposed here: Li+ cations act
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n. peroxide oxidation (1 e−) ∆Egas ∆ESMD ∆Ggas ∆GSMD
1 I2 + P4 → LiI2 + SP3 +0.74 +0.53 +0.49 +0.27

2 I2 + SP3 → LiI2 + S2P2 +0.77 +0.67 +0.53 +0.41

3 I2 + P4 → 2LiI + S2P2 +1.91 +0.88 +1.12 +0.06

4 LiI2 + P4 → 2LiI + SP3 +1.14 +0.20 +0.59 -0.35

5 LiI2 + SP3 → 2LiI + S2P2 +1.18 +0.35 +0.63 -0.21

6 LiI3 + P4 → 3LiI + S2P2 +2.23 +1.08 +1.03 -0.13

n. peroxide oxidation (2 e−) ∆Egas ∆ESMD ∆Ggas ∆GSMD
7 I2 + P4 → 2LiI + P3 + O2 +3.18 +1.69 +2.01 +0.56

8 LiI3 + P4 → 3LiI + P3 + O2 +3.43 +1.90 +1.91 +0.37

n. superoxide oxidation (1 e−) ∆Egas ∆ESMD ∆Ggas ∆GSMD
9 I2 + SP3 → LiI2 + P3 + O2 +1.97 +1.49 +1.42 +0.91

10 LiI2 + SP3 → 2LiI + P3 + O2 +2.38 +1.17 +1.52 +0.29

Table 3.8: B2PLYP reaction energies (in eV) of iodine oxidant species with different clusters.
SMD indicates energies calculated in implicit diethyl ether solvent.

as a bridging moiety which coordinates the oxidized RM and the reduced oxygen and is

then exchanged to the reduced RM. In our work this founds justification by the fact that

the association energy of Li+ cations with anionic RMred species is always negative in our

calculation. So we will consider the products as contact ion pairs, as in the redox couples

of eqs. (3.11-3.14). In the real system, compounds like LiX and LiX2 may be present as

dissociated ions, providing an additional thermodynamic driving force.

Tables 3.8 and 3.9 summarise the energy of iodine-RM and bromine-RM reactions, respec-

tively, with peroxide clusters. The discussion will focus exclusively on the fourth column,

reporting Gibbs free energy in the continuum solvent model (again, the parameters of di-

ethyl ether were employed). Two major observations can be drawn from these data. In

first place, peroxides and superoxides react with bromine species through more exoergic or

less endoergic reactions than with iodine species. This point is not surprising, since Br is

known to be a better oxidant than I, and the redox potentials of halogen redox couples

generally increase going up along the periodic table from I to F. Although this positively

affects the oxidant power of the Br mediators, reversibility requires higher charging volt-

ages, stepping into the voltage window of chemical instability of cathodic materials (see sec.

1.2.1). Secondly, it is found that partially reduced X−2 species, which should be formed upon
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n. peroxide oxidation (1 e−) ∆Egas ∆ESMD ∆Ggas ∆GSMD

1 Br2 + P4 → LiBr2 + SP3 +0.33 +0.04 +0.05 -0.22

2 Br2 + SP3 → LiBr2 + S2P2 +0.36 +0.19 +0.09 -0.08

3 Br2 + P4 → 2LiBr + S2P2 +1.00 +0.06 +0.21 -0.76

4 LiBr2 + P4 → 2LiBr + SP3 +0.64 -0.14 +0.10 -0.68

5 LiBr2 + SP3 → 2LiBr + S2P2 +0.68 +0.01 +0.14 -0.54

6 LiBr3 + P4 -> 3LiBr + S2P2 +2.23 +1.08 +1.03 -0.13

n. peroxide oxidation (2 e−) ∆Egas ∆ESMD ∆Ggas ∆GSMD

7 Br2 + P4 → 2BrI + P3 + O2 +2.29 +0.87 +1.08 -0.26

8 LiBr3 + P4 → 3LiBr + P3 + O2 +3.43 +1.90 +1.91 +0.37

n. superoxide oxidation (2 e−) ∆Egas ∆ESMD ∆Ggas ∆GSMD

9 Br2 + SP3 → LiBr2 + P3 + O2 +1.56 +1.01 +0.98 +0.42

10 LiBr2 + SP3 → 2LiBr + P3 + O2 +1.88 +0.83 +1.03 -0.04

Table 3.9: B2PLYP reaction energies (in eV) of bromine oxidant species with different
clusters. SMD indicates energies calculated in implicit diethyl ether solvent.

the transfer of just one electron from the reduced substrate to X2, are the most reactive

species. For instance, the difference between the ∆G in reactions 1 and 4 of table 3.8 is

about -0.6 eV for iodine and -0.4 eV for bromine (table 3.9). This means that, whenever X−2
is formed upon reduction of X2, it is readily able to react again, instead of being re-oxidized

at the electrode back to X2, which is less reactive. Therefore, a full oxidation route can be

supposed to carry from P4 to P3 through both the radical intermediates I−2 (or Br−2 ) and

SP3 (superoxide), with eqs. 3.11 and 3.13 summing up as a two-step equivalent to eq.

3.12.

Two-electron oxidations without superoxide intermediates are also reported in rows 7 and

8, though, as already pointed out many times, such a process is not believed to take place,

for kinetic reasons. Additionally, X2 and X−3 species can undergo a 2-electron reduction by

oxidizing two different peroxide moieties to superoxide, i.e. forming S2P2 out of P4 (rows

3 and 6). Such a process would still produce the intermediate superoxide species which are

actually detected by experiments, though the kinetic could still suffer for high activation

barriers. These reactions are both exoergic for Br2 and Br−3 , whilst only I−3 forms S2P2

spontaneously (the reaction with I2 is slightly endoergic).
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3.2.3 Spin-orbit couplings

If spin multiplicity has to be conserved along any of the oxidation pathways, the reaction

outcomes must enforce rigid limitations on their possible spin states. The initiation of Li2O2
oxidative decomposition is particularly relevant from this point of view. Assuming that the

initial redox mediator in its oxidized form, be it either as X2 or X−3 , is in a singlet spin

state, the products of the reaction with Li2O2 are expected to be a global singlet as well. In

principle, this reaction can be either a direct two-electron oxidation that yields O2, or a one-

electron oxidation to form LiO2 superoxide intermediate. We will consider only the latter

process, since the former has been generally discarded by most of literature. If the products

LiX2 + LiO2 have to form a global singlet, a subsequent reaction of these two species to

form X− halide plus O2 (table 3.8 row 10) would again bring to a final singlet product.

This would inevitably imply the formation of 1O2, if the system is provided with enough

energy to reach this excited state. This scenario undoubtedly sheds a negative light on

the perspective of using halogen/halide redox mediator for suppressing the release of 1O2,

unless a spin transition mechanism is present that allows the formation of ground-state 3O2.

In order to investigate such a possibility, we studied the spin-orbit coupling (SOC) between

triplet and singlet spin-pure states in the reaction:

X2 + Li2O2 −−→ LiX2 + LiO2 (3.17)

What we are interested into is a qualitative answer about the possibility of heavy atoms

(I, Br) to allow intersystem crossing. We therefore take into account a simplified model

system made of only one I2 and one Li2O2 molecule. Upon the encounter of the two reactant

species, a singlet pre-reactive complex is expected to form, as in fig. 3.16. According to [187],

such a complex can transit to a triplet state following a mechanism similar to that of 1O2
quenching (see section 1.2.5). We therefore focused on the study of the iodine-peroxide and

bromine-peroxide X2· · ·Li2O2 complexes (abbreviated as IPC and BPC) and their excited

electronic states.

These calculations are based on a time-dependent DFT (TDDFT) approach, which offers

a convenient alternative, although not equally reliable, to MRCI spin-orbit coupling calcu-

lations on heavy atoms with full-core electrons. The range-separated hybrid ωB97X-D3

functional is employed, which is proved to perform well not only for ground-state calcula-

tions but also when dealing with charge-transfer states [241], which are a notorious challenge

for GGA and hybrid functionals. The complex was first optimized with the aforementioned

functional, using a def2-TZVP basis-set with effective core potentials on I atoms, and vibra-
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Figure 3.16: Scheme of the oxidation of Li2O2 by I2. A) The transfer of one electron from
the peroxide to iodine produces two radical species which can couple as a global singlet (spin
allowed) or triplet (spin forbidden). B) Representation of the q1 normal mode of vibration.
C) Representation of the q2 normal mode of vibration.

tional normal modes where then calculated. Among the 18 normal modes, two were selected

for they produce the most relevant atomic displacements required for the reaction to pro-

ceed to form I−2 and O−2 . Based on the previous experience with the reaction coordinate of

the superoxide disproportionation (see section 3.1.2), these two normal modes are expected

to be those corresponding to the elongation/shortening of the O-O and I-I bonds. In both

complexes, the vibrational mode nr. 13 corresponds to the stretching of X-X (229 cm−1 in

IPC and 344 cm−1 in BPC), and this will be indicated as the q1 normal coordinate. The

vibrational mode nr. 18, instead, corresponds to the O-O stretching (867 cm−1 in both IPC

and BPC), accompanied by the estrangement of the two Li+ cations, and will be denoted as

q2. A number of molecular structures was therefore projected along q1 and q2 simultane-

ously, both in the positive and in the negative directions of the coordinate, thus generating

a bi-dimensional grid of structures which has the equilibrium geometry of the complex at its

center. At each point of the grid, a TDDFT calculation was performed with 5 singlet and

5 triplet roots. These are relativistic, full-electron calculations, which employ the DKH-

def2-TZVP basis set (replaced by SARC-DKH-TZVPP for I atoms) and the second-order

Douglas-Kroll-Hess (DKH2) relativistic Hamiltonian. Spin-orbit couplings were calculated

between states of different multiplicity, through quasi-degenerate perturbation theory [242]

as implemented in the package Orca 5.0.3. Fig. 3.17 reproduces two significant cuts of

the energy surfaces of IPC, one along q2 (upper panels) and the other along q1 (lower

panels). The dimensionless units on the x-axes are arbitrary displacement units, obtained

by multiplying the computed normal modes (eigenvectors of the Hessian matrix expressed in

atomic units) by integer multiples of a factor equal to 0.025. The curves on the left are the
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Figure 3.17: Spin-orbit coupling of states in the I2 + Li2O2 reaction. On the right, TDDFT
energies along cut of the PESs at fixed value of the q1 (upper panels) and q2 (lower panels)
coordinates. The curves on the right show the SOC states in the region of singlet-triplet
curve crossing, with the relative composition of the SOC states reported on the right side.

TDDFT energies (with relativistic corrections, but without SOCs) of the ground-state (S0)

and the first excited state in the singlet (S1) and triplet (T1) spin multiplicities. S1 and

T1 represent charge-transfer states where an electron has jumped from an oxygen orbital

into a iodine orbital (partial oxidation of Li2O2 to LiO2). In both graphs, T1 and S1 are

substantially degenerate in energy and they intersect S0 close to its minimum. The curves

on the right are a zoom-in of the crossing region, displaying the electronic states coupled

by spin-orbit interactions (SOC0 and SOC1), together with the previous S0 and T1 curves

(dotted lines). A strong spin-orbit interaction occurs at the place of curves crossing, with

a complete mixing of the two spin-pure states as demonstrated by the reported weights on

the right of the graphs. The two avoided-crossings produce an energy splitting in the order

of ∼ 0.1 eV, which allow the system to evolve from the equilibrium geometry of S0 to the

T1 energy well (right to left in the upper panel, left to right in the lower panel) without any

relevant energy barrier. The same analysis is repeated in fig. 3.18 for BPC, showing only

one scan along the q2 normal coordinate. The TDDFT energies, on the left panel, closely
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resemble those of fig. 3.17. When it comes to the SOC states, however, the comparison

with the IPC case shows that the coupling between S0 and T1 is much weaker, and the

resulting avoided-crossing produces a much smaller energy splitting between the two curves.

The mixing between T1 and S0 is, in fact, less effective: as can be seen by the weights

reported in the right of fig. 3.18, the composition of the SOC states, in terms of S0 and

T1, abruptly inverts in the span of only one q2 unitary displacement. Globally, spin-orbit

coupling is definitively weaker in BPC than in IPC, as can be expected by the difference in

atomic mass (m(I) = 126.9 and m(Br) = 79.9 uma), clearly showing that the heavy-atom

effect accounts for most part of the spin transition mechanism in halogen-based RMs.

Figure 3.18: Spin-orbit coupling of states in the Br2 + Li2O2 reaction (see the caption of
fig. 3.17 for details).

3.2.4 Discussion

The redox semireactions of eqs. 3.11-3.14 can be combined in several ways, to obtain

reactive pathways leading from P4 to P3 + O2, as illustrated in fig. 3.15. Starting from

I2 as the active RM specie, two subsequent single electron-transfer (ET) can take place,

leading first to I−2 and then to I−. One mechanism, which we will denote as ET-ET,

generates O2 by oxidation of the one superoxide in SP3:

I2 + P4 −−→ LiI2 + SP3 −−→ 2 LiI + P3 +O2 (3.18)

Another mechanism, however, which will be denoted as ET-ET-Disp, can lead to O2 through

disproportionation of the two superoxides present in S2P2:

I2 + P4 −−→ LiI2 + SP3 −−→ 2 LiI + S2P2
disp−−→ 2 LiI + P3 +O2 (3.19)
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In addition, disproportionation of S2P2 can also occur after a double electron-transfer from

P4 to I2 or to I−3 , and the resulting mechanisms are denoted as DET-Disp:

I2 + P4 −−→ 2 LiI + S2P2
disp−−→ 2 LiI + P3 +O2 (3.20)

.

LiI3 + P4 −−→ 3 LiI + S2P2
disp−−→ 3 LiI + P3 +O2 (3.21)

Experimentally, disproportionation of pure or mixed lithium superoxide solid phases is known

to be spontaneous. On the other hand, the second step in the ET-ET mechanism, that is,

oxidation of superoxide by LiI2 (row 10 in table 3.8), is estimated to be ∼ 0.3 eV endoergic.

So a competition is most likely to be limited between the two mechanism which include

disproportionation, i.e. ET-ET-Disp and DET-Disp. This is in perfect agreement with

the estimates of ref. [182]. Accordingly, singlet oxygen release will just depend on superoxide

disproportionation, where I-species take no part. As we demonstrated, the reaction between

I2 and lithium peroxide(s) can undergo a spin transition promoted by heavy-atom spin-orbit

coupling. So the SP3 intermediate, which is the first intermediate in both ET-ET and

ET-ET-Disp mechanisms, can equally form form as a triplet or a singlet, despite the initial

spin state of the reactants being a singlet. The fraction of 1O2 released then should just

depend on the energetics of the disproportionation. In sec. 3.1.2 we found that neutral

disproportionation of LiO2 can produce singlet O2 with < 1 eV of extra energy, which isn’t

completely unrealistic in presence of high charging voltage.

In the above discussion I2 was considered only in its reduction reactions to form I−2 or I−.

It should be reminded that this doesn’t contradict the fact that experiments often report

a voltage plateau, during recharge, which corresponds to the redox potential of the I2/I−3
redox couple. In fact, a distinction must be made between the potential of a redox couple

and the specific reactive step where electrons are actually exchanged. For a given redox

couple, the redox potential is a quantity related to the ∆G of reaction at equilibrium. The

latter depends on the chemical potentials of the species at equilibrium, hence also on their

activity (or concentration, to simplify). The I2/I−3 redox couple, for instance, can be referred

to the sum of coexistent equilibria:

I2 + 2 e– −−⇀↽−− 2 I–

I2 + I– −−⇀↽−− I3 –

as well as to the equilibria:

I2 + e– −−⇀↽−− I2 –
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I2 – + I2 – −−⇀↽−− I3 – + I–

I2 + I– −−⇀↽−− I3 –

When the conditions are met for which I2 reduces at the potential characteristic of the I2/I−3
couple, it means that the above equilibria are shifted toward I−3 , even if this latter doesn’t

form directly from a transfer of electron(s) to I2.

The oxidative potential of Br-species is remarkably higher than I-species. As a result, all

the oxidation-reduction steps inside the three mechanism presented before (with Br in place

of I) are exoergic. In this scenario, the ET-ET can also compete with the other two

mechanisms, that involve superoxide disproportionation. Singlet oxygen can then form also

by oxidation of the superoxide in SP3 by the action of LiBr2. In the previous section, Br

was shown to be far less effective in coupling singlet and triplet states owing to its atomic

weight. Consequently, the reaction of Br2 with peroxide is more likely to preserve a singlet

spin state in the products, which in turn will lead to the evolution of singlet O2 according

to the ET-ET pathway. Given the strong exoergicity of the reactions reported in table 3.9,

the system is then expected to have sufficient energy to produce 1O2. Bromine/bromide

RMs are therefore expected to have an easier path toward the release of 1O2, something

which was not yet not properly investigated by experiments.
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Conclusions and final remarks

MOBs are an hot research topic in the field of energy storage. In the near future, increasingly

more effort will be put on implementing strategies for the contrast to the problem of

parasitic reactivity. This thesis aimed at exploiting computational chemistry methods to

model reactive systems of great relevance for aprotic MOBs, trying to contribute to the

understanding of the mechanisms which drive the release of singlet oxygen during ORR and

OER.

We used the ab-initio methods to study the superoxide disproportionation not only by the

thermodynamics of its ground-state species, but also exploring the potential energy surfaces

of the chemical processes leading from reactants to products. This approach allowed to

investigate the reaction kinetic from a mechanistic viewpoint and to gain insights in the

involvement of excited-states in the evolution of the system towards harmful 1O2 release.

While proton contaminations where found to favor the most accessible way leading to 1O2
through the proper disproportionation route, an alternative metal-reduction electronic state

was found to lie close the peroxide configuration, which can lower the reaction energies for

the larger, weaker Lewis-acid alkali cations (Na and K). Not only this provides a deeper

insight into the complex mechanism of oxygen discharge during ORR, but it also provide

an additional route for the onset of degradation reactions, which was not foreseen in the

previous literature. In the study on redox mediators we focused on the identification of

reactive pathways consistent with the release of 1O2. Our conclusion is that iodine-based

RMs do not directly produce 1O2, whose presence, in agreement with experimental liter-

ature, should be ascribed to the disproportionation reaction occurring in partially oxidized

superoxide/peroxide mixed phases. For Br2, instead, a possible pathway to the direct pro-

duction of 1O2 from Li2O2 is identified, which is also connected with the lower extent of

singlet and triplet states coupling due to spin-orbit.

A current limitation in the approach adopted is surely represented by the limited size of

the systems that can be included in CAS-based calculations. Hence, a future development

should go in the direction of including a larger part of the cell environment into the com-

putational model, starting from a description of solvent effects based not only on the bulk
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dielectric constant, up to the inclusion of interfacial effects involving the surface of the dis-

charged peroxide products and/or the electrode. On the other hand, a direct experimental

support is mandatory to validate the mechanisms proposed in chapter 3. For this purpose,

collaborations are ongoing with the group of prof. Sergio Brutti at Sapienza University of

Rome and the EPR laboratory of the I.S.S. (Istituto Superiore di Sanità). The main aim

of this collaboration is the characterization, through combined spectroscopic techniques, of

intermediate species to elucidate the mechanism of 1O2 release during Li2O2 oxidation with

redox mediators.
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