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Abstract

Dusty plasmas contain solid particles from several nanometers to several micrometers in diameter. These plasmas
are found in large-scale astrophysical objects, as well as in the semiconductor industry and material processing.
Dust particles tend to form spontaneously in low-pressure radiofrequency acetylene (C2H2) plasmas. In this thesis, a
global model was built using PLASIMO in order to simulate the first two phases (nucleation and coagulation) of dust
growth in acetylene. Nucleation was simulated using polymerisation reactions up to species containing 12 carbon
atoms. Coagulation was simulated using a hard-sphere coagulation frequency in the general dynamic equation
for aerosols. Charging of nanoparticles was taken into account using OML-theory. The results of the simulation
of the nucleation phase were found to be in good agreement with literature. It was shown that coagulation can
be simulated in PLASIMO by discretising the volume space using exact sections, which increase linearly in size.
Furthermore, we have seen that the charging of nanoparticles and the repulsive force between negatively charged
nanoparticles can already have a significant effect on the speed of dust growth for species with a radius up to 1.4 nm.
Since the current model was not able to simulate coagulation up to nanoparticles with several tens of nanometers in
radius due to high computational costs, improvements to the model are proposed to make this possible in future
studies. Finally, a simple one-dimensional model of the nucleation phase was built and compared to the results of
the global model. It has been shown that the global model can be an accurate model for dust growth, but spatial
dependencies have to be taken into account to describe charged particles more accurately.
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Section 1: Introduction

1 Introduction

Up to about 150 years ago, scientists thought there were only three states of matter: solids, liquids and gasses. This
however, is just as wrong as assuming that that there is only one chemical element, since both assumptions miss
out on 99% of what is really out there in the visible universe. In reality, way over 99% of all matter in the visible
universe is in the plasma state, often called the fourth state of matter [1] [2]. The overwhelming amount of matter
being in the plasma state is easily understood from the realisation that all stars and the majority of interstellar
matter are plasma [3]. It is therefore remarkable that the first laboratory plasma was only identified by Sir William
Crookes in 1879 [4]. It took almost 50 years longer until systematic studies on plasmas were performed by Irving
Langmuir in 1928 [5]. We are lucky to live in a time in which humanity is familiar with plasma physics, since it
is a fascinating branch of physics which leads to stunning natural phenomena such as the northern light [6] and
metamorphic technological opportunities such as the production of transistors [7].

A plasma is an ionised gas, which means that charged particles, electrons and ions, are present inside the gas. The
presence of charged particles allows for very interesting physical phenomena which are not frequently encountered
under non-plasma conditions. The Sun [8], lightning [9] and the rings of Saturn [1] are examples of famous forms
of plasma in nature, but we have also learned to use plasma in medical treatment [10] and material processing [7].
The fact that a plasma contains free charge carriers means that we can influence or even control it by applying
electric and magnetic fields. Furthermore, it is quite common for plasma to not be in thermal equilibrium, making it
possible for the electrons to have a temperature of the order 104K, whilst the gas species are at or around room
temperature. This is useful since the hot electrons can trigger complex and highly energetic chemistry, with low
risks of burning down the wall material of an experimental reaction vessel for example, since the heavy species that
are the most potent to do damage are less energetic. Plasma enhanced chemical vapour deposition (PECVD) is a
common application in the semiconductor industry that combines both the electromagnetic control and temperature
difference between electrons and heavy particles to form nanometer-sized layers on a substrate [11].

Sometimes particles with a size of a few nanometers up to a few micrometers are suspended in the plasma. We call
these dusty plasmas. This size range covers everything from the diameter of a hemoglobine molecule (≈5 nm) [12] to
that of a typical bacterium (≈ 5 µm) [13]. It should be noted that the dust particles we encounter in our plasma are
significantly smaller than the typical dust you would find in your house, such as skin cells and pollen, which are both
typically in the order of tens of micrometres and therefore at least an order magnitude larger than plasma dust [14].
The definition of dust for the purposes of this thesis will be refined further in section 2.6. It has been observed that
dust can spontaneously grow under certain plasma conditions [1]. Such dust particles are also encountered in various
fields in industry such as the semiconductor industry, where they tend to deteriorate manufacturing processes [15].
Dust particles can, for example, lead to a yield loss of 100% if they land on the reticle of extreme ultra-violet (EUV)
lithography systems [16] [17].

Dust grows in reactive gasses that contain contaminations which can polymerise, including silicon containing gasses
like silane (SiH4) [18], and hydrocarbons like methane (CH4) [19] and acetylene (C2H2) [20]. Generally, the process
of dust growth in plasma can be broken down into three distinct phases: nucleation, coagulation and accretion. A
lot of research has been done on the initial stage of dust growth called the nucleation phase, in which nanoparticles
of several nanometers in diameter are formed from a precursor material due to polymerisation [20] [21] [22]. This
phase is dominated by the plasma chemistry. Once the local density of particles of a few nanometers in diameter
is sufficiently high, the second stage of dust growth called coagulation starts [23]. In this phase, the charged
nanoparticles rapidly grow by means of clustering. As the nanoparticles get larger, they charge more and more
negatively. This happens due to the higher mobility of the electrons which are negatively charged, compared to the
mobility of positively charged ions. Once the nanoparticles are sufficiently large, they will have a permanent negative
charge. Consequently, clustering will no longer occur due to the repelling Coulomb force between dust particles and
further growth happens only at the surface by binding positive ions and radicals. This last growth stage in which
surface growth takes place is called accretion. In this phase, dust particles grow towards the micrometer size range.
At this size range, dust particles are typically pulled out of the discharge by the increasing ion drag force [24].

We have discussed that the formation of dust in plasmas can have significant hazards for industrial applications.
It is therefore interesting to purposefully create a plasma environment, in which a lot of dust will be grown. This
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Section 1: Introduction

allows us to study the fundamental growth behaviour in order to eventually avoid or minimise industrial hazards in
the future. De Bleecker et al. made a self consistent dust-particle growth model which describes both the nucleation
and coagulation stages in silane [25]. We have also seen that hydrocarbons are a common form of contamination,
which is why the aim of this thesis is to make a growth model describing growth in a hydrocarbon: acetylene
(C2H2). Numerical simulations are used, with the ultimate goal to compare the outcomes to experimental data. The
challenge in constructing a full growth model starting with the precursor all the way up to the micrometer range lies
in the various different physical processes leading to growth, which are dependent on the size of the particle. For
example, the transition from the chemical polymerisation phase towards the solid dust phase and the charging of
dust particles are not yet fully understood, since it is challenging to do experiments on the corresponding nanometer
and nanosecond length-scale and timescale simultaneously [1]. In this thesis, simulations are performed on nucleation,
coagulation and charging separately as well as jointly to study the influence of the various mechanisms and stages of
growth. Future possibilities for model extensions are presented which can be used to also take the accretion phase
into account.

The numerical plasma simulations software package PLASIMO will be used for the numerical simulations of the
plasma chemistry and coagulation. PLASIMO is designed in order to optimise the simulation of complex types of
chemistry containing many different reactions and species as well as interactions with the boundaries. Some processes
such as accretion cannot be fully modelled in PLASIMO yet, hence extensions to the model will be proposed to
make this possible in the future. In this thesis we will answer the following research question:

Is it possible to simulate the nucleation and coagulation phases of dust
growth in low-pressure acetylene plasmas in PLASIMO?

The outline of this thesis is as follows:

Section 2 explains the physical concepts and processes used in the model. It starts with the fundamental equations
and principles of plasma physics and builds towards more complex processes such as particle charging and the force
balance on nanoparticles.

Section 3 discusses the plasma chemistry in acetylene (C2H2), which is the precursor for dust growth in our model.
The most important species and polymerisation reactions will be presented using existing acetylene models from
literature.

Section 4 describes numerical techniques that will be used to run the model. It will also go into numerical challenges
and how they have been tackled as well as some of the approximations that were required to do the analysis.

Section 5 presents and discusses the results of the numerical simulations of the space-averaged model.

Section 6 presents and discusses the results of numerical simulations of the one-dimensional model.

Finally, in section 7, a conclusion will be drawn based on the simulations of sections 5 and 6 and ideas for extensions
to the model will be presented.

2



Section 2: Theory

2 Theory

One of the reasons why plasmas physics is so interesting is that many fields of physics come together. We are
dealing with charged particles so we need Maxwell’s theory of electromagnetism. The vast amount of particles
requires modellers to use distribution functions from statistical physics using the laws of thermodynamics. Quantum
descriptions are useful for several atomic and molecular transitions, while classical mechanics and Newton’s equations
are applicable to the larger dust particles. In this section we will review the most important concepts and refer
the reader to other sources containing more detailed descriptions. The key equations and principles of the above
mentioned topics required to understand dust growth in plasmas will be revised explicitly. First we briefly review
the fundamental equations for plasma physics including Maxwell’s equations, the Boltzmann equation, as well as
plasma properties such as the Debye length and the concept of plasma sheaths. A sidestep will be made explaining
the types particles present in a plasma environment as well as the chemical interactions they can undergo which will
be used to describe the transport of these particles within a plasma. Finally, the above mentioned tools will help
us to understand the three stages of dust growth: nucleation, coagulation and accretion which will be explained
succeeded by the transport of these dust particles.

2.1 Fundamental equations for plasma physics

In essence, a plasma is a cloud of ionised gas, which can contain a vast amount of different species. The presence
of charges implies that we need Maxwell’s description of electromagnetism (section 2.1.1), whilst the presence of
a large number of particles means that we need statistical physics, the Boltzmann equation in particular (section
2.1.2).

2.1.1 Electromagnetism

Maxwell’s equations are the four fundamental equations which cover, in principle, electromagnetism fully. Since the
influence of magnetic fields is typically neglected in the plasma relevant for this thesis, we will focus our attention on
Maxwell’s equations involving only the electric field:

∇ · E⃗ =
ρ

ϵ0
(2.1)

and

∇× E⃗ = 0, (2.2)

with E⃗ the electric field, ρ the charge density and ϵ0 the permittivity of free space [26]. Since the electric field is
irrotational (the curl vanishes in equation (2.2)), it follows from the Helmholtz decomposition theorem that it can
without loss of generality be written as the gradient of a potential:

∇ · E⃗ = ∇ · (−∇ϕ) = −∇2ϕ =
ρ

ϵ0
, (2.3)

which is the well-known Poisson equation. Furthermore, the charge density ρ =
∑

nsqs has a positive ion, negative
ion and electron contribution, since these are the charged species present1. In plasma physics, it is very common
to talk about the potential rather than the electric field. We will come back to the Poisson equation in discussing
various topics such as quasi-neutrality and sheaths 2.2.2.

1As we will see later, dust particles can also carry charge but these charged particles can be categorised as ions.
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2.1.2 Boltzmann’s equation

The second key equation to describe plasma physics is the Boltzmann equation. Before diving into the Boltzmann
equation itself, lets briefly try to understand why a statistical description is required. In this thesis, we will model a
plasma in a cylinder with a radius and length of 3 cm, a temperature of 400K and a low pressure of 40Pa. Using
the ideal gas law p = nkBT , we find that the number of particles present in this plasma is in the order of 1017.
In a kinetic model, it is required to store the three position and velocity components for every particle. Storing
this data would require thousands of the most powerful commercial hard drives at the moment of writing. Kinetic
methods are therefore clearly unfeasible, without even taking into account the computation time. Clearly, we need a
more efficient approach using the tools from statistics to describe these particles. A common approach is to define a
distribution function f (⃗r, v⃗, t) such that N =

∫
f (⃗r, v⃗, t)d3rd3v the total number of particles [27]. The Boltzmann

equation is then given by:

∂f

∂t
+ v⃗ · ∇rf +

F⃗

m
· ∇vf =

∂f

∂t

∣∣∣∣
c

, (2.4)

with v⃗ the particle velocity, ∇r the spatial gradient operator, F⃗ the force vector, m the mass, ∇v the velocity
gradient operator and the right hand side the gain or loss due to collisions. Equation 2.4 states that the change
of the number of particles at a certain point in space with a certain velocity (first term), plus particles moving to
and away from this space (second term), plus particles accelerating to and away from this velocity (third term) is
equal to particles appearing or disappearing due to collisions (final term). The zeroth, first and second moments
of the Boltzmann equation lead to particle conservation, flux conservation and energy conservation respectively.
The zeroth moment is calculated by integrating the Boltzmann equation over velocity space. The first term of the
integration gives dn

dt , the integration over the second term gives ∇r · (nv⃗), whilst the integration over the force term
vanishes since no particles have v = ±∞ m/s. The equation that follows is called the continuity equation and is
given below:

∂n

∂t
+∇ · Γ⃗ = S, (2.5)

with n the particle density, Γ⃗ = nv⃗ the particle flux density and S the net source which contains the gains and
losses due to chemical reactions. We will come back to the continuity equation in section 2.3.2.

2.2 Fundamental properties of plasmas

The fundamental plasma equations can be used to derive a number of key properties which are helpful for
understanding and describing typical plasma conditions. In this section we will review why plasmas are quasi-neutral
for length scales larger than the Debye length (section 2.2.1), why sheaths form at the boundaries, what the
implications are and finally what this means for the potential of the plasma bulk (section 2.2.2).

2.2.1 Debye length and quasi-neutrality

As mentioned in section 2.1, the presence of a large number of charged particles is what sets plasmas apart from
regular gasses. In a regular gas, the interactions between gas molecules are short-range, which means that any
gas molecule can only influence its nearest neighbours [28]. The charged particles in a plasma interact according
to Coulomb’s law, which is a long-range force. This leads to interesting collective behaviour, because a single
particle can influence a very large amount of other particles. To understand this collective behaviour, imagine that a
relatively large net positive charge suddenly arises somewhere within the plasma bulk. This net positive charge
attracts all negative charges in the vicinity, and not just the nearest neighbours, whilst it repulses all positive charges
in the neighbourhood. As a consequence, all the nearby negative charges will move slightly closer to this net charge
while the positive charges will move slightly away from this positive charge such that the net charge will be cancelled
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out 2. The distance at which net charges can effectively be shielded is called the electron Debye length and given
by:

λD,e =

√
ϵ0kBTe

e2ne
=

√
ϵ0T̂e

ene
, (2.6)

with kB the Boltzmann constant, Te and T̂e the electron temperature in Kelvin and electronvolt, e the elementary
charge and ne the electron density. The Debye length increases with increasing electron temperature, because highly
energetic electrons are not influenced as much by net charges as cold electrons. In other words, it is a lot harder
to change direction at high speed compared to lower speeds and this change in direction is required for shielding.
Furthermore, the Debye length decreases with an increasing electron density. This is easy to understand: many
electrons can shield a charge more effectively than just a few. The fact that charge fluctuations will be mitigated for
volumes with dimensions larger than the Debye length leads to the concept of quasi-neutrality. The plasma contains
many charged particles but is neutral as a whole. In fact, it is neutral for any region in the bulk of the plasma with
dimensions larger than the Debye length.

2.2.2 The plasma potential and sheaths

The Debye length and the concept of quasi-neutrality are properties in the bulk of the plasma. In this section we
will see what happens near the plasma walls. To understand what happens near the walls, we need the difference in
the thermal velocities of electrons and positive ions:

ve,i =

√
8kBTe,i

me,iπ
, (2.7)

with ve and vi respectively the average electron and ion speeds, Te and Ti the electron and ion temperatures and
me and mi the electron and ionic species mass. In the next section, we will see that Te ≥ Ti for low-pressure RF
plasmas and me ≪ mi. It is therefore easy to see that ve ≫ vi, which means that electrons will leave the discharge
at a much higher rate yielding a positive potential in the plasma bulk relative to the plasma edge. This process
cannot be sustained since it would charge the wall indefinitely. Instead, an ambipolar electric field is created due to
the charging of the wall, which counteracts electrons leaving the discharge and stimulates the outflow of ions until
these two processes cancel out and steady-state is reached [3].

The potential and electric field are plotted schematically in figure 2.1 and related according to equation (2.3). It can
be seen in figure 2.1a that the bulk of the plasma has a positive potential ϕbulk with respect to the plasma walls. In
1D, the walls consist of a grounded plate at zero potential and a plate at the applied RF potential, which is zero on
average. Figure 2.1b shows the electric field in the plasma region and at the walls. It also shows that the electric
field in the bulk is close to zero, since shielding will try to cancel any electric fields that form. The electric field at
the edges points away from the plasma such that positive ions are pushed outwards and electrons and negative ions
are pulled inwards. There are multiple types of approximations for the sheath potential. Using conversation of ion
energy and continuity of ion flux, the Bohm velocity can be derived. The Bohm velocity is the velocity of ions near
the sheaths [3]:

uB =

√
kBTe

mi
. (2.8)

The notion that the plasma cannot charge indefinitely means that the charge density should become a constant
[26]:

2In practice electrons are far more effective at shielding than ions because electrons are more than a thousand times lighter and
therefore far more mobile than ions.
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Figure 2.1: Schematical representation of the potential and electric field at the edges and in the bulk of a plasma
with xs,l the left sheath position and xs,r the right sheath position.

 

0

(V)

(m)

(a) Potential in the sheaths and plasma region. It can be seen
that the bulk of the plasma has a positive potential with

respect to the plasma edges of ϕbulk.

0

(m)

(V/m)

(b) Electric field in the sheath and plasma region. It can be
seen that the electric field in the bulk is approximately zero
due to shielding effects, while the electric field at the edges is
directed such that positive charges are pushed outwards and

electric charges are pulled inwards.

dρ

dt
= 0 = −∇ · J⃗, (2.9)

with J⃗ the current density. Equation (2.9) is only valid over many RF cycles. In a 1D parallel plate reactor, this
leads to: dJx

dx = 0, so Jx is a constant. There are no direct currents over many cycles of an RF plasma, which means
that the flux density of negative species should eventually be equal to the flux density of positive species:

Γ⃗e + Γ⃗i− = Γ⃗i+, (2.10)

with Γ⃗e, Γ⃗i−, and Γ⃗i+ the electron, negative ion and positive ion flux density to the wall.

2.3 Applications of the Boltzmann equation

The Boltzmann equation was briefly introduced in section 2.1.2. In this section this equation will be studied in a
little bit more detail, since it is a crucial ingredient for plasma modelling. In section 2.3.1 various solutions of the
Boltzmann equation are presented and in section 2.3.2 it will be demonstrated how Boltzmann equation can be
implemented to describe the evolution of certain species in space.

2.3.1 Solving the Boltzmann equation

Solving the Boltzmann equation is generally very cumbersome. In thermal equilibrium it is possible to assume
a Maxwellian distribution. It assumes that the particles collide very frequently so that the energy is efficiently
exchanged among the species which can be assumed for electrons in pressure plasmas where the pressure is sufficiently
high. The Maxwellian distribution is given by:

f(v) =

(
ms

2kBTs

)3/2

exp

(
− msv

2
s

2kBTs

)
, (2.11)
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with ms the particle mass, Ts the particle temperature and vs the speed of species s and it describes how the particles
of a certain species are distributed over the energy or velocity space. A Maxwellian distribution has an average

velocity given by v̄s =
√

8kBTs

msπ
, the thermal velocity. Even though a Maxwellian distribution cannot be assumed for

many low-pressure plasmas, it is still useful to keep the shape of the distribution in mind to describe general trends.
The shape of the Maxwellian distribution function is given in figure 2.2, where the red curve describes a hotter gas
than the red curve, since the distribution is shifted to higher velocities and analogously higher energies.

  f(v) 
 
 
 
 
 
 
 
 
 
 
 

      0 
v (m/s)

Cold gas

Hot gas

Figure 2.2: Two Maxwellian velocity distributions for a cold gas (blue) and a hot gas (red).

It is in general very hard to solve the Boltzmann equation analytically. This is why Hagelaar et al. implemented a
method of solving the Boltzmann equation called BOLSIG+ [29], which uses a two-term approximation meaning
that f is expanded using the first two Legendre-polynomials [30]. This approximation will be used in this thesis
for electrons, since they cannot accurately be described by a Maxwellian distribution [20]. The gas species are
assumed to be at a fixed uniform temperature which is common in literature [31] [32] [33], since a non-uniform
gas temperature is very hard to model. More details on modelling the gas temperature can be found in [34] and
[35].

2.3.2 Continuity equation

The continuity equation was already derived in section 2.1.2 by integrating the Boltzmann equation over the velocity
space. It states that the change in particle density is either due to a net flux or chemical sources and sinks, which
are chemical reactions. The flux density term describes the net motion within the plasma, which can be caused by
a combination of various forces such as: Coulomb forces, friction forces, gravitational forces, magnetic forces and
thermophoretic forces. The flux density of particles in a plasma is often calculated from just the electric force and a
density gradient, whilst ignoring the other forces. This approximation is called the drift-diffusion equation [3]:

Γ⃗s = µsE⃗ns −Ds∇ns, (2.12)

with µs the particle mobility coefficient and Ds the particle diffusion coefficient. The first term describes how
particles are affected by the net electric field called drift and the second term describes net motion due to gradients
in density called which is called diffusion. Near thermal equilibrium, the diffusion coefficient and mobility coefficient
are related by the Einstein equation [3] ([36] page 139):
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Ds = µs
kBTs

qs
(2.13)

All the other forces are neglected. It should be stressed that this equation applies only to the gaseous species atoms
and molecules and not to dust particles. The force balance for dust particles will be derived in section 7.2.2.

2.4 Particles, collisions and interactions

So far, we have discussed the fundamental equations required for plasma physics. Maxwell’s equations are defined
by the presence of charged particles, whilst the Boltzmann equation is required to describe the incredibly large
number of particles present within the plasma itself. Consequently, we derived the continuity equation for each type
of species, stating that the change of the number density plus the flow towards and away from this point is equal
to the net local production. Depending on the precursor material, plasmas can contain many different types of
species which can all interact in different ways. There are neutral particles: atoms and molecules, as well as charged
particles: electrons and ions. Radicals are species with an unpaired electron in their valence band causing them
to be highly reactive. When two particles collide they can interact in different ways depending on their type and
respective energies. The different types of species within the plasma can take part in various types of interactions:
neutral-neutral, electron-neutral, ion-neutral and ion-ion. In order to understand these different interactions it is
required to have a good understanding of the structure of molecules, which is why this will be discussed first. After
that, the different interactions given above will be explained.

2.4.1 Molecules

Molecules consist of multiple atoms sticking together due to covalent chemical bonds. The atoms in covalent bonds
share an electron pair amongst them. The number of covalent bonds an atom can form is typically equal to the
difference between the total possible number of electrons in the outer valence shell and the actual number of electrons
present. Hydrogen

(
1s1

)
has room for one more electron in the first shell and can therefore form one covalent bond,

whilst carbon
(
1s22s22p2

)
can form four bonds thanks to the fact that carbon has room for four more electrons in

the second shell.

 
 
 
 
 
 
 
 
 
 
 
 
 

        0

1

2

3

a

b

(m)

(J)

Figure 2.3: Inter-atomic potential as a function of radial distance between atoms for diatomic molecule. Figure
based on: [3] (page 236).
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The bonding behaviour of two atoms in space can be described using a potential energy diagram, an example for a
diatomic molecule is shown in figure 2.3. For symmetry reasons, the potential energy of a diatomic molecule only
depends on the distance between the atoms. A minimum in the potential energy diagram corresponds to a stable
state, implying that the atoms want to stick together at a specific distance and a molecule is formed. This can
be understood from the fact that it costs energy to either bring the atoms closer to each other or to pull them
apart. Such minima exist for curve 1 and curve 2 in figure 2.3. The state described by curve 3 does not have a
stable state which means that a molecule in this state will spontaneously dissociate. Energy is lost by increasing
the distance which will therefore occur spontaneously. All three curves show the same behaviour in the extremes
(r → 0) and (r → ∞). When the inter-atomic distance tends to zero, the potential energy goes to infinity. This is a
direct consequence of the Pauli-exclusion principle: two particles cannot occupy the same state, in this case space,
at the same time. When the inter-atomic distance tends to infinity, the potential energy becomes a constant which
means that the force vanishes. This makes intuitive sense because an atom in Eindhoven will have no impact on an
atom in Mexico City, regardless of their relative changes in position. It becomes nonsensical to speak of a molecule
at all. The potential energy for very large inter-atomic distances is therefore simply the sum of the energies of the
fragments.

The figure also helps us understand the different types of energies involved in chemical reactions and electronic
transitions. Suppose there is a diatomic molecule in the ground state located at the minimum of curve 1. We
can bring this molecule to the first excited state by increasing its energy with the associated transition energy
indicated by arrow a. We call this energy the threshold energy for this excitation reaction. The diatomic molecule
will subsequently increase the inter-atomic distance to find a new stable state, the minimum of curve 2, releasing the
excess energy in the process. The energy difference between stable states 1 and 2 is therefore in general not equal to
the threshold energy but slightly lower. To fully dissociate the molecule we have to provide the energy associated
with transition b. After this transition, the molecule ends up on curve 3, for which no stable state exists. It is
energetically favourable for the molecule to increase the inter-atomic distance until the atoms are so far apart that it
dissociates completely. Once again the energy required to dissociate the molecule, the threshold energy, is unequal
to the energy difference between the molecule and its corresponding fragments after the dissociation reaction. The
required energy can be gained due to collisions. Every element has a favourable minimum energy composition, which
is the composition in which the atom is most likely to exist in nature (eg H2 for hydrogen). This will be used as a
reference molecule with relative energy zero. The formation enthalpy is the net energy required to form a molecule
from the basic constituents and can be used to calculate the change in energy and temperature of the system as a
consequence of chemical reactions.

2.4.2 Collisions

When two particles collide, chemical reactions can take place. The rate at which these reactions happen depends on
the densities of the reactants and the reaction cross section, which is a measure of the reaction probability. The
distance at which the particle and the projectile barely touch each other is the radius of the cross section also called
the critical impact parameter bc. The impact parameter is defined as the perpendicular distance between the path
of the projectile and the path of the centre of mass of the approaching particle. The cross section is therefore a
disk around the particle such that any particles for which their travelling direction is orthogonal to this disk will
cause a collision. This concept is illustrated in figure 2.4. In the case of billiards, the cross section of a ball is simply
the disk with a radius equal to the physical radius of the ball. When the path of another billiard ball crosses this
disk the particles collide. This however is not generally true for collisions involving charged or nano-scopic particles,
since they might exert attractive or repulsive forces. If the force is attractive, the collision disk is larger than the
physical radius of the particle, as shown in figure 2.4 and vice versa if the force is repulsive. If the collision particle
is larger than the critical parameter b > bc the particles will not collide (P1 and P4), if b = bc the particles will just
collide (P2 and P4), whilst the particles will collide head on for b < bc. The trajectories of the particles are given
schematically in blue and the collision disk of particle 4 is illustrated in green.

We can distinguish interactions between two neutral species, electrons and neutral particles, ions and neutral particles
and finally interactions between two charged species, since collisions between these particle types are the most
common and important in low ionised plasma conditions. A brief explanation of mentioned interactions will be be
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discussed in the following sections.

Figure 2.4: Collision parameters for three particles (P1, P2 and P3) approaching a fourth particle (P4) from infinity
with velocity v in the reference frame of P4.

Neutral-neutral collisions

An acetylene plasma consists for more than 99% of neutral species, making neutral-neutral collisions the most
common in the discharge. This comes with the requirement to describe these collisions accurately. A common
empirical model for neutral-neutral reactions is by using the Lennard-Jones model which takes the following form
[37]:

V = 4ϵ

((σ
r

)12

−
(σ
r

)6
)
, (2.14)

with r the distance between the molecules, ϵ the depth of the well and σ the distance at which the potential is zero.
The minimum potential energy occurs at rmin = 21/6σ. The Lennard-Jones potential describes the general behaviour
of a system of two neutral particles. Neutral particles repel at very small distances due to the Pauli-exclusion
principle, they attract at medium distances and the interaction vanishes at large distances. This last fact can be
seen in figure 2.5, which shows the shape of the Lennard-Jones potential, using F⃗ = −dEpot

dr
ˆ⃗r.

(J)

 
 
 
 
 
 

        0 (m)

Figure 2.5: Potential energy of the Lennard-Jones model as a function of the intermolecular distance.
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Electron-neutral collisions

Collisions between electrons and neutral particles are particularly important because these collisions are either
elastic or inelastic and they can therefore determine the electron temperature [29], which as we have seen before, is a
critical plasma parameter. Using classical momentum and energy balance, it can be shown that light particles do
not transfer energy efficiently to heavy particles 3. Since atoms and molecules are typically about four orders of
magnitude heavier than electrons, the neutral gas species hardly gain any energy from collision with electrons. This
is the reason why at low pressure conditions such as in this thesis, the electron temperature is far higher than the
neutral particle temperature which is generally approximated to be constant around room temperature.

Despite the fact that electrons cannot efficiently transfer heat towards neutral species, electron-neutral collisions are
key drivers of the plasma chemistry, since electrons can deliver the required energy for excitation and ionisation
reactions. Charged species play an important role in the polymerisation. Ionisation is therefore a key process, which
happens due to electron impact reactions. The reaction rate coefficient for particle impact reactions is found by the
following integration [3]:

K =

∫ ∞

Et

σ (E) f (E) v(E)dE, (2.15)

with K the reaction rate coefficient, σ the cross section, Et the threshold energy and f(E) the electron energy
distribution function (EEDF), which is calculated by BOLSIG+ for electrons and constant for gas species. The
threshold energy is generally a factor of two to ten times higher than the average electron energy so that only the
highly energetic electrons in the tail of the distribution can cause ionisation. Excitation can already be performed by
less energetic electrons but it will not be taken into account in this thesis.

Ion-neutral collisions

Collisions between ions and neutral particles are described by the generalised Lennard-Jones [38] or Langevin model
[39]. These reactions are different from neutral-neutral reactions since the ions can polarise the neutral species
leading to stronger ion-dipole interactions. The Langevin potential between a charged particle and a neutral species
is given by equation (2.16).

V = −1

2
µ⃗ · E⃗ = −1

2
αC

Z2e2

(4πϵ0r2)
2 , (2.16)

with µ⃗ the dipole moment, Z the number of elementary charges and αC the polarisibility of the neutral species.

Charged-charged collisions

When two charged particles collide there is a whole range of possible outcomes. A positive and negative ion can
exchange charge or bond together to form a neutral molecule in a chemical reaction. Furthermore, positive ions
can recombine with electrons and electrons can be detached from negative ions to form a neutral particle. A
very important collision type within a plasma is the electron-electron interaction, since these elastic collisions
determine the shape of the EEDF, which means, how the electron energy is distributed among electrons. This
should not be confused with elastic electron-neutral collisions, which, as we saw earlier in this section, determine
the electron temperature and therefore the height of the EEDF. The distribution of energy among electrons is
essential because the high energy tail of the distribution determines the rate of endothermic chemical reactions such
as ionisation. Energetic processes such as ionisation can only take place due to reactions with high energies located
at the high-energy tail of the EEDF.

3Imagine trying to propel a truck by throwing tennis balls at it. The tennis balls will bounce off at basically the same speed at which
they came in therefore transferring a negligible amount of energy to the far heavier truck.
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2.5 Transport in plasmas

As was stated in section 2.3.2, transport of species within a plasma can be described by a diffusion coefficient for
neutral particles while both a diffusion and mobility coefficient are required for charged species. These coefficients
can be calculated using only collisions with the dominant background gas species since they make up more than
99% of the particles in the plasma. This is done by using collision integrals with the proper collision potential:
Lennard-Jones for neutral particles and Langevin for ions. The diffusion coefficient for species i with background
gas j is calculated by [37] (page 98):

Dij =
3

16

k2BT
2
gas

pimijΩ(1.1)
, (2.17)

with pi the pressure due to particle i, mij the reduced mass and Ω(1,1) the appropriate collision integral. The
Lennard-Jones diffusion integral for neutral particles will not be given here but has been described by Janssen et al.
[37] (page 61). Instead, we will focus on Langevin collisions, for which the collision integral is given by:

Ω(1,1) =

√
Z2e2α

4mijϵ0
A(1)Γ (5/2) , (2.18)

with Z the charge of the ion, α the polarisability and Γ the gamma function. The total diffusion coefficient is then
found from by combining the binary diffusion coefficients Dij weighted by the pressure fraction of the gas species
using Blanc’s law [40]:

ptot
Dj

=
∑
i

pi
Dij

, (2.19)

with ptot the total pressure. The mobilities for charged particles are consequently found using the Einstein relation
given by equation (2.13). Finally, the diffusion and mobility coefficients of electrons are calculated using BOLSIG+
[29].

2.5.1 Transport to the wall

For charged species it is common to assume that negative ions are not lost to the walls because they are trapped by
the plasma potential. Loss of electrons and positive ions can be described modelled using Bohm velocity derived in
section 2.2.2 under the assumption that the electron and positive ion density are approximately equal [41]:

Γ⃗e = Γ⃗i+ = ni+u⃗B , (2.20)

with Γ⃗e and Γ⃗i+ the electron and positive ion flux to the wall, ni+ the positive ion density and u⃗B the Bohm
velocity given in section 2.2.2. Radicals will be lost to the wall with a certain probability given by a so-called sticking
coefficient, while neutral particles without unbounded electrons are expected to reflect back into the discharge.

The background gas is typically refreshed using an inlet. Outflow is defined such that the total pressure is kept
below the defined pressure of p0. If the plasma pressure is below this pressure no outflow will take place. If the
pressure rises above p0, the outflow is given by:

Qout =
Qin
p0

p

, (2.21)

with Qin the mass influx of particles and p the current pressure.
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2.6 Dust growth in plasmas

In this thesis, all species with more than 12 carbon atoms are qualified as dust. Dust generally forms in plasmas
containing chemically active molecules with the tendency to polemerise. Among others, the most common are
either carbon-based like methane [19] and acetylene [20], or silicon based like silane [25], or Hexamethyldisiloxaan
(HMDSO) [42]. The formation of dust is of particular interest since it can have a significant impact on the plasma
itself, as well as in many industrial applications such as material processing. This should not be surprising since
carbon and silicon are both convenient elements for substrates and accordingly used routinely in various fields of
industry. We have already seen in section 1 that the growth cycle from the precursor gas towards micrometer-sized
dust we can distinguish three distinct phases: nucleation, coagulation and accretion. We will now take a closer look
at each of these phases separately.

2.6.1 Nucleation phase

The nucleation stage describes the growth from the precursor sub-nanometer sized gas particles to dust particles of
typically a few nanometers in size. The nucleation phase is dominated by polymerisation reactions in the plasma
chemistry. A typical growth path in the nucleation stage in acetylene (C2H2) is called the Winchester mechanism
given below [43]:

C2H2 + e– −→ C2H
– +H (2.22)

C2H
– +C2H2 −→ C4H

– +H2 (2.23)

C4H
– +C2H2 −→ C6H

– +H2 (2.24)

C6H
– +C2H2 −→ C8H

– +H2 (2.25)

The negative ion gains a carbon pair with every next reaction leading to a net growth of particle by consuming
acetylene and ejecting hydrogen gas into the discharge. This is an example of negative ion growth. Similarly there
can be positive ion growth, growth due to radicals and ion-ion mutual neutralisation [20]. Hollenstein et al. showed
that the density of neutral and positive species decreases rapidly with size, while larger negative ions are very
common [44]. We can therefore conclude that negative ion growth is the dominant growth process in most plasmas
which can be explained by the fact that negative ions are trapped in the centre of the discharge due to the positive
potential (see figure 2.1). Particles in the nucleation stage can be neutral, positively charged or negatively charged.
Furthermore, the plasma chemistry is not influenced much by the presence of noble gasses such as argon and helium
which is common in dust growth experiments [21]. As the number of dust particles increases, the nucleation phase
terminates and coagulation starts.

2.6.2 Coagulation phase

The coagulation stage describes the rapid dust growth from several nanometers in radius up to several tens of
nanometers. The density of particles subsequently drops by multiple orders of magnitude [45]. The positive and
negative species of several nanometers coagulate together until their size prevents them from carrying a positive
charge. Charging of nanoparticles in a plasma can be described by orbital motion limited (OML) originally derived
by Langmuir [46]. OML theory assumes that there is a certain impact parameter and therefore cross section at
which a nanoparticle collects charges [1], a concept related to what was shown by figure 2.4. The electron and ion
currents towards a particle also depend on its floating potential and are given by:

Ie = πr2dnee

√
8kBTe

πme
exp

(
eϕfl

kBTe

)
(2.26)
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and

Ii = πr2dnie

√
8kBTi

πmi

(
1− eϕfl

kBTi

)
, (2.27)

with ϕfl the floating potential, rd the particle radius and ne and ni the electron and ion densities respectively.
Assuming that the charge of the nanoparticles is in steady-state, the electron current equals the ion current.
Nanoparticles tend to charge negatively due to the higher electron temperature compared to the ion temperature.
For example, an electron temperature of 3 eV together with an ion temperature of 0.03 eV, with electron and ion
densities of 1016m−3 lead to a floating potential of approximately −6V. The corresponding expected charge on this
nanoparticle can be found using the spherical capacitor model:

Qd = 4πϵ0rdϕfl, (2.28)

with Qd the expectation of the charge on the dust particle. The charging of nanoparticles can be measured in the
lab by the rapid decrease of the electron density. An example of this decrease in electron density in the afterglow of
an argon-acetylene discharge is given by figure 2.6.

Figure 2.6: Electron density as a function of time in an argon-acetylene discharge. Figure and measurements by
Hasani, M.

The growth process of particles in the coagulation phase can be described by the general dynamics equation for
aerosols [47]:

dnd (vi)

dt
=

1

2

∫ vi

0

β (vj , vi − vj)n (vj)n (vi − vj) dvj −
∫ ∞

0

β (vj , vi)n (vi)n (vj) dvj , (2.29)

with vi and vj the volumes of the coagulating particles and β (vi, vj) the collision frequency between particle i and
particle j. The general dynamic equation states the the change of the density of nanoparticles with volume vi
(left-hand side) is equal to the integrated amount of collisions between nanoparticles with densities vj and vi − vj
for vi > vj (first term right-hand side), minus the integrated amount of collisions of particles with volume vi with
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any other particle (second term right-hand side). This principle is shown in figure 2.7, where particle i is created
from the smaller particles i− 1 and i− 2, whilst it is lost due to reactions with any other particle (i− 1 and i+ 1)
creating larger particles. In reality it can be lost due to reactions with any other particles. A nucleation term could
be added to create the smallest particles in the coagulation phase.

Figure 2.7: Schematic image of coagulation in which particle i is formed out of reactions by smaller particles, but
lost due to reactions with any particle.

The general dynamic equation is a fundamental balance equation and should in principle always hold. The challenge
for the modeller is to find an appropriate collision frequency β that best describes the physics at play. The simplest
choice for β (vi, vj) is a hard-sphere collision frequency. As long as the particles are much smaller than their mean-free
path, which can be reasonably assumed for low pressure conditions, the collision frequency between nanoparticles
can be written as a function of their sizes using a hard-sphere collision model [47] [48]:

β (vi, vj) =

(
3

4π

)1/6 (
6kBT

ρd

)1/2 (
1

vi
+

1

vj

)1/2 (
v
1/3
i + v

1/3
j

)2

, (2.30)

with ρd the mass density of dust and vi and vj the volumes of particles i and j respectively. It is easily verified that
the collision frequency is largest for a combination of a very small and a very large particle. Even though equation
(2.30) looks rather complex its structure is simply that of a kind of thermal velocity multiplied by a cross section.
By realising that ρ = m

v , it can be seen that β is of the form of a thermal velocity multiplied by a cross section

by writing the volume terms as a cross section:
(

1
vi

+ 1
vj

)1/2 (
v
1/3
i + v

1/3
j

)2

= V 2/3 =
(
4
3πr

3
)2/3

. By filling this

expression back into equation (2.30) we see that it simply reduces to vthermalπr
2 = vthermalσ, the typical expression

for hard-sphere collisions.

Despite the fact that we have concluded that larger dust particles charge more and more negatively, equation (2.30)
does not take charging into account, it can therefore only reliably be used up to a certain size where the expected
charge is close to zero, after which a charge term should be added which reduces the probability of coagulation
between two relatively large dust particles due to their electric repulsion. This charging can be taken into account
by adding a charge factor to the coagulation frequency as was proposed by Agarwal et al. [49]: βtot = fchargingβ
with:

fcharging =


1 if z1 = z2 = 0

1− z1z2e
2

4πϵ0(r1+r2)kBTgas
if z1z2 ≤ 0

0 if z1z2 ≥ 0
Einduced if z1 ̸= 0, z2 = 0,

(2.31)

Equation (2.31) states that the coagulation frequency is unaltered for interactions between neutral species, it is
increased with a charge dependent factor for dust particles of opposite charge, becomes zero for dust particles with
similar electric polarity and is a function of an electric dipole for interactions between a charged and neutral dust
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particle. At a certain size of several tens of nanometers, all dust particles have an expected charge that is strongly
negative such that dust particles can no longer coagulate such that coagulation ends and accretion begins.

2.6.3 Accretion phase

The final growth stage is called the accretion stage, in which dust particles mainly experience surface growth by
capturing positive ions and radicals, since they can no longer coagulate with other dust particles. The growth speed
is typically far lower than in the coagulation phase, because only much smaller particles can be captured. This does
not prevent further growth however, since the dust particles are strongly negatively charged and therefore trapped
inside the plasma bulk by the Coulomb force. Depending on the circumstances, this process can continue until
eventually the particles reach micrometer dimensions and the particles are pushed out of the discharge by the ion
drag force, which grows faster than the Coulomb force [24]. The ion drag force is the force that drifting ions exert on
dust particles [1]. This drift force consists of two parts. Firstly, ions can simply bump into dust particles. Secondly,
a Coulomb force can be exerted due to scattering of ions on the dust particles.

With all the dust removed from the centre of the discharge, the way is clear for a new growth cycle. Figure 2.8 shows
the free electron density as a function of time for dust growth measurements in HMDSO, which is expected to show
similar trends compared to dust growth in acetylene [42]. The electron density initially drops, since dust particles
start charging negatively after which it becomes nearly constant since the accretion phase started and dust particles
stopped draining electrons from the plasma. After about 80 s, the dust particles are pulled out of the discharge, the
electron density is partly restored and a new growth cycle starts.

Figure 2.8: The electron density as a function of time. Measurements by Donders, T [42].

16



Section 3: Plasma chemistry

3 Plasma chemistry

So far, we have seen plasma theory that is quite general and can therefore be applied to most low-pressure plasmas.
The plasma chemistry describes the nucleation phase of dust growth, the phase from the precursor to particles
up to a few nanometers, in terms of chemical reactions of which the growth reactions are mainly polymerisation
reactions.

It is now time to forsake generality and dive into the particular plasma at hand. This thesis will focus on dust growth
in a plasma starting with the precursor ethyn (C2H2), more commonly known as acetylene, which is a hydrocarbon
containing a triple bond between the carbon atoms. The triple bond is particularly interesting, since it is much
stronger than regular single bonds, leading to different plasma dynamics compared to those containing single bonds
in methane (CH4) or double bonds in ethylene (C2H4) for example [19]. It was also shown that acetylene production
is one of the main processes even in plasmas which initially do not contain acetylene, but methane or ethylene
instead. Although C4H or C4H2 plasmas start without acetylene, acetylene turns out to be the precursor for dust
growth nonetheless [50]. It is not surprising that both carbon-like as well as silicon-like molecules such as silane
(SiH4) are among the most studied molecules in plasma physics since they are also among common in applications.
Both elements carbon and silicon are abundant on earth. Carbon is vital to life being the basis of DNA, while silicon
is the most important material for electronics being a semiconductor.

3.1 Literature study

The dust growth models described in this thesis all start with the precursor C2H2. In recent years, a lot of research
has been done on dust growth in acetylene, either in pure acetylene [20] [51] [31], or admixed to a noble gas such as
argon or helium [32] [52]. So far, various experimental and theoretical studies have been performed to describe the
chemical reactions in acetylene discharges. Doyle et al. worked on a simple chemistry growth model where C4H2 and
C6H2 called di-acetylene and tri-acetylene are formed [53]:

C2H2 + e– −→ C2H+H+ e– (3.1a)

C2H2 +C2H −→ C4H2 +H (3.1b)

C4H2 +C2H −→ C6H2 +H (3.1c)

Figure 3.1: Schematic image of the formation of C4H2 from C2H2 and electrons.

Equations 3.1 show that the larger species C4H2 and C6H2 are formed by first knocking a hydrogen atom off the
acetylene molecule forming the radical C2H, which can in turn insert into the acetylene molecular structure forming
C4H2. Furthermore, the alternating single and triple bond structure is illustrated in figure 3.1.

Deschenaux et al. showed using mass spectroscopy that almost all molecules have an even number of carbon atoms,
which means that carbon atoms tend to come in pairs suggesting that the triple bond in an acetylene molecule is
indeed rarely broken in the nucleation stage [19]. Stoykov et al. modelled the growth chains using positive and
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negative ions and showed the presence of aromatic compounds [54]. Mass spectrometry had already shown the
importance of growth via positive ions [55]. Herrebout et al. extended the chemistry with larger species (C8H2 and
C8H) and positive ions in a one-dimensional model [56]. A full self-consistent model of the plasma chemistry in
acetylene was developed by De Bleecker et al. [20]. This model contains both positive and negative ion growth
channels and contains species up to 12 carbon atoms, which will be used as the basic chemistry in this thesis. It
must be stated that the self-consistent one-dimensional model of De Bleecker as well as most models that followed
have not taken the presence of aromatic compounds into account despite the fact that Stoykov et al. as well as De
Bleecker herself found that these particles are present in the discharge [57].

The chemistry was later extented by Mao et al. with the addition of larger species, a new negative growth
channel containing C2nH

−
2 with 1 < n < 6 via dissociative attachment and a few cyclic rings [51]. Their

results do arguably describe experiments better than previous published work but the Winchester mechanism,
C2nH

– + C2H2 −→ C2n+2H
– + H2 with 1 < n < 5 remains the dominant growth mechanism. Furthermore, it was

shown that the presence of a diluting noble gas such as argon does not significantly change the plasma chemistry.
This idea was later questioned by Akhoundi et al [32]. They showed that diluting acetylene with argon or helium
increases the electron density and therefore also the rate at which acetylene dissociates which subsequently enhances
nucleation.

Jimenez et al., who worked on the plasma chemistry of acetylene in argon and helium, confirmed once more the fact
that ions with an even number of carbon atoms are the much more common than the odd carbon species [33]. The
mass spectra showed very similar patterns in argon and helium which once again suggests that the presence of noble
gases has no large impact overall.

3.2 Particles and reactions

Extensive research has been done on the plasma chemistry of acetylene as discussed in the previous section. The
species present in the model can be found in table 1 in appendix A.1, which are the species used by De Bleecker
et al. but ignoring vibrational excitations [20]. The electron impact reactions are given in table 2, ion-molecule
reactions in table 3 and molecule-molecule reactions in table 4 in appendix A.2.

Furthermore, it is assumed that the gas temperature is constant. This assumption could be relaxed since the change
in gas temperature can theoretically be calculated using the the temperature dependent heat of formation, which for
T = 298K are given in appendix B for the species in the model [58]. The temperature dependent heat of formation
can be calculated using the empirical formula found by Burcat et al. [59], which together with temperature dependent
reaction rates, could be used to take changes in gas temperature into account. In this thesis however we stick to
the assumption of a constant gas temperature. Furthermore, as can be seen from equation (2.15), the integral
σ(E)f(E)v(E)dE simplifies to a constant under the constant temperature assumption, leading to the constant
reaction rate coefficients in table 3 and table 4.

The electron energy distribution function (EEDF) is calculated from the Boltzmann equation (equation (2.4)) using
a two-term approximation [29]. Cross sections are still required in order to determine the reaction rate coefficient for
electron impact reactions. The cross section for ionisation is given by:

σion =
10−17

(
m2

)
EIc

A1 ln

(
E

Ic

)
+

N∑
j=2

Aj(1−
Ic
E
)j−1

 , (3.2)

with E the energy in eV, Ic a constant energy close to the threshold energy and Aj fitting parameters given by
Janev et al. [60]. The cross section for electron impact dissociation of C2H2 is given by:

σtot
DE (C2H2) = 10−20

(
m2

)
34.6FDE

2

(
1− Eth

E

)3
1

E
ln (e+ 0.15E), (3.3)
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with FDE
2 = 1.704, E and Eth the energy and threshold energy in eV, and e the base of the natural logarithm [60].

The cross section for dissociative attachment was measured by Rutkowsky at al. and approximated by two gaussian
peaks centered at 2.5 eV and 7.9 eV with maxima of 7× 10−24 m2 and 7.5× 10−24 m2 and widths of 1 eV and 2 eV
respectively [61].

It is clear that the particles and reactions present in the model do not tell the whole story. As mentioned before,
vibrational excitations as well as cyclic rings have been neglected our model. Furthermore, the largest species present
in the model is C12H6, which is clearly much smaller than the required radius for coagulation which was determined
to be several nanometers in section 2.6.2. That means that optimally, larger species as well as the corresponding
polymerisation reactions should be included in the model. As far as we know however, no detailed chemical reaction
schemes nor the rate coefficients have been measured for such reactions for species containing more than 12 carbon
atoms in a low pressure plasma environment. We will come back to this in section 7.2.2.
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4 Simulation

Up to this point, we have seen the chemical reactions and physical equations that govern dust growth in a low-pressure
plasma environment. In this section, we will describe the numerical methods and techniques used in this thesis to
solve these equations and generate meaningful results. It was already shown in section 2.1.2 that an exact simulation
in which all particles are tracked is technically unfeasible since the number of particles is too large for current storage
hardware and the required number of computations to the describe all these particles is not reasonably possible
either. This is why every species is described by a number density function as well as an energy density function. The
majority of simulations performed in this thesis are done in a zero-dimensional global model which means that all
spatial dependencies are averaged over the spatial domain such that ∇r = 0 for all quantities at each point in time.
Under this assumption, the drift diffusion equation (2.5) simplifies drastically, since the drift term vanishes.

In this section, we will see how the continuity equation is solved numerically using a spatial discretisation, taking
into account chemical reactions, wall losses and pumping. We will then show how coagulation is simulated by solving
the general dynamic equation using a discretised volume space. We will also see how charging of nanoparticles can
be taken into account. Finally, we will briefly discuss how the model can be extended and improved by taking into
account spatial variances and using multiple time-scales.

4.1 Discretisation

The basis for the numerical simulation is the drift-diffusion equation given by (2.5), which is solved in discrete
time-steps ∆t which we call an iteration:

nnew = nold +∆n (4.1)

and

∆n = S∆t, (4.2)

with n the density vector containing the densities of all species present in the model 4, ∆n and S the vectors
containing the change of the respective species and source of species during a time ∆t, which has to be chosen
sufficiently small for a stable and robust simulation. The flux term in the continuity equation vanishes since it was
demonstrated by equation 2.12 that it depends on E⃗ = −∇V and ∇n which are both zero in the global model. The
source term S contains the different ways in which species can be formed or lost, which is by chemical reactions in
the bulk, transport to the wall and due to inflow and outflow due to pumping:

S = Swall + Spumping + Schemical, (4.3)

with Swall the vector containing the wall losses for each species. The elements of Swall describe the wall losses for
the separate species given by:

Swall = CsΓwallA/V, (4.4)

where Γwall = nuwall is the flux density towards the wall, uwall is the Bohm velocity (equation (2.8)) for charged
particles and the thermal velocity (equation (2.7)) for neutral particles. A and V are the area and volume of the
cylindrical vessel with height and radius of 3 cm respectively. Cs is the sticking coefficient, which is equal to one for
positive ions and equal to zero for negative ions. The sticking coefficients for neutral particles are given in appendix
C. 90% of all hydrogen atoms that stick to the wall flow immediately back into the discharge in the form of hydrogen

4Vectors without an arrow such as n imply column matrices, while vectors with an arrow such as E⃗ imply physical vectors with a
spatial direction.
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gas. Even though the radicals C2nH for 1 < n < 6 are expected to occasionally pick up a hydrogen atom at the wall
according to De Bleecker et al. [20], this process has been neglected since no proper quantification of this process
was found.

The pumping term Spumping describes acetylene inflow and outflow due to pumping. Inflow occurs at 20 sccm and
loss due to pumping will reduce the densities of all species if the calculated pressure becomes higher than the set
pressure of 40Pa as was given by equation (2.21).

Schemistry contains the density gains and losses of each species due to chemical reactions. This vector is easiest
calculated using linear algebra by multiplication of a stoichiometric matrix W and a reaction rate vector R [62]:

Schemical = WR, (4.5)

and

R = kr(T )

Np∏
i=1

n
νi,r

i , (4.6)

with kr(T ) the rate coefficient of reaction r, ni the density of species i and Np the number of different species in
the model. νi,r is the stoichiometric coefficient for construction and destruction of species i in reaction r, which
is equal to the number of particles of this species type i that participates in reaction r. This is convenient since
n
νi,r

i = n0
i = 1 for species i that are not involved in reaction r, so they do not influence the corresponding rate. In

our model νi,r can only be zero or one. W contains the stoichiometric coefficients, for every reaction (rows), for
every species (columns), with positive values describing particle construction and negative values describing particle
destruction. Solving the matrix-vector product using an appropriate ∆t together with the wall and flow terms gives
the final source term for a particular iteration.

Since the gas temperature is assumed constant, the source term in equation (4.4) only depends on the densities and
the rate coefficients for reactions without electrons which, for the reactions present in the model, are all given in
table 3 and table 4. The reaction rates for electron impact reactions however are calculated using equation (2.15),
where the cross sections σ(E) are taken from lookup tables LXCAT of which the values are interpolated to get
values for all energies [63]. f(E) is found by solving Boltzmann equation in two-term approximation using BOLSIG+
at every iteration.

4.2 Coagulation

The coagulation phase in the dust growth process has many similarities to aerosol physics and can therefore be
simulated using the general dynamic equation (GDE) for aerosols given in equation (2.29). The modelled volume
range will be discretised using bins of species, which will represent Vi and Vj in the GDE. The simplest and most
robust discretisation technique is based on using integer multiples of a single chemical unit or building block. We
will call this linear discretisation. A further advantage of linear binning is that it ensures that any combination of
volumes leads to a new volume which is also in the model:

Vi + Vj = αV1 + βV1 = Vk = (α+ β)V1. (4.7)

It follows from α, β ∈ N that α + β ∈ N. The drawback of the linear discretisation is that it is unable to cover a
large volume range without using a very large number of bins which is computationally expensive. It was discussed in
section 2.6.2 that the coagulation phase describes particles from a few nanometers up to several tens of nanometers
in diameter, which describes particles of various orders of magnitude in volume requiring thousands of bins.

This is why it can be beneficial to divide the volume space up exponentially into bins such that the first bin contains
all particles with volumes Vi = gVi−1 with g the growth factor [25] [31] [64]. Instead of covering a volume domain,
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these bins are a typical volume and it is implicitly assumed that particles can only have the volume of one of the
bins. Choosing a small value for g leads to a more accurate model, since there are more volumes at the cost of
becoming more computationally expensive, since more bins are required to cover the entire volume domain. These
bins can be used as vi and vj in the general dynamic equation (2.29). Since the growth factor g can be any number
larger than one, the coagulation of two different bins does in general not lead to a volume which exactly fits inside
a new bin like it did in the linear binning case. χijk determines the fraction of the volume vi + vj that will be
distributed to volume k. The splitting parameter is defined such that mass is conserved. The splitting parameter is
given for a constant growth factor by equation (4.8) [48]:

χijk =


vk+1−(vi+vj)

vk+1−vk
if vk ≤ vi + vj ≤ vk+1

(vi+vj)−vk−1

vk−vk−1
if vk−1 ≤ vi + vj ≤ vk

0 otherwise.

(4.8)

The χ matrix is trivial for the linear binning case giving one if i+ j = k and zero otherwise. The coagulation analysis
performed in the PLASIMO framework, which is designed to model the plasma chemistry and therefore requires
predefined species and chemical reactions. Lets see what happens if we assume a growth factor is 1.5, starting from
C12H2

5 the next particle has to be C18H3 followed by C27H9/2 which is problematic for the PLASIMO software
because it cannot deal with fractional particles. In fact, fractional species will appear if g /∈ N as long as the number
of bins is sufficiently large. The most obvious choice for the growth factor is therefore 2. We will demonstrate by
means of an example how mass is conserved for the case of a growth factor of 2. Lets assume that the particles
involved are: C12H2, C24H4 and C48H8, which double in volume with every next particle. Once the species in the
model are known, the χ matrix is easily constructed since it only depends on the relative volumes. It is given for
this case by figure 4.1. The reactions can be constructed using equation (2.29) and equation (4.8):

C12H2 +C24H4 → 2χ122C24H4 (4.9a)

and

C12H2 +C24H4 → 2χ123C48H8, (4.9b)

with χ122 = 1/2 and χ123 = 1/2 as given in figure 4.1. The factor 2 on the right hand side is due to the degeneracy
of the reactions which is also clear from the fact that χ is symmetric. In this specific case all the coefficients in
equations (4.9a) and (4.9b) become unity. Equation (4.9a) therefore loses C12H2 and equation (4.9b) gains C12H2

ensuring that mass is conserved overall, since the reaction rate only depends on the the parent particles which are
identical, as can be seen from the coagulation frequency which was given by equation (2.30).

In this equation, the mass density of the dust is taken to be the mass density of amorphous carbon ρ = 2×103 kg/m3

[65]. Using this mass density and the particle masses, the radii and volumes can be estimated.

A drawback of exponential binning is that the coefficients become increasingly more cumbersome for larger systems.
We can also combine linear and exponential binning for example by having 10 linearly growing species (C12iH2i for
i ∈ [1, 10]) and 10 exponentially growing species (C120∗gjH20∗gj for j ∈ [1, 10]) with growth factor g. The advantage
of using a natural number as growth factor is that all the elements in the χ matrix are rational. This can easily be
seen from equation (4.8) by realising that every volume in the model v is a multiple of v1. The idea of combining
linearly and exponentially growing bins is an interesting way to attempt to cover a large volume range without giving
up too much spatial resolution. Even though it was shown by equations (4.9) that chemical reactions can always be
constructed as long as all elements of χ are rational it is not easy to do this in practise. If there are n species of
which k linearly growing and l exponentially growing, it is trivial to prove that the formation of species i > k is
formed using species 1 and i− 1 with a corresponding χ1,i−1,i =

1
2i−k−1k

. Correspondingly, species i is also formed
from a reaction between species 1 and species i the reaction of which can be determined using χ1,i,i = 1− χ1,i−1,i

2 .

5We will see in section 5.2 why C12H2 is chosen.
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Figure 4.1: The full χ matrix with χ111 in the top left in front and χ333 at the bottom right at the back with χijk

defined as the fraction of the coagulated particle of the combination of particles i and j that ends up in bin k.

The fractions clearly become more and more numerically problematic for larger values of k and l. If for example
k = 20 and l = 10, the largest particle is C245760H20480. It is not trivial to estimate the size of this particle but let
us assume for the sake of argument that this is an existing dust particle. We can then calculate χ1,29,30 = 1

10240 and
χ1,30,30 = 20479

20480 which are very close to zero and one such that the simulation becomes prone to numerical errors.
This analysis can therefore not be extended indefinitely and some caution is warranted.

Charging of nanoparticles can be taken into account using the floating currents given by equation (2.26) and equation
(2.27). If the parameters T̂e, Ti, ne and ni are constant, the expected charge can be calculated using equation (2.28)
for all particles beforehand based on the particle size. Assuming that dust particles are approximately spherical, the
radius required for equation (2.28) can be estimated using:

4

3
πr3 = m/ρ, (4.10)

with r the radius, m the mass and ρ the mass density of dust estimated from the density of amorphous carbon
which is 2× 103 kg/m−3 [65]. Particles with an expected charge: − (2n− 1) e/2 ≤ ne ≤ − (2n+ 1) e/2 then carry a
charge −ne in the simulation. It should be noted however that the charge that these particles carry in reality is
stochastic in nature. A more accurate way to model charging of nanoparticles is by taking into account the full
distribution function of charges instead of just the expectation. Numerical studies on the charge distributions have
been performed in silane plasmas by Santos et al. [66], based on a Gaussian charge distribution model developed by
Matsoukas et al. [67].

When charging is taken into account by using equation (2.31) reactions between two negatively charged particles are
skipped and an extra electron source is included to assure the conservation of charge where needed. In practise,
there is a transition phase between gaseous and solid particles which is not well understood. For the purpose of this
model, it is assumed that coagulation starts where reliable chemical data is no longer available which is at C12HX

species. It is implicitly assumed that these species are therefore dust and spherically shaped.
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4.3 Extensions and limitations

4.3.1 1-Dimensional simulations

The time-discretisation and coagulation methods that have been explained in section 4.1 and section 4.2 are applicable
to the one-dimensional case as well. The drift and diffusion terms from the drift-diffusion equation however do not
vanish in this case. This means that spatial dependencies appear in the relevant equations and a spatial grid is
required to solve these numerically. The chemical source term is now determined in each spatial node according
to equation (4.5). Transport of species is simulated using diffusion coefficients and mobilities determined from the
collision integrals given by equation (2.18). Transport of dust particles is discussed briefly in section 7.2.2.

4.3.2 Time scales

It was shown in section 4.1 that the time-step ∆t should be chosen appropriately small in order so solve equation 4.2
stably. The time-step chosen in our model is equal for all processes and does therefore not the difference between
the time-scales of various processes into account. It is generally assumed however that the nucleation phase takes
place at the nanosecond timescale, whilst coagulation processes are generally far slower which means that they can
be modelled in the microsecond timescale. The current PLASIMO infrastructure cannot use different time-scales for
different processes so slow processes in the millisecond range could only be simulated by taking O(106) iterations
which was the main limitation of the simulation.

4.3.3 Accuracy

The relative numerical accuracy for doubles in PLASIMO is 1/253 which is approximately 16 orders of magnitude.
The real accuracy used in the simulations however is given by the absolute and relative tolerance which are used by
the solver LSOSA [68], which is an input parameter chosen to be 10−4, the default value for the simulations. A brief
accuracy study will be performed in section 5.5.
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5 Results global model

Now we have seen the relevant physical equations and principles in section 2, the relevant chemistry in section 3
and the mathematical simulation tools in section 4, it is time to run some numerical simulations. For the sake
of completeness, we will first briefly summarise the plasma conditions and parameters in section 5.1. We then
continue with the results of the simulation of just the nucleation (plasma chemistry) phase in section 5.2, after which
coagulation is added to the model using linear and exponential species sets in section 5.3. Finally, the charging of
nanoparticles will also be taken into account in the simulations in section 5.4.

5.1 Initial conditions and model parameters

The plasma is generated in a cylindrical parallel plate reactor with a length and diameter of 3 cm. One electrode is
capacitively coupled to a RF power supply at 13.56MHz with an input power of 5W. The pressure in the vessel is
fixed at 40Pa, while the gas temperature is fixed to remain constant at 400K. These conditions are similar to the
conditions used by De Bleecker et al. [20] allowing for numerical comparisons.

The model starts with more than 99.999% acetylene at a density of 7 × 1021 m−3 and an electron and positive
acetylene ion density of 1016m−3 to initiate the plasma chemistry. The initial electron temperature is set at 3 eV,
which is typically found experimentally for these types of plasmas [54]. Acetylene flows into the plasma at a constant
rate of 20 sccm.

5.2 Nucleation phase results

We have run the model and will now focus on the time evolution of the densities and electron temperature and
compare the output values relevant for coagulation such as the electron temperature and density, as well as densities
of the species containing 12 carbon atoms to literature. These values will consequently be used as the initial species
for simulations of the coagulation phase. Furthermore, the density of gas molecules, negative ions and radicals are
discussed since these are indicators of the reliability of the model. Some relevant output parameters are shown in
figure 5.1. The outputs found from the global model are in good agreement with the results from literature. As
shown in figure 5.2, the electron temperature is found to be between 2.5 eV and 3 eV which is in good agreement
since the electron temperature is typically estimated to be in the 2 eV to 4 eV range. For example, De Bleecker et al.
[20] found an electron temperature of approximately 2 eV in the bulk of the plasma in similar conditions [20], Liu
et al. found a slightly higher electron temperature of approximately 4 eV in the presence of coagulation [31], and
Jimenez et al. found values between 2 eV and 4 eV in the presence of argon at lower flow rates [69].

As can be seen in figure 5.1a, the densities of the molecular species are also in reasonable agreement with the
results by De Bleecker et al. [20], with acetylene remaining abundant at a density of 2× 1021 m−3 and hydrogen gas
also reaching a comparable density. This implies that according to this simulation, hydrogen gas also becomes a
relevant background species for diffusion and mobility coefficient calculations required for 1D simulations, which can
be seen from Blanc’s law given by equation (2.19). C4H2 also reaches a density higher than 1020m−3, whilst the
densities of larger species remain several orders of magnitude lower. for example, the density of C12H2 in our model
remains multiple orders of magnitude lower than the value found by De Bleecker et al. [20], who found a density
of around 5× 1019 m−3. This may be due to the fact that a longer simulation time is required to reach this value.
Unfortunately, as was explained in section 4.3.2, it is very costly to run the model for longer times due to the small
time-steps that are required to simulate the plasma chemistry accurately, such that it was not feasible to run the
model until steady-state was reached. Potential techniques to speed up the simulation will be proposed in section
7.2.

As shown in figure 5.1b The negative ion densities are also in good agreement, with C12H
– reaching the highest

density at approximately 1016m−3 and the densities of the other negative ions being around an order of magnitude
lower. The biggest difference is the electron density which is found to be higher than 1016m−3 in our model, while De
Bleecker et al. [20] found a value below 3× 1014 m−3. This can potentially be explained from the fact that electrons
are highly mobile and therefore less suitable for global models, where this spatial variance is not taken into account.
The higher electron density can potentially be explained by the fact that electrons are leaving the discharge at a
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higher velocity than the assumed Bohm velocity. However, the thermal velocity is expected to highly overestimate
electron losses, since it does not take the sheath potential into account which pushes the electrons back into the
plasma bulk. The one-dimensional implementation by De Bleecker et al. [20] did not have to assume a velocity
since the formation of the sheaths and behaviour of the local electrons is simulated explicitly. The agreement with
simulations by Liu et al. is better, since they found a value slightly above 1016m−3 in the presence of coagulation
[31]. Furthermore, the electron density can be very sensitive to gain and loss mechanisms such as second electron
emission and sputtering that have been neglected in this model [70] [71].

Finally, the radical densities are given in figure 5.1c and found to be in very good agreement with De Bleecker et
al. [20], with C2H3 the most abundant with a density of approximately 1× 1018 m−3. The H density found in our
model is higher than what was found by De Bleecker et al. [20], which is probably due to the way in which hydrogen
flowback is modelled. In our model, hydrogen lost to the wall flows back in the form of either H2 or H depending on
the number of hydrogen atoms lost to the wall. It is possible that De Bleecker et al. [20] modelled this using H2 and
1
2H2 instead. The densities of C2H, C4H and C12H are found to be a few orders of magnitudes lower compared to
C2H3, with the density of C2H being higher than that of C4H, which once again is higher than C12H.

The results are remarkably accurate overall given that the model is significantly simplified leaving out all spatial
dependencies. It is therefore not only interesting but also feasible to add coagulation to the global model.

The species present in the plasma chemistry we have seen so far might not directly take part in the coagulation phase
and are growing further by polymerisation reactions instead. Details about these reactions are however unknown.
Since the largest particles present in the model are the particles containing 12 carbon atoms, it seems reasonable to
use those as precursor for the coagulation phase. The evolution of these species is shown in figure 5.1d. The positive
ionic species C12H

+
6 appears first, since it was shown by Knight et al. that positive ion condensation reactions are a

relatively fast process [72]. The densities of positive ions and radicals fall after about one millisecond however as
losses to the wall become significant at this time scale. It turns out that C12H2 is the most abundant particle in the
nucleation phase so this species will be used as a precursor for coagulation.

5.3 Coagulation without charging of nanoparticles

The simulations including coagulation will be discussed using various cases starting with C12H2. The coagulation
frequency is calculated using equation (2.30) and the radius of C12H2 is calculated using equation (4.10) and found
to be approximately 0.3 nm. The radii for larger species scales with V 1/3 so the radius of C1200H200 is approximately
1.4 nm. Coagulation will be studied using three distinct cases:

Case 1: Coagulation for linear binning C12H2 up to C1200H200.

In the first case we will analyse coagulation for linear bins C12iH2i for i ∈ [1, 100]. The initial density of the first
C12H2 bin is set to 1018m−3 in agreement with figure 5.1d. All combinations of species C12iH2i and C12jH2j are
taken into account for i+ j ≤ 100.

Case 2: Coagulation for linear binning C12H2 up to C1200H200 with a constant production of
C12H2.

The first case describes growth from limited supply of initial C12H2. This is useful to get a basic understanding of
the processes and time-scales at which coagulation takes place for uncharged species. In reality however, the plasma
will provide a source of C12H2, which we can determine using the nucleation model in section 5.2. The effect of the
production of C12H2 will be discussed.

Case 3: Coagulation for exponential binning species C12H2 up to C1536H256 with growth factor
g = 2.

In case 1 and case 2, we have seen that coagulation can be modelled using a linear binning model. The 100 species
used were near the limit of what was computationally feasible. 100 species cover a volume range of two orders of
magnitude, which is an interesting starting point. As explained in section 2.6.2 however, coagulation takes place up
to particles of several tens of nanometers in radius, which is about five orders of magnitude larger than C12H2. It
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Figure 5.1: Key outputs of the global model of the plasma chemistry. (a) the densities of gas molecules, (b) shows
the densities of negative ions and electrons and (c) shows the densities of radicals and (d) shows the densities of

species containing 12 carbon atoms as a function of time.
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(a) Number densities of gas molecules as a function of time.

10!10 10!7 10!4 10!1

Time (s)

1010

1015

1020

1025

N
u
m

b
er

d
en

si
ty

(m
!

3
)

C2H
!

C4H
!

C12H
!

e!

(b) Number densities of electrons and negative ions as a
function of time.
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(c) Number densities of radicals as a function of time.
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(d) The number densities of species containing 12 carbon
atoms as a function of time.

would be interesting to model this entire volume range. This is not possible in a linear binning model, since the
use of the required >> 100 species is not computationally viable in more complex models, especially when it is
connected to the nucleation model, or when spatial dependencies are taken into account. This is why it is interesting
to consider exponential binning, so that fewer particles are required to cover the desired volume range. The particles
present in the model are: C12gi−1H2gi−1 for i ∈ [1, 8] and g = 2, such that C1536H256 is the largest particle nearly
identical to the largest particle in case 1 and case 2. It was demonstrated that the χ matrix given in equation (4.8)
is required to conserve mass. Coagulation with exponential binning will be explored with a C12H2 production term
analogous to case 2. We will now discuss the cases separately in sections 5.3.1, 5.3.2 and 5.3.3.
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Figure 5.2: Electron temperature as a function of time.

5.3.1 Case 1: Coagulation for linear binning C12H2 up to C1200H200

In this section, we will look at the time evolution of coagulation starting with only C12H2, which can coagulate in
time to create all the species C12nH2n with n ∈ [1, 100], integers between 1 and 100. Without the production of
C12H2, all particles should eventually coagulate to C1200H200, since no processes that can dissociate particles are
taken into account. Figure 5.3 shows how the densities of the species C12H2, C120H20 and C1200H200 evolve over time.
Initially only the precursor C12H2 is present in this case6. The C12H2 density clearly decreases during the entire
simulation and more than 99.9% of the initial C12H2 particles are lost after t = 0.1 s. It is clear from figure 5.3 that
coagulation happens at the millisecond time scale which is several orders of magnitude larger than the time scale
at which nucleation occurs which is nanoseconds to microseconds, as was illustrated in figure 5.1. At t = 0.1ms,
C120H20 starts forming and this growth phase takes until about t = 10ms, after which it peaks and decreases due to
growth of even larger species. C1200H200 starts growing at approximately t = 10ms. As time passes most of the
particles end up in C1200H200. If all the mass would end up in C1200H200, the final density should be two orders of
magnitude lower than the initial C12H2 density because the volume has increased by the same amount. This is not
yet the case however because the final density of C1200H200 is still below 1015m−3, whilst it would be 1016m−3 if all
the mass in the system was turned into C1200H200. This would never happen in this simulation however, since some
mass will remain in species smaller than C1200H200 because growth stops in this model when all particles smaller
than C612H102 (particle 51) have disappeared, since no more reactions satisfy i+ j ≤ 100 as explained in section
5.3. Finally, it has been verified that the total mass remains constant during the simulation since no production or
destruction is taken into account.

5.3.2 Case 2: Coagulation for linearly growing particles C12H2 up to C1200H200 with production of
C12H2

In a real plasma, we expect to have a source of C12H2 from the plasma chemistry, the strength of which depends on
the plasma conditions. This implies that case 1, where there is just a basin of initial C12H2, is not very realistic. The
net rate at which C12H2 is produced by the plasma can be estimated using the nucleation model and was calculated
by adding the rates of reactions that produce C12H2 according to equation (4.6) and found to be 2.5× 1019 m−3s−1.
In this case, particles are pumped out of the plasma so that the total mass is conserved.

The density evolution of C12H2, C120H20 and C1200H200 is given in figure 5.4. In this case, steady state can occur,

6Note that C12H2 is only the precursor of the separate coagulation models while C2H2 is the actual precursor in the full model which
contains the plasma chemistry as well as coagulation
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Figure 5.3: The time evolution of the densities of C12H2, C120H20 and C1200H200 in absence of a C12H2 source.

since there is a production and a loss term. It is clear that steady state is almost reached at t = 100ms for C12H2

and C120H20, because the densities are nearly constant at this point in time. As expected, the inflow of C12H2 leads
to higher densities of the smaller particles, while the densities of particles at the larger end of the particle spectrum
decrease, since they are now lost due removal by means of pumping. Furthermore, it can be seen that the evolution
of C120H20 is almost independent of the production term up to t = 10ms, which can be seen from comparing figures
5.3 and 5.4. This can be explained from the fact that this production term is so small, such that it has no impact at
these time scales. The impact of the production term on the results is related to the integrated production which
becomes significant after t = 10ms, where the results between figures 5.3 and 5.4 deviates.

The advantage of a linear species set is the high resolution and the fact that it gives knowledge about a lot of species.
It is computationally very expensive however, even though it only covers a relatively small volume and size domain.
It is therefore interesting to analyse how these results compare to an exponentially growing species set, which we
will do in the next section.
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Figure 5.4: The time evolution of the densities of C12H2, C120H20 and C1200H200 with a C12H2 source.
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5.3.3 Case 3: Coagulation for exponentially growing particle C12H2 up to C1536H256

In this case, we explore the possibility of simulating coagulation using a species set with exponentially growing
species as well as production of C12H2 equivalent to case 2. The temporal density evolution of C12H2, C96H16 and
C1536H256 are plotted in figure 5.5. The growth processes in the exponential set are clearly faster than the processes
in the linear set. It should be stressed however that the two models cannot be compared directly, since the bins in
the case exponential particle set case represent a wider volume range, since the same volume range is covered with 8
bins instead of 100.

The growth of species shows a similar trend in both models. The density of the smallest species C12H2 decreases
about two orders of magnitude in 10ms with exponential binning, while it decreases by a single order of magnitude
by using linear binning. C96H16 has already reached a density of 109m−3 at t = 10−2ms in the exponential set,
whilst this this density is reached at t = 1ms for the related particle C120H20 using the linear particle set. We
observe the same pattern for the other species.

The fact that according to the model, growth of C1536H256 from C12H2 happens faster than growth of C12H2 from
C2H2 in the plasma chemistry, as was shown in figure 5.1d, is very remarkable. It seems like the model breaks down
at t ≈ 100ms with a sudden crash by more than 5 orders of magnitude of the C96H16 density. Furthermore, it is
easily shown that the total final mass of the system is more than the sum of the initial mass and the produced mass
in this time period, which violates mass conservation. We will show this by calculating the total available C12H2

during the simulation:

ntot = ninitial + PT = 1018 + 2.5× 10190.1 = 3.5× 1019 m−3, (5.1)

with P the C12H2 production which was discussed to be equal to 3.5 × 1019 m−3s−1 and T the simulation time.
C1536H256 however is 128 times larger than C12H2 so its maximum density can be of the order 1017m−3 which it
clearly violates. This is probably caused by numerical problems that follow from the discretisation choice. PLASIMO
only accepts species made out of an integer multiple of C and H such that the exponential set could only be
implemented using integer growth factors. This means that the smallest meaningful possibility for the growth factor
was g = 2. De Bleecker et al. use a volume growth factor of approximately 1.15 however, so it is plausible that the
growth factor of two is simply too large [25]. The real growth process consists of an almost continuous volume space,
so it is intuitive that the linear set containing 100 particles over the volume range is a far better approximation
and produces more realistic results compared to the exponential binning with 8 particles. We will therefore only
continue with linear binning from now on.
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Figure 5.5: The time evolution of the densities of C12H2, C96H16 and C1536H256 with a C12H2 source.
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5.3.4 Conclusions from case 1, case 2 and case 3

We have so far seen three different coagulation models starting with C12H2. We have seen in case 1 that a reservoir
of C12H2 empties for 99.9% in 100ms, if it is not replenished. If we wait long enough, all the species smaller
than C600H100 would disappear. We have seen in case 2 that a steady state forms if C12H2 is replenished at a
representative rate taken identical to the C12H2 production rate from the plasma chemistry discussed in section
5.2. In the steady state, the C12H2 density drops by an order of magnitude from the beginning value and C120H20

reaches a density higher than 1015 m−3. C1200H200 does not reach a steady state value within 100ms. In case 3
we explored the possibility of exponential binning which could theoretically be used to simulate a larger volume
range, but this method has been rejected for the purposes of this thesis, since the growth factor cannot be chosen
sufficiently small.

Figure 5.6 shows the particle size distribution at t = 10ms and t = 100ms as a function of the radius without
production of C12H2 (case 1) and with production of C12H2 (case 2). First of all, there is a very large difference
between the size distribution at t = 10ms and t = 100ms, since the density of the largest species such as C1200H200

grows by more than eight orders of magnitude in this time period. This proves that the typical timescale for
coagulation is in the millisecond range. Furthermore, the production term has a far greater impact at t = 100ms
than at t = 10ms which is understandable from the fact that what matters is the integrated mass of particles
produced, which increases linearly with time. Finally, it should be noted that the particle size distribution shifts to
the right, the largest particles become dominant in the plasma, if C12H2 is not replenished, whilst a steady state
distribution forms where the smaller and larger particles are in equilibrium if C12H2 is replenished.

0.3 0.575 0.85 1.125 1.4

Radius (nm)

100

105

1010

1015

1020

N
u
m

b
er

d
en

si
ty

(m
!

3
)

t = 10 ms w/o prod.
t = 10 ms with prod.
t = 100 ms w/o prod.
t = 100 ms with prod.

Figure 5.6: Particle size distribution after t = 10ms (blue) and t = 100ms (red) for species C12iH2i with i ∈ [1, 100]
without production of C12H2 (case 1, solid lines) and with production of C12H2 (case 2, dashed lines).

5.3.5 Nucleation and coagulation simultaneously

The main challenge of simulating the full global model combining the nucleation and coagulation models is the
different time scales involved with these processes. We have seen in section 5.2 that the time scale for the nucleation
phase is in the order of nanoseconds or microseconds, whilst we saw in section 5.3.1 that the relevant time scale for
coagulation is in the order of milliseconds. It is unfortunately not possible in the current PLASIMO infrastructure
to choose different time scales for different processes, which means that we are required to run a simulation with
millions of iterations, in order to capture both nucleation and coagulation in a single model. We will come back to
this in section 7.2.
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In this model we use a linear species set for coagulation consisting the species C12iH2i for i ∈ [1, 100]. The key
outputs analogous to the figure 5.1 of nucleation model in section 5.2 are given in appendix D.1. Since the results
are nearly identical, the relative difference is given for the species with the largest relative difference defined as∣∣∣nnucl−ncoag

ncoag

∣∣∣ at t = 100ms in figure 5.7. C12H2 has the largest relative difference of about 8, followed by C12H

with a relative difference of about 60%. CH+ has the third largest relative difference with a negligible less than
0.1%, which is clearly just noise. It makes sense that C12H2 is impacted the most by the coagulation phase, since it
is the only species in the plasma chemistry that participates in coagulation. C12H is also significantly impacted
since it is directly created from C12H2 by electron impact reaction 15 and involved with the creation of C12H2 by
molecule-molecule reaction 10, both given in appendix A.2. Furthermore, we had already concluded from section
5.3.1 and section 5.3.2 that coagulation takes place at time scales larger than a millisecond, which can also be
observed in figure 5.7, where drifts start to occur at t = 1ms.
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Figure 5.7: The relative difference of the number density between simulations with and without coagulation as a
function of time, for the species with the largest difference at t = 100ms.

Figure 5.8 shows the species containing 12 carbon atoms analogous to figure 5.1d. It shows once again that the only
density that deviates significantly from the simulation of only nucleation is that of C12H2 starting around 1ms, the
time-scale of coagulation as expected. It can also be observed by comparing figures 5.1d and 5.8 that the difference
of the final C12H2 density is indeed about a factor 8. Furthermore, C12H6 and C12H

– have now a higher and similar
density compared to C12H2, which implies that these species will also be important species for coagulation and they
should be taken into account. Finally, figure 5.9a shows the densities of C12H2, C120H20 and C1200H200 as a function
of time and figure 5.9b shows the particle size distribution at t = 10ms and T = 100ms. The density of C12H2

shows very different behaviour in this case with nucleation compared the simulation without nucleation shown in
figure 5.4 for obvious reasons, since the initial C12H2 density is zero in this case. At around t = 10ms however, the
behaviour is very similar. The same pattern is observed for C120H20 and C1200H200, where the behaviour is very
similar in structure but slower which makes sense. These species are eventually made from C12H2. If C12H2 forms
later, so will these larger species. The particle size distribution from figure 5.9b is very different compared to the
case without nucleation shown by figure 5.6 at t = 10ms but remarkably similar at t = 100ms, which can once again
be explained with the same arguments as before.

As species get larger, they tend to charge negatively as was explained in section 2.6.2. The charging of these particles
will be explored in the next section.
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Figure 5.8: The densities of species containing 12 carbon atoms as a function of time.

Figure 5.9: Densities of C12H2, C120H20 and C1200H200 as a function of time and the particle size distribution at
t = 10ms and t = 100ms. the coagulation phase for the species C12nH2n for n ∈ [1, 100].
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(a) Number densities of C12H2, C120H20 and C1200H200 as a
function of time.
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(b) Particle size distribution at t = 10ms and t = 100ms.
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5.4 Coagulation with charging of nanoparticles

In the simulations done so far, no charging of nanoparticles has been taken into account, even though we have seen
in section 2.6.2 that, under typical plasma conditions, dust particles tend to charge negatively. As shown in figure
5.1 the electron and ion densities, as well as the electron temperature are almost constant in the nucleation model at
t = 1ms . As long as that is the case, the floating electron and ion currents given by equation (2.26) and equation
(2.27) can be set equal to calculate the floating potential. The particle charge is consequently found using equation
(2.28):

The floating potential is found using T̂e = 2.8 eV, Ti = 400K, ne = 2× 1016 m−3 and ni+ = 3× 1016 m−3 as found
section 5.3.5. Using these values, it is possible to define the reactions and particles taking account the charges
before a simulation, which can consequently be used to simulate coagulation for a domain where the number of
electrons lost in charges is a fraction of the total number of electrons. Using the floating current and equation (2.28),
we find that a nanoparticle with a radius of 0.3 nm has on average one electron. Since the particle charge scales
linearly with the radius, a nanoparticle with a radius of 0.6 nm has on average two electrons and so on. We have
seen in section 5.3 that C12H2 has a radius of approximately 0.3 nm, but this particle will remain neutral in order to
keep the plasma chemistry untouched. C24H

(–)
4 and larger particles will therefore carry an expected charge of −e,

C108H
(–2)
18 and larger particles carry an expected charge of −2e, C336H

(–3)
56 and larger particles carry and expected

charge of −3e and C780H
(–4)
130 and larger particles carry an expected charge of −4e. The charge of these species is

given in parentheses because it is an expected OML charge and not an ionic charge. it was explained in section 4.2
that charging is a stochastic process and these charges are therefore uncertain in nature. We assume for simplicity
however that all nanoparticles carry their expected charge.

Since C12H2 is the only neutral species in this model, using the repulsion correction term of equation (2.27) implies
that coagulation only happens using combinations involving C12H2 and another dust particle.

In section 5.4.1, coagulation will be modelled separately under the assumption that the charge has no significant
effect on the interactions using equation (2.30), as well as under the assumption that two negatively charged particles
will not be able to coagulate together using the extension described in equation (2.31). Nucleation and coagulation
are simulated simultaneously taking into account the electrons lost to dust particles in section 5.4.2. It should be
stressed however that this process can only be simulated as long as ne and T̂e remain approximately constant.

5.4.1 Coagulation with charging

In this section, we will repeat the simulations of the coagulation phase performed in section 5.3.1 taking charging
into account. This means that we start once again with C12H2 with a density of 1018 m−3, as well as an electron
density of 2× 1016 m−3, neither of which have a source term.

Figure 5.10 shows the electron and C24H
(–)
4 density as a function of time for the cases with and without the

repulsive correction term given by equation (2.26). The electron density has already decreased by a factor of 2

at t ≈ 3 × 10−2 ms. At this point, the densities of electrons and C24H
(–)
4 are approximately equal to half the

initial electron density. This suggests that it is C24H
(–)
4 that consumes the majority of the lost electrons. Since the

formation of C24H
(–)
4 is identical for the cases with and without the charging correction to the coagulation frequency,

both models give the same result. The fact that the initial C12H2 density is more than an order of magnitude higher
than the electron density explains that there will at some point be more dust particles than electrons. Considering
that every dust particle consumes at least one electron, it is to be expected that the electron density will decrease
sharply. This implies that the assumption that the electron density remains approximately constant is not valid, if
there is no electron source.

In reality however, electrons are formed by the plasma. It is therefore interesting to see what happens if these
coagulation with charging cases are connected to the nucleation model described in section 5.2. We will do this in
the next section.
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Figure 5.10: Densities of e– and C24H
(–)
4 as a function of time.

5.4.2 Nucleation and coagulation with repulsion

It is now time to combine the new coagulation models with the nucleation model. This is done by combining the
nucleation model from section 5.2 with the coagulation model with charging from section 5.4.1, using the repulsion
factor between two charged particles given by equation (2.31).

The particle size distribution is given by figure 5.11a and the relative electron densities are given by figure 5.11b.
Two things can immediately be observed from the particle size distribution. The first is that coagulation takes place
at relatively long timescales since most species start to grow between t = 10ms and t = 100ms. Furthermore, the
largest species up to r = 1.4 nm only grow within the first 100ms if the repulsive force between these particles is
neglected. The shape of the distribution at t = 100ms where repulsion is ignored is very similar to the shape at
t = 100ms with C12H2 production where the charging of nanoparticles was ignored in figure 5.6. This follows logically
from the fact that the coagulation frequencies are identical if the repulsive force is neglected and that the C12H2

production term in figure 5.6 was chosen to be similar to the real calculated formation rate in the plasma.

It has been explained before that the charging model is based on the assumption that the electron density is
relatively constant. We have already seen in figure 5.1 that the electron density becomes constant if coagulation
is not taken into account. Figure 5.11b shows the relative difference in the electron density as a function of time
for three cases: charging with the repulsive force (1), charging without the repulsive force (2) and no charging

(3). The blue line gives the relative difference:
∣∣∣ne,1−ne,2

ne,1

∣∣∣ (comparison 1), the red line gives the relative difference:∣∣∣ne,1−ne,3

ne,1

∣∣∣ (comparison 2) and the yellow line gives the relative difference:
∣∣∣ne,2−ne,3

ne,2

∣∣∣ (comparison 3). The relative

difference remains below 0.1% for all three comparisons, which means that the electron density is hardly impacted
by charging of nanoparticles in these simulations. Until t ≈ 1ms, all three relative differences follow a random noise
path and remain below 10−5. The two relative differences between the cases with charging and without coagulation
(comparison 2 and comparison 3) start to increase after t = 1ms, which is the moment where C24H

(–)
2 starts to form

so that electrons are consumed similarly for the charging cases, and not consumed for the case without charging. At
t ≈ 10ms, the cases where coagulation is taken into account start to diverge, since larger species than C24H

(–)
4 are

formed and the repulsive term becomes relevant. In the case without the repulsive force, reactions between dust
particles carrying a charge −e return electrons to the plasma. An example of such a reaction is:

C24H
(–)
4 +C24H

(–)
4 −→ C48H

(–)
8 + e–. (5.2)
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At t ≈ 30ms, a significant percentage of the electrons consumed by C24H
(–)
4 are returned to the plasma, such that

the relative difference drops back to the case where charging is not taken into account. This process would likely
reverse once more once a significant number of dust particles carrying a charge −2e start to form. We have seen in
section 5.4 that the smallest particle carrying a charge of −2e is C336H

(2–)
56 which has a radius of approximately

0.9 nm. It can be seen in figure 5.11a that the density of this species remains more than two orders of magnitude
below those of the smallest species carrying a charge of −e which is why charging of particles to −2e is not observed
yet in the relative difference.

Figure 5.11: The size distribution of dust particles at t = 10ms and t = 100ms for the species C12nH2n with and
without repulsion, as well as the relative difference in electron density for the cases without coagulation, with

coagulation without repulsion and with coagulation with repulsion.
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(a) The size distribution of dust particles at t = 10ms and
t = 100ms for the species C12nH2n. Repulsion has been

indicated by ’rep.’.
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(b) The relative difference in electron density for the cases
without coagulation, with coagulation without repulsion and

with coagulation with repulsion.

Figure 5.11b shows that the impact of charging of nanoparticles on the electron density is less than 0.1%. We can
therefore conclude that the assumption that the electron density remains approximately constant is correct. The
electron temperature is only impacted via the change of the electron density. Since the electron density remains
approximately constant, so does the electron temperature. Furthermore, ions do not play a part in coagulation in
our simulations and the gas temperature is fixed. This means that the assumption that ne, ni+, Te and Ti remain
approximately constant is valid.

5.5 Accuracy

The simulations performed in the global model are completely deterministic, so if a simulation is repeated with the
same initial conditions and simulation parameters, the output will be identical. In this section we will explore what
happens to the output if we vary the tolerance and the initial conditions of the simulations. We will compare the
results of the first 10ms of nucleation simulation in section 5.2 with the same simulation with absolute and relative
tolerances set at 10−5 instead of 10−4 and with the same simulation with the initial electron and C2H

+
2 densities set

at 1015m−3 instead of 1016m−3.
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5.5.1 Impact of a lower solver tolerance

It was stated in section 4.3.3 that the absolute and relative tolerance used in the global model simulations was 10−4.
In this section we will observe what happens to the electron and C2H

+
2 densities if we use a smaller tolerance of

10−5. The relative difference given by:
∣∣∣n1−n2

n1

∣∣∣, with n1 the density with a tolerance of 10−4 and n2 the density

with a tolerance of 10−5 is given by figure 5.12. We can draw two important conclusions from the figure: the relative
density difference of both species remains below 0.1% and the relative density difference shows a noisy path in time
without drift. This absence of drift is important since it implies that numerical errors do not accumulate over time.
The absence of drift allows us to make the presumption that the numerical errors remain in the order of 10−3 or
smaller even for longer simulation times.
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Figure 5.12: Relative density difference using a tolerance of 10−4 and a tolerance of 10−5 for electrons and C2H
+
2 in

time.

5.5.2 Impact of different initial conditions

In this section, we explore the impact of the initial densities on the results of the simulation. This was done by using

the relative differences in time calculated using
∣∣∣n1−n2

n1

∣∣∣, with n1 the density path identical to what was found in

section 5.2 using initial electron and C2H
+
2 densities of 1016m−3, while n2 describes a density path with an initial

electron and C2H
+
2 density of 1015m−3 instead. Figure 5.13 shows these relative density difference as a function of

time. The relative density difference is 90% initially, since the new densities are only 10% of the old densities. In
time however, the relative density differences decrease to 10−3 where they stabilise for both electrons and C2H

+
2 .

This implies that the results of the simulations are not strongly dependent on the initial conditions.

5.5.3 Accuracy tests conclusions

In this section, we have tested the impact of varying the solver tolerance and initial densities of the simulations in
the global model. We have seen that a lower tolerance does not lead to significant deviations in the results, since the
relative density differences remain below 0.1%. This means that the used tolerance of 10−4 was appropriate.

We have also seen that the simulated densities converge to the same value, for different initial densities. This implies
that the model outcomes do not strongly dependent on the initial conditions. These observations should give genuine
credibility to the simulations.
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6 Results 1D drift-diffusion simulation

The 1D drift-diffusion simulation that we will discuss in this section simulates a plasma with similar initial conditions
and model parameters as was discussed in section 5.1. The difference with the global model is that the continuity
equation (2.5) will be solved on a spatial grid. Transport will be taken into account since spatial derivatives no
longer vanish. Diffusion coefficients are calculated using collision integrals given by equation (2.18). Mobilities are
consequently calculated using the Einstein equation (2.13) for charged particles. The EEDF will be solved in space
by BOLSIG+. Furthermore, the wall reactions are simulated more realistically by using a similar sticking model but
by using the real local flux densities towards the walls.

In this section we will discuss how the plasma chemistry changes if spatial effects are taken into account, by
comparing the results to those of the nucleation phase discussed in section 5.2. We will use this to predict how
spatial dependencies could influence coagulation and whether it is important to take these spatial dependencies into
account.

6.1 Plasma chemistry

Figure 6.1 shows the spatially averaged neutral species, negative species, radicals and species containing 12 carbon
atoms analogous to figure 5.1. The 1D simulation has an end time of t = 5ms, since longer simulations up to 100ms,
analogous to the global model were not computationally viable. The electron temperature is given in figure 6.2 has a
data-point every microsecond, while the species densities from figure 5.1 have variable spacing between data-points
depending on the time-step of the simulation. The periodic behaviour that is observed in the electron temperature
can be explained by the effect of the RF-electrode on the electron temperature is now spatially resolved. The average
temperature however, quickly moves towards about 2.3 eV, which is comparable to the electron temperature found
in the global model of about 2.5 eV at time 0.1ms < t < 5ms. The neutral molecules C4H2, C12H2 and H2 show
similar behaviour to the results from the global model given in figure 5.1. C4H2 for example reaches a number
density of 1010m−3 at t ≈ 10−9s both in the global and 1D simulation. C12H2 however already reaches a density of
1015m−3 at t = 1ms in the global model, while it only reaches a density of only 1011m−3 in the 1D model at the
same point in time. A final key observation is that the electron density reaches a value of 1015m−3 in the 1D model,
which is more than an order of magnitude smaller in the global model. This could change the coagulation dynamics
significantly since this strongly depends on the electron density as discussed in section 2.6.2.

Figure 6.1d shows the number density of the species containing 12 carbon atoms as a function of time, analogous
to figure 5.1d from the global model. C12H

+
6 is the fastest to form, already reaching a density of about 1010m−3

at t = 1× 10−7 s similar to the global model. The other species containing 12 carbon atoms however form slower
than was suggested by the global model. These species have densities of about 1010m−3 at t = 1ms, at which point
they already had densities surpassing 1015m−3 in the global model. This suggests that the coagulation phase might
start later than the global model showed. From the species containing 12 carbon atoms in the 1D model, it would
make more sense to start with C12H

+
6 as the initial species for coagulation. Figure 6.1d does not tell the whole story

however, since it does not show what happens at larger timescales. C12H
+
6 also had the highest number density in

the global model initially, but the other species containing 12 carbon atoms eventually caught up there. It is hard to
predict whether we would see the same pattern in the 1D model, without running longer simulations.

The results of the global model show similar trends to the results of the 1D model for most important species. It
should however be stressed that the global model remains an approximation and almost all real observables in the
plasma such as the densities and temperature will be spatially dependent. This fact is shown in figures 6.3, 6.4
and 6.5, which show the number density of electrons, C2H

+
2 and C12H2 as a function of space and time and the

distribution in space at t = 5ms. The ten microseconds shown in these figures are the final 10 microseconds before
t = 5ms. It is clear that there is a strong spatial (vertical) dependency in each of the species densities. Furthermore,
we observe that electrons and C12H2 have the highest number density around the middle of the discharge, while the
positive C2H

+
2 has the highest number density outside the centre of the discharge. This can be explained by the

positive plasma potential with respect to the plasma edge as was explained by section 2.2.2. Finally, the charged
electrons and C2H

+
2 particles show a weak spatial dependence, since they can feel the oscillating applied electric

field, while this spatial dependence is negligible for the neutral C12H2 particles.
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Figure 6.1: Key outputs of the 1D of the plasma chemistry. (a) Shows the electron temperature, (b) the densities of
some gas species, (c) shows the densities of some negative ions and electrons and (d) shows the densities of some

radicals as a function of time.
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Figure 6.2: Space averaged electron temperature as a function of time.

Figure 6.3: Electron distribution in space and time.
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(a) The density of electrons as a function of space and time.
Note that the vertical axis does not scale linearly with the
position but with the grid point density so it is squeezed
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time at t = 5ms.
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Figure 6.4: The density of C2H
+
2 as a function of space and time.
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Figure 6.5: The density of C12H2 as a function of space and time.
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in time at t = 5ms.
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7 Conclusions and outlook

7.1 Conclusions

In this thesis, we have examined the possibility of simulating the nucleation and coagulation phases of dust growth in
low-pressure RF acetylene plasmas in PLASIMO. This was done by using a global model as well as a one-dimensional
model. It was shown that the results of the plasma chemistry simulations are comparable to those found in literature
for similar conditions.

Global model

We have seen that it is possible to simulate the nucleation phase of an acetylene plasma by means of a global model.
The global model of the nucleation phase produced results that were comparable to a similar model by De Bleecker
et al. [20]. For example, the density of hydrogen gas and C4H2 show values in the same order of magnitude and the
electron temperature was almost identical compared to the findings by De Bleecker et al. The simulated electron
density, however, was about an order of magnitude larger. We can therefore conclude that a global model can match
the results of a one-dimensional model relatively well, but it is not a perfect match. It was not feasible to compare
the largest species in the model such as C12H2, since steady state could not be reached for these species.

We have shown that it is possible to simulate the coagulation phase using an innovative approach, in which the species
for coagulation were defined explicitly, which was a PLASIMO requirement. All species have to be specified exactly
in advance of a simulation, which means that a fixed discretisation of the dust size space had to be assumed. The
change in density of these discretised sizes was found using the general dynamic equation and a hard-sphere collision
frequency, which could be extended using a charge dependent term in order to take the charging of nanoparticles
into account. Integer multiples and exponentially growing multiples of C12H2 were tested, since C12H2 reached the
highest density of the species containing 12 carbon atoms during the nucleation phase. It was shown that if only
C12H2 is used for coagulation, C12H6 becomes the dominant species containing 12 carbon atoms implying that this
species is also relevant for starting coagulation. Furthermore, we observed that using an exponentially growing
species set does not lead to a stable simulation, since the minimum growth factor was 2, which turned out to be too
large.

We have shown that coagulation could be feasibly simulated in PLASIMO for species up to 1.4 nm in radius. In reality,
the coagulation phase takes place until particles are several tens of nanometers in radius. Simulating this range was
not feasible using linear binning, while exponential binning could not solve this either, since the requirement to use
an integer growth factor leads to numerically unstable simulations. A technique to simulate the coagulation phase
for larger particles will be proposed in section 7.2.

The expected charge of a nanoparticle depends only on the size and the plasma parameters ne, Te, ni+ and Ti.
Charging of nanoparticles due to electron absorption could therefore be taken into account at time-scales at which
these relevant plasma parameters did not show significant relative deviations. This was done under the assumption
that all nanoparticles carry their expected charge, neglecting the stochastic charging behaviour. It turned out that
these relevant plasma parameters were stable up to the simulated t = 100ms so the charging model can be used to
simulate coagulation in this way.

Furthermore, we have seen that processes in the nucleation phase take place at the nanosecond time-scale, whilst
coagulation takes place at the millisecond time scale. PLASIMO does not currently have an option to simulate
various processes at different time-scales. The time range that could be simulated was therefore limited.

Finally, we have shown in section 5.5 that the results of the simulations are nearly independent of the solver tolerance
and the initial conditions, which means that the simulations is reliable and robust.

One-dimensional model

Some basic one-dimensional simulations were done which showed that the global model produces realistic results for
the relevant plasma parameters and densities. This was done by comparing the density of C12H2 and electrons, as
well as some background species such as H2 and C4H2. We have seen that the electron density in the 1D model is
significantly lower than what was found in the global model. Since the electron density is an important parameter
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for coagulation, it is important to look into this difference. The fact that charged species have a very strong position
dependence, which is neglected in the global model, might cause this difference. Negative species have a large density
peak in the middle of the plasma, whilst positive species mainly exist near the plasma boundaries. The large spatial
dependence of charged particles should preferably be taken into account for the coagulation phase since it produces
predominantly negatively charged species.

7.2 Outlook

We have seen that the current model can be used to simulate the nucleation and coagulation phases of dust growth
in low pressure RF acetylene plasmas. The volume range that can currently be simulated, however, is more than an
order of magnitude too small to simulate the full volume range required, which is up to species with several tens
of nanometers in radius. Furthermore, some of the assumptions that were made in the simulation may be relaxed
to produce more realistic results. In this section, we will first discuss general extensions and improvements to the
model that affect both the nucleation and coagulation phases. We then continue with possible methods of simulating
accretion and finally, we propose various extensions to the PLASIMO package required to build these models in the
future.

7.2.1 Nucleation phase extensions and improvements

The nucleation model that was used in this thesis relies on many assumptions about the plasma parameters. In this
section, we will discuss two assumptions that are not required in principle, and we will discuss how to implement the
model without these assumptions. The assumptions that we are going to discuss are that the gas temperature is
constant and that vibrational excitations can be neglected.

Constant gas temperature

The assumption that the gas temperature is constant is very common in low-pressure RF plasma models in acetylene.
The assumption that T = 400K is the most common in literature [20] [31] [32] [33]. The reaction rate coefficients
of ion-molecule and molecule-molecule reactions are in general temperature dependent. Temperature dependent
reaction rate coefficients are in general unknown for molecule-molecule reactions, although the temperature dependent
reaction rate coefficients are known for the majority of ion-molecule reactions in the model [73] [74] [75]. Instead of
fixing the gas temperature, the change of the gas temperature can consequently be calculated from the change in
formation enthalpies of the involved species, which are given in appendix B, using conservation of energy [35].

Vibrationally excited states

Vibrational excitations due to electron impact reactions can influence the EEDF, the shape of which is important for
the plasma chemistry, since ionisation reaction rates depend on the energy of the electrons. Vibrational excitations
of hydrogen gas have been studied extensively for the energy range 0.5 eV < E < 10 eV, which is the appropriate
energy range for our plasma conditions by Ehrhardt et al. [76]. Furthermore, the vibrational excitations of acetylene
have been studied by Tawara et al. [77]. Vibrational excitations of other gas species are not expected to have a
significant impact on the plasma since the densities of the other species remain an order of magnitude lower than
the densities of acetylene and hydrogen gas as was shown in figure 5.1.

7.2.2 Coagulation

In this thesis, coagulation has been simulated using a discretisation of the volume range in terms of a species set
containing integer multiples of an initial coagulation species C12H2. Using 100 species allowed us to model species
up to a radius of 1.4 nm, which is insufficient to model the full coagulation phase up to dust particles with a radius
of several tens of nanometers in radius. Modelling species up to a radius that is 10 times as large, requires 1000
times more species. Doing this seems computationally unreasonable however, which means that other techniques
should be explored. Furthermore, the floating charge of dust particles which is in principle a function of the plasma
parameters had to be fixed in advance of the simulation. Simulating coagulation in this way is by definition not
self-consistent since the assumption that the electron density is constant cannot be true for the coagulation process
which consumes electrons. In this section we will propose solutions in order to be able to model a larger volume
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range, as well as how to deal with charging of nanoparticles. Finally, we will present the ingredients required to
simulate coagulation in a 1D model.

Simulating a larger volume range

One option is to use larger species as precursor for coagulation. It might for example be possible to combine the
chemical reaction rates from appendix A.2 and the coagulation frequency given by equation (2.30) to extend the
chemistry to larger species, C24H4 or C48H8 for example, which can consequently be used as the precursor for
coagulation instead of C12H2. Although reaction schemes for such large species are as far as we know unknown,
Jimenez et al. have measured ions up C24H

y
x which could be used as a starting point to construct the polymerisation

reactions for these species [69]. In this way, coagulation can be modelled up to a factor of 2 or 4 times the volume
which was reached in this thesis for similar computational cost, which is helpful but still insufficient to model the
required volume range.

A second option is to distinguish nucleation and coagulation processes and simulate them using different time scales
(∆t in equation (4.2)). The typical time-step that was required in our simulations to model the coagulation phase
was ∆t ≈ 10−10s, while we have seen that coagulation happens at the millisecond time-scale so that a time step
∆t ≈ 10−6s is presumably sufficiently small. The implementation of such a model would mean that a coagulation
step has to be taken for every 10,000 nucleation steps, reducing the computational costs significantly. This can be
understood from the fact that the number of coagulation reactions scales with the number of coagulation particles
squared, if the repulsive force between particles is neglected and all combinations are taken into account. Our model
consisted of 100 coagulation species, so the number of coagulation reactions was approximately 1

4 (100)
2 = 2500,

where the division by a factor 4 is explained from the degeneracy of reactions ( 12 ) and the requirement that the
combination of the species should also be in the set ( 12 ) so i+ j ≤ 100. Since the number of coagulation reactions is
more than an order of magnitude larger than the number of nucleation reactions, taking a coagulation step for every
10,000 nucleation steps should significantly speed up the simulation.

Simulating the charging of nanoparticles

In this thesis, charging of nanoparticles was taken into account by specifying the expected charge of nanoparticles
as a function the the radius and the plasma parameters ne, ni, Te and Ti which were all assumed to be constant.
This assumption has worked out well in this thesis, since charging is not significant for particles up to a radius of
1.4 nm. As larger species get included in the model, a significant number of electrons is lost due to charging which,
by itself, changes the floating charges corresponding to the fixed particle sizes. This can be solved by implementing a
functionality in PLASIMO that calculates the expected floating charge of a nanoparticle based on the relevant plasma
parameters. It will consequently update the electron density based on the electrons consumed by the nanoparticles
in order to conserve charge. A follow-up step would subsequently be to calculate the actual charge distribution
determined by [67].

Simulating coagulation in 1D

We have seen in section 6 how the nucleation phase can be simulated in one dimension and that there are spatial
dependencies in the plasma that cannot simply be neglected as is done by the global model. These dependencies are
the largest for charged particles since they can feel the applied RF field. Since the nanoparticles formed by coagulation
are in general negatively charged, it makes sense to simulate them taking into account spatial dependencies as
well.

As discussed in chapter 4, every species is modelled using its own drift-diffusion equation (equation (2.12)).
Fortunately, it is possible to write the momentum balance for dust particles in a similar ’drift-diffusion’ like form,
which means a term containing the electric field and a term containing the density gradient so that dust particles
can be simulated analogously to the drift-diffusion equation of the gas particles. As shown by Akdim et al., this can
be done for near steady-state by setting the neutral drag force in equilibrium with all other forces and by defining a
momentum loss frequency, a mobility coefficient and a diffusion coefficient [45]. Spatial dependencies can be written
in drift-diffusion form for both gas and dust species. Accordingly, we have all the ingredients to build a model of
dust growth in plasmas at our disposal.
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7.2.3 Accretion

We have seen that the dust growth cycle consists of three distinct phases: nucleation, coagulation and accretion.
In this thesis, we have presented techniques to simulate the nucleation and coagulation phases. We have also seen
that the expected charge becomes more negative for larger nanoparticles, which preludes the accretion phase. The
accretion phase only comes into play if the techniques to model a larger volume range proposed in section 7.2.2
combined with other innovative methods allow for the simulation of species up to several tens of nanometers in
radius and beyond.

Prakash et al. have proposed an extension to the general dynamic equation taking into account the physics at the
surface of nanoparticles [48]. This is done mathematically using a condensation/ evaporation term which describes
the growing and shrinking of nanoparticles due to the condensation and evaporation of monomers on the surface.
The ion drag force and gravity also become relevant for dust particles in the hundreds of nanometer range are taken
into account by using the drift-diffusion equation for nanoparticles given by Akdim et al. [24] [45] [78].

7.2.4 Recommendations for PLASIMO

In this section we will propose a few additions to PLASIMO in order to improve future dust growth simulations. We
will focus on three different aspects: charging, data logging and time scales.

Charging

We have seen in this thesis that the charging of nanoparticles plays an important role in the coagulation phase.
We have also seen that it is currently required to establish the charge corresponding to a specific nanoparticle in
advance of a simulation, even though this particular charge is a function of the plasma parameters itself. This
turned out not to be an issue yet for the simulations in this thesis, since the dust that was grown was insufficient to
change the charging parameters ne, Te, ni and Ti significantly, so the initially chosen charges remained valid during
the simulations. This however is not true in general, since we have shown that the electron density is expected to
decrease during the coagulation phase.

It is by definition impossible to determine the corresponding charges in advance of the simulation self-consistently.
The electron density is assumed constant while electrons are being consumed. A self-consistent implementation is
to not specify the charges beforehand, but by making this a model parameter instead. At every coagulation time
step, the required charges corresponding to the particles present in the model are calculated and updated. Charge
conservation is achieved by adjusting the electron density correspondingly.

Data storage

The one-dimensional drift-diffusion module in PLASIMO has a build-in logging setting, which can be used to specify
at what moment in time output data should be logged. This is very useful since simulations up to the millisecond or
even second range require millions or even billions of iterations. We are generally not interested in nanosecond time
resolution after several microsecond have passed, so logging every iteration at a simulation time larger than a few
microseconds is a waste of computation time.

Global models do not currently have the option to only write output data at specific times. This was one of the
main limitations for running the simulation until longer time-scales, since this required writing multiple (tens) of
gigabytes of data, which is hard to process and analyse. The implementation of data-logging settings analogous to
what has been implemented in the one-dimensional drift-diffusion model would solve this issue.

Time scales

We have seen in section 5.2 and 5.3.1 that nucleation takes place at the nanosecond time-scale whilst coagulation
takes place at the millisecond time-scale. Global model simulations in PLASIMO run currenty according to a
single time-scale, which is applied to all processes. This is an unproductive use of computational power, since the
slower coagulation processes are simulated using sub-nanosecond time-steps, where microsecond time-steps would
suffice. We have already shown in section 7.2.2 that the simulations can be sped up significantly by using two
time-scales.
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The proposed solution can be applied in PLASIMO by introducing a two-timestep simulation, where fast processes
are still simulated according to a maximum stable time-step, while the time-step for the slower coagulation processes
is chosen to be larger. This separation of time-scales is easiest applied between the coagulation and nucleation
processes in the model, which are currently only connected via C12H2 and electrons. This means that instabilities
due to the different time-scales are expected to be inconsequential.
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Appendix

A Species and reactions

A.1 Species

Table 1: Species present in the nucleation phase.

Charged species
e–

C2H
+
2

C2H
+

C +
2

C2H
–

C4H
–

C6H
–

C8H
–

C10H
–

C12H
–

H +
2

C4H
+
2

C6H
+
2

C6H
+
4

C8H
+
6

C8H
+
4

C10H
+
6

C12H
+
6

CH+

C+

H+

Neutral species Polarisability m−3 [20] [79]
C2H2 4× 10−30

H2 8× 10−31

H 7× 10−31

C2H 4× 10−30

C4H 5× 10−30

C6H 7× 10−30 est.
C8H 8× 10−30 est.
C10H 9× 10−30 est.
C12H 1× 10−29 est.
C4H2 7× 10−30 est.
C6H2 1× 10−29 est.
C8H2 1× 10−29 est.
C10H2 1× 10−29 est.
C12H2 1× 10−29 est.
CH 2× 10−30

CH2 2× 10−30

C2H3 4× 10−30

C4H3 5× 10−30

C6H3 6× 10−30 est
C12H6 1× 10−29 est.
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A.2 reactions

Table 2: Electron impact reactions and the corresponding threshold energy for the reactions used in the plasma
chemistry. Estimations using extrapolation and interpolation have been indicated by: ’est’. Table based on [20].

Reaction number Reaction Threshold energy (eV) Reference

1 C2H2 + e– → C2H
+
2 + 2 e− 11.4 [60]

2 C2H2 + e– → C2H
+ +H+ 2e– 16.5 [60]

3 C2H2 + e– → C +
2 +H2 + 2e– 17.5 [60]

4 C2H2 + e– → CH+ +CH+ 2e– 20.6 [60]
5 C2H2 + e– → C+ +CH2 + 2e– 20.3 [60]
6 C2H2 + e– → H+ +C2H+ 2e– 18.4 [60]
7 C2H2 + e– → C2H+H+ e– 7.5 [60]
8 C2H2 + e– → C2H

– +H 1.66 [61]
9 H2 + e– → H+ + 2e– 15.4 [80]
10 H2 + e– → H+H+ e– 8.9 [81]
11 C4H2 + e– → C4H+H+ e– 7.5 [60] est.
12 C6H2 + e– → C6H+H+ e– 7.5 [60] est.
13 C8H2 + e– → C8H+H+ e– 7.5 [60] est.
14 C10H2 + e– → C10H+H+ e– 7.5 [60] est.
15 C12H2 + e– → C12H+H+ e– 7.5 [60] est.
16 C4H2 + e– → C4H

+
2 + 2e– 11.4 [60] est.

17 C6H2 + e– → C4H
+
2 + 2e– 11.4 [60] est.

Table 3: Ion-molecule reactions and the corresponding rate constant for the reactions used in the plasma chemistry.
Table based on [20].

Reaction number Reaction Rate constant (m3s−1) Comment
1 C2H

– +C2H2 → C4H
– +H2 1× 10−18 est.

2 C4H
– +C2H2 → C6H

– +H2 1× 10−18 est.
3 C2nH

– +C2H2 → C2n+2H
– +H2 1× 10−18 n=3,4,5 est.

4 H+ +C2H2 → C2H
+
2 +H2 5.3× 10−15

5 C2H
+ +H2 → C2H

+
2 +H2 1.7× 10−15

6 C2H
+ +C2H2 → C4H

+
2 +H 1.2× 10−15

7 C2H
+
2 +C2H2 → C4H

+
2 +H2 1.2× 10−15

8 C4H
+
2 +C2H2 → C6H

+
4 1.4× 10−16

9 C6H
+
2 +C2H2 → C8H

+
4 1× 10−17

10 C6H
+
4 +C2H2 → C8H

+
6 1× 10−16 est.

11 C8H
+
4 +C2H2 → C10H

+
6 1× 10−16 est.

12 C8H
+
6 +C2H2 → C10H

+
6 +H2 1× 10−16 est.

13 C10H
+
6 +C2H2 → C12H

+
6 +H2 1× 10−16 est.

14 C2nH
– +H +

2 → C2nH+H+H 1.7× 10−13 n=1,2,3,4,5,6 calc.
15 C2nH

– +C2nH
+
m → C2nH+C2nHm 4× 10−14 n=1,2,3,4,5,6 calc.
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Table 4: Molecule-molecule reactions and the corresponding rate constant for the reactions used in the plasma
chemistry. Table based on [20].

Reaction number Reaction Rate constant (m3s−1) Comment reference
1 C2H+H2 → C2H2 +H 4.9× 10−19 [73]
2 C2H+H → C2H2 4.1× 10−16 [74]
3 C2H+C2H2 → C4H2 +H 5.7× 10−17 [73]
4 C2H+C4H2 → C6H2 +H 6.6× 10−17 [73]
5 C2H+C2nH2 → C2n+2H2 +H 5.0× 10−17 n=3,4,5 [53]
6 H + C2H2 → C2H3 3.5× 10−19 [75]
7 H + C4H2 → C4H3 1.2× 10−19 [74]
8 H + C6H2 → C6H3 1.6× 10−18 [74]
9 H + C2nH → C2nH2 4.1× 10−16 n=2,3,4,5,6 [74]
10 C2nH+H2 → C2nH2 +H 4.9× 10−19 n=2,3,4,5,6 [73]
11 H + C2H3 → H2 +H2H2 6.6× 10−17 [75]
12 H + C4H3 → H2 +C4H2 2.4× 10−17 [74]
13 H + C6H3 → H2 +C6H2 6.6× 10−17 est. reaction 11 [75]
14 C4H+C2H2 → C6H2 +H 6.6× 10−17 [73]
15 C2nH+C2H2 → C2n+2H2 +H 6.6× 10−17 est. reaction 14, n=3,4,5 [73]
16 CH + H2 → CH2 +H 1.0× 10−18 [74]
17 CH2 +H → CH+H2 2.7× 10−16 [75]
18 CH2 +CH2 → C2H2 +H2 5.3× 10−17 [74]
19 C2H+C2H3 → C2H2 +C2H2 5.0× 10−17 [82]
20 CH2 +CH → C2H2 +H 6.6× 10−17 [74]
21 C2H2 +C2H → C4H3 2.2× 10−18 [74]
22 C4H2 +C2H → C6H3 2.2× 10−18 est. reaction 21 [74]
23 C2H3 +CH → C2H2 +CH2 8.3× 10−17 [82]
24 C4H3 +H → C2H2 +C2H2 1.1× 10−16 [74]
25 C6H3 +H → C4H2 +C2H2 8.1× 10−17 [74]
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B Heat of formation

Table 5: Heat of formation for gas species [83] [84]. Estimations using extrapolation or interpolation have been
indicated by ’est’.

Species Formation heat (eV)
C2H2 0
H2 0
H 2.3
C2H 5.9
C4H 8.1
C6H 10.3
C8H 12.7
C10H 14.9
C12H 17.2
C4H2 4.8
C6H2 7.2
C8H2 9.3
C10H2 11.5
C12H2 13.8
CH 6.2
CH2 4.1
C2H3 3.1
C4H3 5.7 est.
C6H3 7.5
C12H6 5.7 est.

Species Formation heat (eV)

C2H
+
2 13.8

C2H
+ 12

C+
2 20.5

C2H
− 2.9

C4H
− 5 est.

C6H
− 7 est.

C8H
− 9 est.

C10H
− 11 est.

C12H
− 13 est.

H+
2 15.4

C4H
+
2 15.0

C6H
+
2 17 est.

C6H
+
4 14.6

C8H
+
6 16.6 est.

C8H
+
4 16.6 est.

C10H
+
6 18.6 est.

C12H
+
6 20.6 est.

CH+ 16.9
C+ 18.8

H+
2 15.5

H+ 15.9
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C Sticking coefficients

Table 6: Sticking coefficients for radicals.

Species Sticking coefficient [20]
C2H3, C4H3, C6H3 0.35 [85]
CH, CH2 0.025 [86]
C2H, C4H, C6H, C8H, C10H, C12H 0.9 [85]
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D Plots of plasma chemistry

D.1 nucleation and coagulation without charging

Figure D.1: Key outputs of the global model of the plasma chemistry. (a) Shows the electron temperature, (b) the
densities of some gas species, (c) shows the densities of some negative ions and (d) shows the densities of some

radicals as a function of time.
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Figure D.2: Electron temperature as a function of time.
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Figure D.3: Particle densities for gas species as a function
of time.
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Figure D.4: Particle densities for negative ions as a
function of time.
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Figure D.5: Particle densities for radicals as a function of
time.
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E Matlab scripts

E.1 Create reaction list

1 %% Set up parameters
2 f i l e ID = fopen ( ' Rea c t i o n l i s t ' , 'wt ' ) ;
3 f a c t o r = 2 ;
4 n r l i n e a r s p e c i e s = 10 ;%Choose de s i r ed number
5 n r f a c t o r s p e c i e s = 0 ;%Choose de s i r ed number
6 rad ius1 = 0 .3e - 9 ;
7 Volume1 = 4/3∗ pi ∗ rad ius1 ˆ3 ;
8 V mult ip le s = [ ( 1 : n r l i n e a r s p e c i e s ) ( n r l i n e a r s p e c i e s ) ∗ f a c t o r . ˆ ( 1 : n r f a c t o r s p e c i e s ) ] ;
9 V = (Volume1 . ∗ V mult ip le s ) ;

10 r mu l t i p l e s = V mul t ip l e s . ˆ(1/3) ;
11 charge = round ( r mu l t i p l e s ) ;
12 s e c t i o n s = s i z e (V, 2 ) ;
13 ch i = ze ro s ( s e c t i on s , s e c t i on s , s e c t i o n s ) ;
14 Beta = ze ro s ( s e c t i o n s ) ;
15 kB = 1 .38e - 2 3 ;
16 rho = 2000;
17 Tgas = 400;
18 Beta constant = (3/(4∗ pi ) ) ˆ(1/6) ∗(6∗kB∗Tgas/ rho ) ˆ(1/2) ;
19 Carbon = 12 . ∗ V mult ip le s ;
20 Hydrogen = 2 . ∗ V mult ip le s ;
21 Pa r t i c l e s = s t r i n g s ( s e c t i on s , 1 ) ;
22 f o r i = 1 : s e c t i o n s
23 Part ic l e name = [ 'C ' , num2str (Carbon ( i ) ) , 'H ' , num2str (Hydrogen ( i ) ) ] ;
24 Pa r t i c l e s ( i ) = Part ic l e name ;
25 end
26 thre sho ld = 0 .001 ;
27
28 %% Build ch i and Beta matr i ces
29 f o r i = 1 : s e c t i o n s
30 f o r j = 1 : s e c t i o n s
31 f o r k = 1 : s e c t i o n s
32 i f k~=1 && k~=se c t i o n s
33 i f V(k ) <= V( i ) + V( j ) && V( i )+V( j ) <= V(k+1)
34 ch i ( i , j , k ) = vpa ( (V(k+1) - (V( i )+V( j ) ) ) ) /vpa ( (V(k+1) -V(k ) ) ) ;
35 e l s e i f V(k - 1 ) <= V( i ) + V( j ) && V( i ) + V( j ) <= V(k)
36 ch i ( i , j , k ) = vpa ( (V( i )+V( j ) - V(k - 1 ) ) ) /vpa ( (V(k ) -V(k - 1 ) ) ) ;
37 end
38 end
39 i f k == 1
40 i f V(k ) <= V( i ) + V( j ) && V( i )+V( j ) <= V(k+1)
41 ch i ( i , j , k ) = (V(k+1) - (V( i )+V( j ) ) ) /(V(k+1) -V(k ) ) ;
42 e l s e i f V( i ) + V( j ) <= V(k)
43 ch i ( i , j , k ) = (V( i )+V( j ) ) /(V(k ) ) ;
44 end
45 end
46 i f k == s e c t i o n s
47 Vextra = V(k) ∗ f a c t o r ;
48 i f V(k ) <= V( i ) + V( j ) && V( i )+V( j ) <= Vextra
49 ch i ( i , j , k ) = ( Vextra - (V( i )+V( j ) ) ) /( Vextra -V(k ) ) ;
50 e l s e i f V(k - 1 ) <= V( i ) + V( j ) && V( i ) + V( j ) <= V(k)
51 ch i ( i , j , k ) = (V( i )+V( j ) - V(k - 1 ) ) /(V(k ) -V(k - 1 ) ) ;
52 end
53 end
54 end
55 end
56 end
57
58 f o r i = 1 : s e c t i o n s
59 f o r j = 1 : s e c t i o n s
60 Beta ( i , j ) = Beta constant ∗(1/V( i )+1/V( j ) ) ˆ(1/2) ∗(V( i ) ˆ(1/3)+V( j ) ˆ(1/3) ) ˆ2 ;
61 end
62 end
63
64 %% Build s p e c i e s l i s t
65 f o r i = 1 : s e c t i o n s
66 f p r i n t f ( f i l e ID , ' Spec i e s {\n ' ) ;
67 f p r i n t f ( f i l e ID , '\ tState {\n ' ) ;
68 f p r i n t f ( f i l e ID , '\ t\tType \ t Atom\n ' ) ;
69 f p r i n t f ( f i l e ID , s t r c a t ( '\ t\tName \ t ' , P a r t i c l e s ( i ) , '\n ' ) ) ;
70 f p r i n t f ( f i l e ID , s t r c a t ( '\ t\tTexName \ t ' , P a r t i c l e s ( i ) , '\n ' ) ) ;
71 f p r i n t f ( f i l e ID , '\ t\tWeight \ t 1\n ' ) ;
72 f p r i n t f ( f i l e ID , '\ t\tEnergy \ t 1∗eV\n ' ) ;
73 f p r i n t f ( f i l e ID , '\ t}\n ' ) ;
74 f p r i n t f ( f i l e ID , s t r c a t ( '\tName \ t ' , P a r t i c l e s ( i ) , '\n ' ) ) ;
75 f p r i n t f ( f i l e ID , '\ tRadius \ t 1∗Ang \n ' ) ;
76 f p r i n t f ( f i l e ID , '}\n ' ) ;
77 end
78
79 %% Build i n i t i a l va lues
80 f p r i n t f ( f i l e ID , ' I n i t i a lVa l u e s {\n ' ) ;
81 f p r i n t f ( f i l e ID , '\ tDen s i t i e s {\n ' ) ;
82 f p r i n t f ( f i l e ID , s t r c a t ( '\ t\ tSpe c i e s \ t ' , P a r t i c l e s (1) , '\ t1e18 ∗mˆ -3\n ' ) ) ;
83 f o r i = 2 : s e c t i o n s
84 f p r i n t f ( f i l e ID , s t r c a t ( '\ t\ tSpe c i e s \ t ' , P a r t i c l e s ( i ) , '\ t0 ∗mˆ -3\n ' ) ) ;
85 end
86 f p r i n t f ( f i l e ID , '\ t}\n ' ) ;
87 f p r i n t f ( f i l e ID , '\tType\ tValues\n ' ) ;
88 f p r i n t f ( f i l e ID , '}\n ' ) ;
89
90 %% Build r e a c t i on s f o r ExtraSourceList
91 Reaction = s t r i n g s (10 ,1 ) ;
92 a = 1 ;
93 f o r i = 1 : s e c t i o n s
94 f o r j = 1 : s e c t i on s - i %de l e t e - i i f exponent ia l binning
95 f o r k = 1 : s e c t i o n s
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96 i f not ( ch i ( i , j , k ) > 0 - thre sho ld && chi ( i , j , k ) < 0+thre sho ld ) && j >= i
97 i f ch i ( i , j , k ) > 1 - thre sho ld && chi ( i , j , k ) < 1+thre sho ld
98 i f charge ( i )+charge ( j )==charge (k )
99 Message = [ '\tName r eac t i on ' , num2str ( i ) , ' ' , num2str ( j ) , ' ' , num2str (k ) , '\n ' ] ;

100 Reaction ( a ) = Message ;
101 f p r i n t f ( f i l e ID , ' Process{\n ' ) ;
102 f p r i n t f ( f i l e ID , '\ tRa t eCoe f f i c i en t {\n ' ) ;
103 f p r i n t f ( f i l e ID , '\ t\tType Custom\n ' ) ;
104 f p r i n t f ( f i l e ID , s t r c a t ( '\ t\ tFunction \ t ' , num2str ( Beta ( i , j ) ) , ' ∗mˆ3/ s\n\ t}\n ' ) ) ;
105 f p r i n t f ( f i l e ID , Message ) ;
106 f p r i n t f ( f i l e ID , s t r c a t ( '\tFormat\ t ' , ' ” ' , P a r t i c l e s ( i ) , '\ t+\t ' , P a r t i c l e s ( j ) , '\ t -> \ t ' , P a r t i c l e s (k

) , ' ” ' , '\n ' ) ) ;
107 % f p r i n t f ( f i l e ID , '\ t EnergyEH\ t0 ∗ev \n ' ) ;
108 % f p r i n t f ( f i l e ID , '\ tApplyDB no\n ' ) ;
109 f p r i n t f ( f i l e ID , '}\n ' ) ;
110 a = a + 1 ;
111 e l s e i f charge ( i ) + charge ( j ) > charge (k )
112 new e l e c t rons = charge ( i ) + charge ( j ) - charge (k ) ;
113 add e l e c t r on s = ”” ;
114 f o r l = 1 : new e l e c t rons
115 add e l e c t r on s = add e l e c t r on s + ” + e ” ;
116 end
117 Message = [ '\tName r eac t i on ' , num2str ( i ) , ' ' , num2str ( j ) , ' ' , num2str (k ) , '\n ' ] ;
118 Reaction ( a ) = Message ;
119 f p r i n t f ( f i l e ID , ' Process{\n ' ) ;
120 f p r i n t f ( f i l e ID , '\ tRa t eCoe f f i c i en t {\n ' ) ;
121 f p r i n t f ( f i l e ID , '\ t\tType Custom\n ' ) ;
122 f p r i n t f ( f i l e ID , s t r c a t ( '\ t\ tFunction \ t ' , num2str ( Beta ( i , j ) ) , ' ∗mˆ3/ s\n\ t}\n ' ) ) ;
123 f p r i n t f ( f i l e ID , Message ) ;
124 f p r i n t f ( f i l e ID , s t r c a t ( '\tFormat\ t ' , ' ” ' , P a r t i c l e s ( i ) , '\ t+\t ' , P a r t i c l e s ( j ) , '\ t -> \ t ' , P a r t i c l e s (k

) , add e l ec t rons , ' ” \n ' ) ) ;
125 % f p r i n t f ( f i l e ID , '\ t EnergyEH\ t0 ∗ev \n ' ) ;
126 % f p r i n t f ( f i l e ID , '\ tApplyDB no\n ' ) ;
127 f p r i n t f ( f i l e ID , '}\n ' ) ;
128 a = a + 1 ;
129 e l s e
130 l o s s e l e c t r o n s = charge (k ) - charge ( i ) - charge ( j ) ;
131 s ub t r a c t e l e c t r o n s = ”” ;
132 f o r l = 1 : l o s s e l e c t r o n s
133 s ub t r a c t e l e c t r o n s = sub t r a c t e l e c t r o n s + ” + e ” ;
134 end
135 Message = [ '\tName r eac t i on ' , num2str ( i ) , ' ' , num2str ( j ) , ' ' , num2str (k ) , '\n ' ] ;
136 Reaction ( a ) = Message ;
137 f p r i n t f ( f i l e ID , ' Process{\n ' ) ;
138 f p r i n t f ( f i l e ID , '\ tRa t eCoe f f i c i en t {\n ' ) ;
139 f p r i n t f ( f i l e ID , '\ t\tType Custom\n ' ) ;
140 f p r i n t f ( f i l e ID , s t r c a t ( '\ t\ tFunction \ t ' , num2str ( Beta ( i , j ) ) , ' ∗mˆ3/ s\n\ t}\n ' ) ) ;
141 f p r i n t f ( f i l e ID , Message ) ;
142 f p r i n t f ( f i l e ID , s t r c a t ( '\tFormat\ t ' , ' ” ' , P a r t i c l e s ( i ) , '\ t+\t ' , P a r t i c l e s ( j ) , s ub t r a c t e l e c t r on s , '\ t

-> \ t ' , P a r t i c l e s (k ) , ' ” \n ' ) ) ;
143 f p r i n t f ( f i l e ID , s t r c a t ( '\tRateLHS\ t ' , ' ” ' , P a r t i c l e s ( i ) , '\ t+\t ' , P a r t i c l e s ( j ) , ' ” \n ' ) ) ;
144 % f p r i n t f ( f i l e ID , '\ t EnergyEH\ t0 ∗ev \n ' ) ;
145 % f p r i n t f ( f i l e ID , '\ tApplyDB no\n ' ) ;
146 f p r i n t f ( f i l e ID , '}\n ' ) ;
147 a = a + 1 ;
148 end
149 e l s e
150 q = char (39) ;
151 % [nom, denom ] = numden(sym( ch i ( i , j , k ) ∗2) ) ;
152 [nom, denom ] = rat ( ch i ( i , j , k ) ) ;
153 nom = double (nom) ;
154 denom = double (denom) ;
155 Message = [ '\tName r eac t i on ' , num2str ( i ) , ' ' , num2str ( j ) , ' ' , num2str (k ) , '\n ' ] ;
156 Reaction ( a ) = Message ;
157 f p r i n t f ( f i l e ID , ' Process{\n ' ) ;
158 f p r i n t f ( f i l e ID , '\ tRa t eCoe f f i c i en t {\n ' ) ;
159 f p r i n t f ( f i l e ID , '\ t\tType Custom\n ' ) ;
160 i f denom == 1 && nom == 1
161 f p r i n t f ( f i l e ID , s t r c a t ( '\ t\ tFunction \ t ' , num2str ( Beta ( i , j ) ) , ' ∗mˆ3/ s\n\ t}\n ' ) ) ;
162 e l s e
163 f p r i n t f ( f i l e ID , s t r c a t ( '\ t\ tFunction \ t ' , num2str ( Beta ( i , j ) /denom) , ' ∗mˆ3/ s\n\ t}\n ' ) ) ;
164 end
165 f p r i n t f ( f i l e ID , Message ) ;
166 f p r i n t f ( f i l e ID , s t r c a t ( '\tFormat\ t ' , ' ” ' , num2str (denom/2) ,” ” , P a r t i c l e s ( i ) , '\ t+\t ' , num2str (denom/2) ,”

” , P a r t i c l e s ( j ) , '\ t -> \ t ' , num2str (nom) ,” ” , P a r t i c l e s (k ) , ' ” ' , '\n ' ) ) ;
167 f p r i n t f ( f i l e ID , s t r c a t ( '\tRateLHS ”1 ' ,” ” , P a r t i c l e s ( i ) , ' + 1 ' ,” ” , P a r t i c l e s ( j ) , ' ”\n ' ) ) ;
168
169 % % % % f p r i n t f ( f i l e ID , '\ t EnergyEH\ t0 ∗ev \n ' ) ;
170 % % % % f p r i n t f ( f i l e ID , '\ tApplyDB no\n ' ) ;
171 f p r i n t f ( f i l e ID , '}\n ' ) ;
172 a = a + 1 ;
173 end
174 end
175 end
176 end
177 end
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