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Summary

Redox flow batteries are a promising technology for long-term and large-scale storage of electri-
cal energy. However, an improvement in cost of manufacturing and operation needs to be realized
in order for them to become viable. The electrodes influence the performance of an RFB to a
great extent through the active surface area, which enables the electrochemical reactions, and
through its geometry for mass and charge transport.

In this thesis a new manufacturing technique for the electrodes is investigated, which allows
control of both the micro- and macrotructure. The 3D structure of the electrode was printed with
stereolithography, thermally treated in air at 250 °C for 5 h and in nitrogen at 850 °C for 1 h,
and then placed in a redox flow cell. Electrochemical tests in an aqueous cell (Fe2+/Fe3+) and
non-aqueous cell (TEMPO/TEMPO+) showed that the electrodes enabled the electrochemical
reaction to run, proving the great potential of this technique. The results showed that the
anisotropicity of the 3D printed structures influenced the performance, for which the electrodes
with their printed layers perpendicular to the current collector had the lowest resistance and thus
the best performance.

The effect of the thermal treatments on the shrinkage, weight loss, conductivity, and wetting of
the electrodes was investigated. A longer dwell time of the oxidation has proven to be beneficial,
as it reduced shrinkage and weight loss, while increasing conductivity. A higher temperature in
the carbonization greatly enhanced the conductivity. The potential of polymerization-induced
phase separation was investigated as technique to control the microporosity of the electrode. The
separation and extraction was successful and the surface and porosity had increased. However,
several factors, including the induced brittleness, made that the conclusion was drawn that this
technique is not suitable to introduce micro-porosity in printed electrodes.
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Chapter 1. Introduction
"It is unequivocal that human influence has warmed the atmosphere, ocean and land. Widespread
and rapid changes in the atmosphere, ocean, cryosphere and biosphere have occurred." This
is the conclusion of the sixth report on climate change of the UN’s Intergovernmental Panel of
Climate Change, published in 2021 [1]. Upon use of the fossil fuels coal, oil, and gas, greenhouse
gases (GHG) are released in the atmosphere, where they help retain the earth’s heat. The resulting
increase of GHG concentrations is attributedto be the main driver of the aforementioned climate
change. The energy sector is a dominant contributor to this change due to the vast amount of
GHG emissions it generates with the combustion of fossil fuels. In 2017, the sector accounted
for 66 % of GHG and over 80 % of the CO2 emissions worldwide [2–6]. To move towards a
green energy system with net-zero emissions – as is agreed upon in the Paris Agreement – fossil
fuels should be limited and eventually banned by the year 2050 [3, 6–10]. One of the means to
realize this is to advance in research on a renewable energy system [3, 7, 10, 11].

The investment costs of renewable energy are declining rapidly – making them viable next
to fossil sources. However, most renewable energy sources are irregular and non-dispatchable,
causing a partial incompatibility with the traditional electricity grid. The mismatch of the
renewable energy generation peaks during the day and the peak loads formed by household
consumption during the morning and evening further amplifies this stress on the grid. Sometimes
this even results in negative energy prices and disconnection of the renewable energy sources
from the grid [10–16]. Hence, a smart solution is needed which can compensate for the irregular
electricity generation. One of the possible solutions is energy storage systems. Energy storage
systems can integrate the intermittent renewable energy sources with the grid by acting as
an intermediate between the two, enabling better control over the dispatch of the generated
electricity. To cope with different applications required in the electrical system, such as insurance
of power quality on the short term (seconds and minutes), bridging of power gaps on the medium
term (hours), and management of energy over the long term (days), various energy storage
systems need to be implemented simultaneously [3, 5, 11–13, 17]. Redox flow batteries (RFB)
are a promising new technology for large-scale and medium-term energy storage in an efficient,
reliable, and sustainable manner. RFBs can operate on the grid (see Figure 1.1) with a discharge
duration ranging from hours to a few days and a response time within seconds, making them an
ideal bridging technology [11–13, 17–19].

In an RFB, chemical energy is converted to electrical energy and vice versa by means of two
reversible redox reactions occurring in two separated half-cells at the same time. An RFB
comprises two storage tanks containing the redox species dissolved in an electrolyte solution
and an electrochemical stack, consisting of current collectors, electrodes, and a membrane. The
solutions are pumped through the stack, upon which the redox species are converted while
charging or discharging the battery. The decoupling of power usage (stack size) and energy
storage capacity (tank size) in an RFB is a great advantage, as this allows for independent scaling.
Furthermore, RFBs have a fast response time, high round-trip efficiency, long durability, and

1



Chapter 1 Introduction

Figure 1.1: RFB connected to the electricity grid: surplus of generated energy can be stored until needed [20].

low environmental impact. They can be operated safely with little management and maintenance
needed, and they are not subject to geographical limitations. Additionally, they can be used in a
variety of applications, including small storage systems for electric container ships, trucks and
airplanes, or large storage systems next to a wind park or solar panel park, integrated in the
grid [12, 13, 18, 19]. Unfortunately, RFB systems are currently not implemented at a large scale
yet due to financial reasons, despite their promising state of the art. In order to overcome the
financial limitations, significant cost reductions must be realized, which can be achieved through
advancement in the technology and material development and through the concept of economies
of scale. Thus, more research is needed regarding the redox chemistry, material design and
reactor design. One of the elements in the RFB which can be improved is the porous electrodes,
responsible for the energy conversion [13, 18, 19, 21–23].

The performance of a porous electrode in an RFB is determined by its properties such as
kinetic activity, conductivity, active surface area, wettability, and promotion of mass transport
of the redox species. Choice of material, structure, and manufacturing technique influence
these properties. Carbon is desired as a material because of its high electronic conductivity,
high electrocatalytic activity for a variety of redox couples, stability in the electrochemical
environment, low weight, natural abundancy, and affordability. The possibility to tune electrical,
thermal and mechanical properties by altering the crystallinity, hybridization, and functional
groups gives great prospect for further development of carbon electrodes. Other materials, such
as noble metals, show good performances as well. However, they are not viable compared to
carbon-based materials due to high price and low availability [18, 19, 24–26]. The structure of
an electrode affects properties such as mass and charge transport, overpotentials, and reaction
kinetics. Ideally, the design should include small pores on the microscale (nm to µm), in order to
ensure a high surface area to minimize diffusion distance to the surface and maximize reaction
kinetics, and large pores on the macroscale (µm to mm), to minimize pressure drop. A well-
designed structure can moreover induce static mixing, which enhances the mass transport of
the active species towards the surface. Lastly, the manufacturing technique determines i.e. the
conductivity, kinetic activity, and stability of the electrode. Various manufacturing techniques
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such as paper making, weaving, needle punching, and hydro-entangling are employed, but they
are limited in their control over the final structure – often only one scale can be fine-tuned [18,
23, 27–37]. However, optimization on all scales would greatly enhance electrode performance,
as both activation and mass transfer losses can be minimized. Hence, there is a need for a new
synthesis and manufacturing technique for carbon electrodes in which great control over the
material’s properties and the structure on the micro- and macroscale can be realized.

Stereolithography (SLA) based 3D printing offers great potential: the high-resolution manufac-
turing technique enables the creation of complex, detailed and customized 3D designs with a
great variance of materials and functionalities. This can often be realized in only one manufactur-
ing step in an easy, reproducible, and controlled manner [5, 28, 38, 39]. Recent developments in
printing on the micrometer scale opened the door for new opportunities for 3D-printed electrodes
with macroscale-controlled pores [5, 28]. The conductive functionality required for a 3D-printed
electrode can be achieved by printing with a conductive resin or through post-treatment pro-
cesses, such as applying a conductive coating through electrografting or spray coating or by
carbonizing the plastic at high temperatures [24, 27, 35, 40–45]. The last technique, based on
the pyrolysis of printed carbonaceous material at a high temperature in an inert atmosphere,
is promising. It creates a conductive material, while allowing the properties of the carbonized
product to be tailored through variation of pyrolysis and pre- and post-heat treatment parameters
[24, 27, 44–46]. Pores on a microscale can be introduced by polymerization-induced phase
separation of a porogen – an inert molecule – added to the resin. Induced phase separation is
a relatively new but promising technique for the synthesis of porous structures suitable for the
application of electrodes, as it enables the control of the microstructure and porosity [20, 47–50].

Aim of this thesis

In this thesis, the possibility to synthesize a conductive carbon electrode with a predefined
and optimized structure, controlled porosity, and controlled electrical properties by means
of 3D printing, polymerization-induced phase separation, and carbonization is investigated
in the laboratory. Separate studies on 3D printing, phase separation, and carbonization are
performed first, and their results are subsequently combined to create a 3D-printed electrode.
The electrodes are then tested in both an aqueous and non-aqueous battery. This research
combines the knowledge obtained on the carbonization of 3D-printed objects [26, 27] with
the tunability of polymerization-induced phase separation [47] and applies it to the field of
electrochemistry.

This thesis is divided into five chapters. In this chapter a short introduction and brief motivation
for the research was given. Chapter 2 provides the theoretical background on RFBs, carbonization
of plastic, 3D printing and polymerization-induced phase separation. Chapter 3 contains the
description of the conducted laboratory experiments. The results are then presented and discussed
in Chapter 4. Finally, the conclusions and an outlook for future work are presented in Chapter 5.

3D-printed electrodes for redox flow batteries 3



Chapter 2. Theory
In this chapter the theoretical background relevant for this thesis is provided. First, the redox
flow batteries are discussed, after which the topics are narrowed down to the electrode, thermal
treatments, 3D printing of the macrostructure, and the microstructure from the polymerization-
induced phase separation.

2.1. Redox flow batteries
A battery consists of one or more electrochemical cells, used to store and deliver electricity, in
which chemical energy is converted into electrical energy (discharging) or vice versa (charging).
In an RFB, energy is stored in redox couples (species that donate and accept electrons) dissolved
in liquid electrolyte solutions, and is converted when the solutions are pumped through the
electrochemical half-cells in the core of the battery, upon which a redox half-reaction occurs at
the electrode–electrolyte interface. Electrons and ions are generated in a reduction reaction at
one electrode and recombine in an oxidation reaction at the other electrode. The active species
(electrons and ions) are transferred at the solid–liquid interface, after which ions are transported
by the electrolyte and the separator, and electrons by the conductive electrode and external
circuit. Transport of the active species between the half-cells through either the membrane or the
electrical circuit closes the system and ensures that the net charge and stoichiometry is preserved.
A schematic representation of an RFB can be seen in Figure 2.1. The redox reaction is driven by
the potential difference between the two electrolyte solutions and is thus thermodynamically and
kinetically controlled. This setup enables an RFB to decouple energy and power, as the energy
capacity (kWh) and power capacity (kW) can be independently scaled through respectively the
size of the electrolyte tank, choice of active species and concentration of species; and the size
of the cells and amount of cells in one stack [13, 18, 19, 22, 51, 52].
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Figure 2.1: Schematic representation of a single-cell RFB, including an illustration of a redox reaction at the
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Redox chemistry

In a redox reaction the oxidation states of the involved chemical species change due to a chemical
reaction in which electrons are generated or consumed by molecules and/or ions. The species
which decrease in oxidation state generate electrons and undergo oxidation, while the species
which increase in oxidation state consume electrons and undergo reduction. The oxidation and
reduction half-reactions in the separate half-cells are coupled in one redox reaction via charge
transport between the cells, and are thus reciprocal [13, 19, 52–55]. The general mechanism of
a single-electron and ion redox reaction is as follows:

𝐴(𝑛−1)+ discharge
−−−−−−−⇀↽−−−−−−−

charge
𝐴𝑛+ + 𝑒− negative electrode 2.1

𝐵(𝑚+1)+ + 𝑒−
discharge
−−−−−−−⇀↽−−−−−−−

charge
𝐵𝑚+ positive electrode 2.2

Each redox couple has an equilibrium state in which the species with the most favorable energy
state is formed the most. If electrical energy is added to the system (charging), a non-spontaneous
process is started in which the species with the least favorable energy state (𝐴(𝑛−1)+ and 𝐵(𝑚+1)+)
will be formed at expense of the species with the most favorable energy state (𝐴𝑛+ and 𝐵𝑚+).
Upon discharge, the reverse will happen spontaneously and the system moves back to the
equilibrium state, generating electrons. Only the relative concentrations of the oxidized and
reduced form of the active species change during charge and discharge of an RFB; both the
oxidized and reduced form of the species are soluble in the electrolyte and no physical transfer
of the species occurs at the electrode interface. The tendency of the active species to acquire
electrons and thus be reduced is defined relatively to the reversible hydrogen electrode in the
standard reduction potential 𝐸0. A higher standard reduction potential indicates a greater affinity
of the species towards electrons, which is beneficial for a battery. The difference in the standard
reduction potential of the two redox couples used in the adjacent half-cells forms the standard
cell potential, 𝐸0, or the equilibrium cell potential, 𝐸𝑒𝑞, if reaction conditions are taken into
account [13, 19, 51–56].

Components of an RFB

A single-cell RFB consists of a negative and a positive half-cell connected to separate tanks,
each with its own redox couple dissolved in an electrolyte solution (Figure 2.1). Both half-cells
are connected by a separator, which allows for selective ion transport, by an electrical circuit,
which allows for electron transport. The separator prevents the mixing of active species, and
is either an ion-exchange membrane or a porous separator, depending on the system used. The
active species are dissolved in an electrolyte – an ionic solution due to the presence of a salt, to
enable easy transport of ions due to increase ionic conductivity –, which is pumped through the
corresponding half-cell. Each half-cell consists of an electrode, a current collector, and optionally
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a flow field. The porous electrode enables the redox reactions by means of its electrocatalytic
surface, where the active species of the redox couple are converted into another oxidation state by
losing or gaining electrons. The current collector transports the electrons between the electrode
and the electrical circuit by means of conduction. In simple systems without a flow field, the
electrolyte is pumped directly through the porous electrodes. However, the addition of a flow
field gives a more efficient operating mode with better mixing, better surface coverage, and lower
pressure drop, as it transports the electrolyte both past and through the electrodes, ensuring a
better distribution of the electrolyte and a more convective and even turbulent flow. Various flow
channel patterns exists. Multiple cells can be combined into one stack in order to increase the
power output of the system [13, 19, 22, 51, 52, 54, 55, 57].

A typical RFB system is a liquid–liquid system. Solid–liquid and gas–liquid systems exist
as well, but are irrelevant for this thesis. The selection of the redox couple is based on the
compatibility between the thermodynamic potentials of both species. Other important factors
taken into account for the choice of redox couple and solvent are the electrochemical reversibility
of the redox reaction, the energy density, viscosity, and solubility of the solution, and the safety,
cost and availability of the components [52, 58]. The solvent used in an RFB can be organic
(non-aqueous) or inorganic (aqueous). Aqueous systems are the most commonly used since they
have advantageous operating conditions, high ionic conductivity’s, and are cheap. An example of
an aqueous setup is an Fe2+/Fe3+ redox couple dissolved in a HCl solution [22, 52, 59]. However,
aqueous systems do face a limitation in the maximum cell potential which can be applied, since
hydrogen or oxygen evolution can take place if the cell voltage exceeds 𝐸𝑐𝑒𝑙𝑙 > 1.23 V vs. RHE
[59]. Organic systems are more often used in newly developed systems, as they have a better
electrochemical stability and a wider potential window, meaning higher-voltage redox couples
can be used, achieving a higher energy density. They also shows larger property flexibility due to
the possibility to tailor molecular functionalities. The biggest limitation, besides costs, remains
poorer conductivity in comparison to the inorganic systems. An example of a non-aqueous RFB
configuration is a TEMPO/TEMPO+ redox couple dissolved in acetonitrile [58, 59].

Electrode design

Porous electrodes provide the electrochemical surface for the redox reactions. To increase
conversion it is favored that electrodes have a large surface area (𝐴) with a high amount of active
catalytic sites, exhibit high and specific electrocatalytic activities, are chemically stable, and wet
properly with the solvent. Furthermore, high ionic permeability and electronic conductivity, low
contact resistances, and an open structure are desired to reduce ohmic resistances and pressure
drop. Large electrode surface area, required for a fast reaction rate, is in trade off with an open
structure, needed to decrease pressure drop and increase permeability of the active species, as
microporosity (which increases the surface area) impedes convective flow. This not only increases
pressure drop, but also results in dead zones and underutilization of the electrode’s surface area.
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Additionally, the electrode structure dictates the current density distribution and can, under bad
design or uneven distribution of reaction zones, give rise to localized hot spots and ultimately
electrode degradation [13, 18, 19, 52, 55, 59]. Thus, in order to address these problems and
reduce performance losses, special care must be given to the design of the electrode’s structure.

Currently, the greater part of electrodes are made of carbon due to its electrocatalytic activity,
electrical conductivity, and great variety of allotropes. Furthermore, carbon shows a high stability
and durability in electrochemical systems, and has a low price and high natural availability.
However, carbon electrodes are also brittle, have a tendency to oxidize, and wet poorly with
aqueous solvents. Other materials, such as noble metals, are used as well, but they are more
expensive and not always stable [18, 19, 25, 52]. The performance of a carbon electrode varies
greatly as function of the allotrope, structure, and manufacturing technique used, as the chemistry
of carbon materials has a wide range of possible surface bonds and functional groups [19, 25].
Different carbon-based electrodes exist, including carbon felts, paper and cloths, with porosities
(𝜀) around 0.8–0.9. These electrodes are, however, developed for the fuel cell industry, and
are not yet optimized for RFBs. Development of various treatments such as etching, doping,
nanoparticle disposition, addition of functional groups, or thermal treatments enhanced the
electrocatalytic activities, ionic permeability, electronic conductivity, electrolyte wetting, or
surface area of the electrodes for RFBs. However, most of the developments within electrode
production or treatment focus on improving either the micro-, meso- or nanoscale, instead of all
scales [18, 19, 25, 28, 52, 59].

Transport phenomena within an RFB

Transport phenomena in RFBs consist of charge, mass, momentum, and heat transport. The heat
transport lies outside the scope of this thesis, just as the influence of the electric double layer or
boundary layer effects due to convection on mass and charge transport. Transport of the charge
through the solid components is by means of electron conduction. Mass and charge transport of
the dissolved species from the bulk of the electrolyte towards the electrode surface occurs via
three main transport mechanisms, namely convection, diffusion, and migration. Convection is
caused by a mechanical force which causes a bulk motion, by e.g. pumping or (static) mixing.
A stagnant layer forms next to the solid surface of the electrode in which the velocity of the
convective flow is very low due to the presence of shear forces. In this stagnant layer – also
indicated as the diffusion layer — species are transported from the bulk to the electrode by means
of diffusion and migration, induced by respectively concentration and potential gradients. At
the electrode surface, the active species are converted, which decreases their concentration and
consequently enhances their diffusion. If the conversion of the species is faster than the diffusion
of the species, then reactant depletion will occur at the electrode’s surface. [52, 54, 55, 57, 60,
61].

Proper control of mass and charge transport is important for efficient operation of an RFB. Within
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the battery local differences in species transport can arise, with different surface concentrations,
reaction rate, and thus current density on the electrode as consequence. These differences
can result in both local dead zones with reactant starvation and local hot spots with potentially
harmful high current distributions, and both phenomena are disadvantageous to the performance
of the battery. Local differences of species transport can occur at different length scales within
the electrode. In small pores with a high surface-area-to-volume ratio, viscous surface forces are
dominant over inertial body forces, giving rise to low Reynolds numbers and thus predominantly
laminar flow regimes, where mixing is dominated by diffusion. In the large pores containing the
bulk of the electrolyte solution convective transport is dominant [62–65]. In order to promote
turbulent transport, which is favored over laminar transport, with rather slow mixing and a
thicker diffusion boundary layer, static mixing can be introduced [52, 54, 55, 57, 61, 66, 67].
In static mixing, eddies and vortices arise due to changes in fluid streamlines, a change in the
boundary layer thickness, and local acceleration and stretching of the fluid. This can be realized
by altering the structure of the electrodes, such as split and mixing channels, slanted walls,
curvatures, helices, ridges, grooves, and pillars. An advantage of static mixing is that it is a
passive method with no operation requirements and low maintenance costs due to the absence
of moving parts [62–65, 68]

Performance and limitations

The performance of an RFB is indicated by the energy and power capacity. The power (𝑃)
delivered by an RFB is equal to the current (𝐼) times the potential (𝐸) at which it operates, in
which the current is equal to the current density (𝑖) times the electrode surface (𝐴). In an ideal
and reversible system, an RFB would operate at the equilibrium cell potential 𝐸𝑒𝑞, which is
thermodynamically the most favorable potential. The equilibrium cell potential is an extension
of the standard cell potential 𝐸0, and can be found with the Nernst equation, which includes the
concentration of the active species (𝐶𝑟𝑒𝑑 , 𝐶𝑜𝑥), activity coefficients (𝛾𝑟𝑒𝑑 , 𝛾𝑜𝑥), temperature (𝑇),
pressure and pH:

𝐸𝑒𝑞 = 𝐸0 − 𝑅𝑇

𝑛𝐹
ln

(
𝛾𝑟𝑒𝑑

𝛾𝑜𝑥

𝐶𝑟𝑒𝑑

𝐶𝑜𝑥

)
2.3

where 𝑅 is the gas constant, 𝑛 is the number of electrons transferred in the balanced reaction,
and 𝐹 is the Faradaic constant. In practice, the equilibrium cell potential is measured as the
open-circuit voltage (OCV), which is defined as the difference in electric potential of electrons
at the positive and negative electrodes. This is, however, an approximate value, as the OCV
will never truly correspond with the complete thermodynamic equilibrium of the cell due to
non-equilibrium thermodynamic effects, such as corrosion or species crossover [52, 54, 55, 69].

When an RFB is in operation an overpotential arises, which causes the battery to operate
at a different – and less ideal – potential than predicted by thermodynamics. Hence, an RFB
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consumes more energy during charging due to a higher potential, and generates less energy during
discharging due to a lower potential than the ideal equilibrium potential. The overpotential is
dependent on the current density – meaning that a higher power output of the RFB brings about
higher energy losses. The energy is lost in the form of heat. The overpotential is classified by
three main contributors: activation losses (𝜂𝑎𝑐𝑡), ohmic losses (𝐼𝑅Ω, and concentration losses
(𝜂𝑐𝑜𝑛𝑐). The activation overpotential is dominant primarily at lower current densities, the ohmic
overpotential at intermediate current densities, and the mass transfer overpotential at high current
densities (Figure 2.2) [13, 52, 54, 55, 70]. The actual potential at which an RFB operates,
taking all the losses into account, is defined according to Equation 2.4 for discharging and to
Equation 2.5 for charging.

Figure 2.2: Example of a polarization curve of an RFB
in discharge mode, including different overpotential

contributions [71].

𝐸 = 𝐸𝑒𝑞 − 𝜂𝑎𝑐𝑡,𝐶 − 𝜂𝑐𝑜𝑛𝑐,𝐶

− 𝜂𝑎𝑐𝑡,𝐴 − 𝜂𝑐𝑜𝑛𝑐,𝐴 −
∑︁

𝐼𝑅Ω

2.4

𝐸 = 𝐸𝑒𝑞 + 𝜂𝑎𝑐𝑡,𝐶 + 𝜂𝑐𝑜𝑛𝑐,𝐶

+ 𝜂𝑎𝑐𝑡,𝐴 + 𝜂𝑐𝑜𝑛𝑐,𝐴 +
∑︁

𝐼𝑅Ω

2.5

Activation losses are caused by the activation energy required to transfer charge at the solid-
liquid interface between the electrode and electrolyte. Activation losses can be reduced by using
an electrocatalyst, or by operation at higher temperatures [13, 52, 54]. Ohmic losses comprise
all the ionic and electronic resistances in the cells, including the resistance of ionic transport
through the electrolyte and membrane, electrical transport in the electrode and circuit, and
the resistance of the contact between cell components (also known as junction overpotentials).
This relation is therefore a summation of all the resistance elements multiplied by the current.
Additional energy is needed to overcome those resistances [13, 52, 54, 55]. Concentration losses
are mass transport related losses, and are dictated by the depletion of the electroactive species at
the electrode surface. This depletion occurs when the rate of the redox reaction of the species at
the electrode surface is much faster than the rate of mass transport of the species from the bulk
towards the surface. In this case, the rate of transport becomes limiting and is measured as the
limiting current density (𝐼𝐿). The concentration overpotential can be minimized by increasing
the surface area of the electrodes or the species’ conductivity in the electrolyte, or by improving
mass transport. The latter can be realized with higher flow velocities, the use of flow fields, or
by introducing of static mixing. [13, 52, 54, 55, 66, 67].
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Additional events in the system induce operation losses as well. These include shunt currents
(when electric current deviates from the intended path to a parallel path with sufficient low
resistance), crossover of active species to the other half-cell through the separator, high pressure
drops and hydraulic losses, dead zones in the electrode, and self-decomposition, degradation or
precipitation of the material or active species used. Poor thermal management, poor electrode
wetting or incomplete conversion of active species impose challenges as well. Development
of better materials, process and cell design used in the batteries hopefully will reduce these
overpotentials [19, 52, 70, 72].

2.2. The effect of heat: oxidation and carbonization
Electrocatalytic activity and conductivity can be introduced in a polymer by means of thermal
treatment at an elevated temperature (50–1100 °C) in either a non-inert or inert environment
(with or without oxygen, respectively). Thermal treatments also affects other properties of the
polymer, including the weight, length, density, elasticity, mechanical strength, hydrophilicity,
and surface area [24, 26, 27, 73–75]. These changes arise due to alterations in the carbon structure
or chemistry induced by the heat: the ratio of aromatic or graphitic (𝑠𝑝2 hybridized) to tetra-
hedral (𝑠𝑝3 hybridized) regions and the ratio of crystalline to amorphous regions changes, and
functional groups can be converted. Higher 𝑠𝑝2/𝑠𝑝3 hybridization ratios give a more graphitic
and thus more conductive material [26, 73, 74, 76–78]. Processes occurring during thermal
treatment of a polymer include evaporation of unreacted species (distillation), decomposition
of weak hydrogen, ionic, or weak covalent bonds, and the scission of strong covalent bonds in
the matrix. The latter two mechanisms create (radical) reactive groups that can react with other
polymer groups (crosslinking) or with oxygen and hydrogen atoms (oxidation and hydrogena-
tion). Fragments which do not react are evaporated out of the polymer matrix. Thermal treatment
can be classified into oxidation (non-inert atmosphere), which can result in combustion, and
carbonization (inert atmosphere), which gives rise to pyrolysis and pyrosynthesis [73, 75, 76,
78]. Both will be discussed next.

Oxidation

Thermal oxidation causes oxidative crosslinking of the polymer matrix, increasing the stiffness
and brittleness, and the addition of oxygen functional groups on the surface, increasing the
hydrophilicity (wetting), and the catalytic abilities of the material [73, 76]. The transformations
occurring in the polymer result from complex interactions between oxygen and the matrix and
within the matrix itself, and are influenced by factors such as temperature, oxygen levels, ramp
rate, dwell time, and catalytic surface [73–75, 79]. During thermal treatment in air, oxygen
reacts with surface groups of the polymer, and either adds onto the surface (oxidation, at low
temperatures), or splits and degrades the product into gases (combustion, at high temperatures).
The different degradation patterns at higher temperature give rise to various radical products,
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which can react with other functional groups, polymer chains, and oxygen or hydrogen atoms,
resulting in a range of products. The temperature of the process determines the extent of
degradation of the carbon-based species, and at very high temperatures only oxidized gaseous
products such as CO2, CO, H2O and NOx are formed [75, 79]. At low temperatures, oxygen-based
functional groups are formed on the polymer by processes such as transesterification reactions,
formation of ketones, hydrogen donor and acceptor interactions between alcohols and esters, or
the formation of hydrogen bonds [47].

Carbonization

Carbonization is a complex process of concentrating and purifying carbon by destructive dis-
tillation of organic matter, which entails breaking and re-arranging bonds at high temperatures
in inert conditions. Carbonization consists of four coincident and partly competing phases. The
first phase is distillation (∼100 °C), in which heat evaporates the freely moving volatile and
semivolatile hydrocarbons into the gas phase. The second phase is pyrolysis, in which carbon–
carbon bonds are broken by excessive heat, creating increasingly smaller and lighter hydrocarbon
gases. Thermally unstable regions within the polymer matrix can be cleaved, causing cracks and
deformation. The third phase is pyrosynthesis, in which excessive heat breaks larger carbon
molecules into small reactive molecular fragments, which either evaporate or react and form
an increasingly condensed polymeric network of aromatic carbon (coke). If the temperature
surpasses 1300 °C, then crystal structures are formed next to the aromatic regions of the carbon,
which indicates movement and rearrangement of atoms within the matrix. Above 2000 °C only
crystal structures are formed, resembling graphite. The extent of the effect of the pyrosynthesis
phase on the carbon structure can be seen in Figure 2.3. The fourth phase is condensation, in
which the vapor phase cools down and the volatile and semivolatile hydrocarbons condense
to stable gases (methane, ethane, acytelene, etc.), liquid pyrolytic condensate (tar), or solid

amorphous carbon crystalline carbon

2300°C
2000°C

1300°C

2800°C

Figure 2.3: Schematic representation of the carbon structure formed during the pyrosynthesis phase of the
carbonization, in which a higher temperature results in a more crystalline and graphitic structure. Adapted from

Hardyal [77].
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pyrolytic condensate (soot). Thermally stable coal minerals bound by graphitic carbon (coke)
remain as product after carbonization [77, 79]. Literature studies on carbonization report that
higher temperatures result in a more graphitic carbon with lower electrical resistivity, slightly
higher loss of mass, higher linear shrinkage, and higher structural density. A longer dwell time
and slower ramp rate allows for more rearrangement of carbon atoms in a gradual manner and
more annealment of the carbon matrix. This leads to less mass loss, less shrinkage, less trapped
gases, and consequently a larger structural density with more graphitic areas and a smoother
surface with a lower surface area [24, 26, 74, 77]. The linear shrinkage occurs due to evaporation
of the gaseous products formed and due to the crosslinking of the matrix [24, 79].

2.3. 3D printing
3D printing is a relatively new but rapidly developing technology used to manufacture products
with a high variety in material type and purity, printing accuracy and complexity, and the
product’s strength, flexibility, and conductivity. 3D printing makes use of computer-aided design
(CAD) software which enables one to create a 3D product as intricate as desired [38, 80]. The
used manufacturing technique (jetting, extrusion, fusion, photopolymerization, sheet lamination,
direct energy deposition) and materials (inks, metal, plastics, ceramics) have great influence on
the properties of the product and on manufacturing parameters (e.g. layer thickness, resolution,
build volume, and build speed) [28, 38, 80–82]. Another important property of a 3D-printed
material is its anisotropicity, which is the quality of that properties have different values when
measured along different axes. Anisotropicity arises when there are differences in the structure
in the horizontal and vertical direction of the printed part [83]. This property is relevant for
printing techniques that build their print layer-by-layer, in which one layer is printed horizontally
(XY plane) and multiple layers are printed on top of each other in the vertical (Z) direction. High
anisotropy indicates little fusion between adjacent layers, which reduces the product’s mechanical
strength in the Z direction spanning multiple layers. In order to lower the anisotropicity, strong
chemical bonds (e.g. ionic or covalent) must be realized between the layers. The prints becomes
isotropic if a high degree of covalent bonds between the layers results in a structure that exhibits
no difference in the mechanical strength (or other properties) between the XY and Z directions
[28, 80, 84, 85].

The goal of this research is to print a conductive carbon-based electrode with high resolution
and great porosity spanning the macro- and microscale. This can be achieved by printing with a
resin mixed with an inert porogen (particles with a specified shape or size used to make pores in
a molded structure), after which the printed electrode is subsequently carbonized. Hence, three
requirements for the printer must be met to fabricate such electrodes using 3D printing: it must
use a carbon based resin, the porogen must be compatible with the resin (i.a. inert and miscible),
and the crosslinked polymer should be able to hold its shape when carbonized (i.e. a thermoset).

Material extrusion, material jetting and vat-photopolymerization make use of a plastic resin
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used in a liquid phase, so they meet the given requirements. The first method operates using
mechanical forces and the last two opeare using a high-power electromagnetic force (light
beam) [28, 38, 80–82]. Material extrusion heats and deposits a plastic or filament in the correct
shape in a layer-by-layer fashion. It is a fast and cheap method with a large choice in available
resins, but it also renders rough surface products with high anisotropicity and limited detail.
Furthermore, material extrusion makes use of thermoplastics to melt and shape the material,
which means it is not able to hold shape during carbonization. Thus, this technique is not
suitable for this application. Vat-photopolymerization and material jetting give a smooth finish,
high resolution, high mechanical strength, and high fusion between adjacent layers due to the
formation of chemical bonds and crosslinks in the printing process. The high degree of covalent
bonds between layers results in a less anisotropic or – depending on the apparatus and resin
used – even an isotropic print. Resins comprising of monomers with high functionality ( 𝑓 ≥ 3)
favor synthesis of a thermoset due to the high degree of crosslinking [27, 28, 39, 78, 82, 85,
86]. However, both techniques have disadvantages as well, including limited choice in available
resins (and thus less possibility to fine-tune the material’s properties), slow printing rate, possible
shrinkage during polymerization, use of hazardous resins, and an UV sensitive polymer product,
with possible degradation of the material as consequence. Vat-photopolymerization requires an
additional post-processing step due to the required supports on the print. Material jetting, on
the other hand, performs worse in terms of resolution and mechanical strength compared to
vat-photopolymerization, and has is even more limited in material choice due to the additional
resin viscosity requirements [28, 38, 39, 80–82, 86, 87]. Overall, vat-photopolymerization is the
most suitable technique for our design case: it meets all the requirements, it performs better in
terms of resolution, strength, and material selection than material jetting, and its disadvantages
such as slow printing rate and the requirement of post-processing can easily be overcome.

Stereolithography

The most used vat-photopolymerization technique is stereolithography. In SLA, a photocurable
resin is solidified upon irradiation with an ultraviolet (UV) light beam that supplies the required
energy to initiate a chemical reaction between monomers, forming a polymer (also known
as curing). The chemical reaction commonly used for SLA is an acrylate-based free radical
chain growth polymerization. The photoinitiator added to the resin generates free radicals upon
exposure to light with a wavelength to which it is reactive, upon which the radicals react with the
double bonds of the acrylate monomer in an additive manner, creating a radical monomer. The
radical monomer then reacts with another monomer to form a polymer chain, and the radical
is transferred to the added monomer. This reaction propagates, allowing the polymer chain
to grow in length. Termination of the polymerization reaction arises from chain combination,
disproportionation, or transfer. The mechanism of this reaction with a methyl methacrylate
monomer can be seen in Figure 2.4 [38, 78, 81, 88].
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Figure 2.4: Free radical chain growth polymerization of methyl methacrylate towards poly(methyl methacrylate)
using an unspecified photoinitiator. Ultraviolet light is indicated with ℎ𝜈. Adapted from Mazzucco [88]

By choosing a different acrylate monomers the material properties of the print can be influenced
(e.g. mechanical strength, flexibility and temperature resistance). For example, monomers that
can crosslink due to their high functionality (i.e. number of bonds that one monomer can
form) can be used to increase the mechanical strength of the product in all directions and
reduce the anisotropicity, but they can induce brittleness, higher shrinkage, and non-uniformity
as well. Monomers with higher molecular weights, on the contrary, can reduce shrinkage and
brittleness due to their lower reactive group concentration, but they increase the viscosity and
might require heating during printing. The addition of functional groups can be used to introduce
specific properties. Urethane groups, for instance, are able to align polymer chains via hydrogen
bonding, creating crystalline regions. The monomers chosen for the resin should, however, at
least be compatible with the SLA system used, meaning that vat life, viscosity, glass transition
temperature, and reactivity need to fall within the appropriate operating ranges [81, 86, 89, 90].

A typical SLA machine comprises a tank containing the liquid resin, a movable platform upon
which the print is built, a recoater blade, and an UV light generator and processing system
(Figure 2.5). The CAD model is first converted to a print model by a software which slices the
CAD model into independent binary images, including the printing path of the laser for each
layer. During the printing process the light beam is focused with lenses and mirrors, and is
scanned along the desired pathway in the XY plane given by the software, polymerizing a single
layer of the product. After one layer is printed, the platform is lifted up in the Z direction, a new
layer of resin is swept over the tray, and the platform is lowered again to one layer thickness
above the previous printing position. Then, a new layer is formed in a similar fashion, and the
process is repeated until the print is finished. A monomer conversion between 65–90 % ensures
that the polymerization reaction is not driven to completion yet after one layer is printed, creating
a semi-reacted state between two adjacent layers. This state allows for the formation of polymer
chains between the two layers, resulting in a high degree of covalent bonds in the Z-direction and
thus reduced anisotropicity. The high degrees of covalent bonds within one layer and between
adjacent layers together create a strong, dense, and sometimes even isotropic product [38, 80, 85,
89, 91, 92]. Since the resin does not completely cure during the SLA process, a post-processing
step is required. This comprises of washing the print with a solvent to remove unreacted resin,
and treating it with UV light and heat to cure unreacted sections [38, 80, 93, 94].

Process parameters such as the spot size (wavelength, focal length, and aperture) and penetration
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Figure 2.5: Schematic representation of the SLA 3D printing process and the isotropy between adjacent layers.
Adapted from Xometry Europe [91] and Formlabs [85].

depth (power and exposure time) of the laser, hatch style and spacing, scanning speed, sweep
period, layer thickness, and orientation of print affect the quality of the print. Most of these
parameters are already defined by the printer used, but layer thickness and orientation of the
print can be adjusted. A coarser set layer thickness will reduce the print time but will also
decrease the surface quality and the resolution. The orientation affects the amount of support
and number of layers required and thus influences the print time. The orientation also affects the
direction of anisotropicity of the product, as the layers printed parallel in the XY plane have the
highest lateral mechanical strength and the most dense (crosslinked) network [38, 86, 95].

2.4. Polymerization-induced phase separation
While 3D printing does provide control of the macrostructure, it does not allow for control over
the microstructure due to limited printer resolution. Surface modifications, such as treatment of
a 3D-printed electrode with chemicals, irradiation, or heat, can be used to increase the surface
porosity [18, 35, 43, 46, 96]. Fabrication methods used in the field of polymer membranes can
also be used to created micropores and thus increase the surface area. Of those methods, induced
phase separation is applicable to our setup: a porogen can be added to the monomer mixture, and
upon polymerization a three-component mixture arises, which spontaneously undergoes phase
separation [47, 97–99]. During the polymerization the polymer is solidified around porogen ag-
glomerates, creating a polymer matrix. This process is caused by the separation of the porogen,
which has a high solubility towards the monomer and a low solubility towards the polymer,
out of the monomer–polymer mixture as the monomer concentration decreases and polymer
concentration increases. This process gives rise to a matrix with a liquid porogen phase encap-
sulated by a solid polymer phase (Figure 2.6). The liquid porogen phase can be extracted out of
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the polymer matrix by washing with a solvent in which the porogen dissolves, but the polymer
does not. Subsequently, the solvent and dissolved porogen are removed from the polymer matrix
by evaporation. This results in a macroporous polymer matrix of which the size and distribution
of the pores correspond to the size and distribution of the porogen agglomerates in the mixture
(Figure 2.6) [27, 47, 97, 99].

UV LED

lensmirror

tank

platform

monomer

porogen

cured model

solvent

set up 
printing and phase 

separation extraction porous print

Δ

Figure 2.6: Schematic representation of a polymerization-induced phase separation whilst 3D printing, followed
by a porogen extraction by washing it with a solvent, and a solvent evaporation at elevated temperatures under

vacuum.

The microporosity can be controlled with the choice of porogen and the concentration of the
porogen in the resin, as it acts as a direct template of the pores obtained in the final product. A
porogen concentration results in a more porous polymer product with a higher surface area, but
also a lower density and a lower mechanical strength. The choice of monomer influences the
process as well, as the interaction with the porogen and the polymerization kinetics dictate the
course of the phase separation. A ternary diagram based on the Flory–Huggins solution theory
can give insight in the ease and course of the phase separation and the final polymer matrix.
The porogen should be chosen such that it is inert to both monomer and polymer, and that it can
easily be extracted from the polymer phase [27, 47, 100].
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Chapter 3. Methods and Materials
This chapter summarizes the conducted laboratory experiments. First, the materials and methods
used in general are given. Then, the scientific procedures used for each step in the synthesis
of the electrodes are elaborated upon, which are polymerization-induced phase separation, 3D
printing, and thermal treatments. Finally, the preparation and operation of both a non-aqueous
and aqueous symmetrical redox flow cell with the synthesized electrodes is explained.

3.1. General experimental procedures

Surface and elemental analysis

The structure and morphology of the surface and cross section of the prepared samples were
examined with a scanning electron microscope (SEM), which is able to produce high resolution
images on micrometer and nanometer scale. An elemental analysis was done with energy-
dispersive X-ray spectroscopy (EDS) and X-ray photoelectron spectroscopy (XPS), which gave
insight in the elemental content of a sample. For the SEM and EDS a JOEL JSM-IT100 was
used, for the XPS a Thermo Fischer Scientific K-Alpha. The non-conductive samples were
coated beforeanalysis with a thin layer of platinum using a JEOL JFC-2300HR for a duration
of 60 seconds and at a pressure (𝑝) of 40 mbar. The SEM images were subsequently analyzed
with the software ImageJ, using the threshold and measuring tools. Unfortunately, elemental
measurement techniques such as nuclear magnetic resonance spectroscopy, gas chromatography
and infrared spectroscopy could not be used on the carbonized samples, because they are not
soluble and are conductive.

Thermal analysis

A thermal gravimetric analysis (TGA) was used to assess the material’s thermal stability and
the mass degradation behvarior over a temperature range. The TGA was performed using a
PerkinElmer TGA 4000 apparatus or using a TA’s instruments TGA Q500 with a ramp rate of
10 °C min−1 and an O2 or N2 gas flow of 20 mL min−1.

Assessment of samples’ weight and size

The weight, size, and volume of the samples were measured before and after the synthesis steps.
The weight was measured with a Sartorius CPA3245S lab scale, which has a repeatability of ±
0.2 mg [101]. The size of the entire sample was determined by analysis of photographs, taken
with a smartphone or with the TOOLCRAFT USB microscope, with ImageJ. The volume (and
inherently the density) was measured using of the suspension method, in which Archimedes’
principle is applied [102]. This method is explained in Appendix A.

3.2. Photopolymerization, induced phase separation and extraction
The principles used in the experimental set-up for the polymerization-induced phase separation
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and carbonization are based on the work of Steldinger et al. [27] and Dong et al. [47].

Resin composition

The photocurable resin consists of (a number of) monomers, porogens, and a photoinitator. 2-
Hydroxyethyl methacrylate (HEMA), ethylene glycol dimethacrylate (EDMA), and pentaerythri-
tol tetraacrylate (PETA) (all from Merck chemicals) were used as monomers, which respectively
have functionality of two, four, and eight in the polymerization. The inhibitor was not removed
from the monomers, as the polymerization proceeded successfully without removal. Cyclohex-
anol (from Merck chemicals) and 1-decanol (made in house) (in the sample codes referred to as
cyclo and deca respectively) were used as porogen. Phenylbis(2,4,6-trimethylbenzoyl)phosphine
oxide (Irgacure 819) was used as photoinitiator. The structural formulas of the chemicals used
can be seen in Figure 3.1. The resin contained 0–30 wt% porogen and 4 wt% photoinitiator with
respect to the monomers. The components were weighed and mixed together into a resin in
amber sample vials. The resin was sonicated in Branson 5510 sonication bath for 30–60 min to
obtain a clear and homogeneous mixture. The resin was stored in a refrigerator and sonicated
again before each use.

PETA
quadfunctional monomer

EDMA
bifunctional monomer

HEMA
monofunctional monomer

1-decanol
porogen

cyclohexanol
porogen

Irgacure 819
photoinitiator

Figure 3.1: Structural formulas of components used in the photocurable resin,

Photopolymerization with induced phase separation and porogen extraction

The polymerization was performed with a 405 nm lamp and LED controller from THORLABS.
The light was placed in a black box inside a fume hood. A few droplets of the resin were pipetted
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on a cleaned glass plate inside this box, after which the polymerization and phase separation took
place when the resin was illuminated by UV light. The cured plastic sample was removed from
the glass and put in a sealed reagent bottle filled with the washing solvent (acetone, isopropanol
(IPA), ethanol, or xylene) for 24 or 48 h on a rolling bench. The extraction of the porogen and
solvent was then realized by means of a vacuum oven (Memmert) under various conditions.

3.3. 3D printing
To differentiate between identical looking samples, design elements such as text or shapes were
added such that it would not compromise comparison to the other samples.

Form 3 printer

The samples were printed with the 3D printer Form 3 of the company Formlabs, which uses the
SLA technology. It is equipped with a laser with a wavelength of 405 nm, a power of 120 mW and
a spot size of 85 µm, which results in a XY printing resolution of 25–300 µm and a Z resolution of
25 µm [103]. The laser is supported by a Light Processing Unit comprising of a system of lenses
and mirrors, which enables the printer to print accurate and repeatable prints [93]. The digital
models for the printer were created with AutoCAD software and were imported to the printer
with the PreForm software. The print resolution in the Z-direction was set in PreForm to 25 µm,
which is the highest possible resolution. The resin High Temp V2 was chosen as commercial
resin due to the properties it has as a thermoset, which enables the printed samples to keep
their shape upon heating. The resin is composed of the following trade secret components: a
methacrylate monomer (25–45 wt%), acrylate monomer (45–65 wt%), urethane dimethacrylate
(7–10 wt%), and a photo-initiator (<0.9 wt%) [104].

The post-processing is done with the Form Wash and Form Cure of Formlabs and is based on
the advise given by Formlabs for the High Temp V2 resin [105, 106]. The printed samples were
removed from their support platforms and were washed in IPA for five minutes. If required for
the experiment, the sample was cured under UV light at a temperature of 80 °C for three hours.

Printer’s performance

The performance of the 3D printer is measured for printed pins and holes with a square and
circular shape on plates with a thickness of 0.1–0.5 mm. The pins had a diameter of 80–250 µm
and the holes of 250–1000 µm. The pins and holes of equal size were printed with a spacing
of 100 or 500 µm. The accuracy of the printed elements was determined with a visual analysis
in the SEM combined with ImageJ, in which the diameters of the printed pins and holes were
compared to the set diameter in the digital CAD models. The precision of the printer was found
with the standard deviation of the average diameter of multiple printed pins and holes. The
sample size of the printed elements varied from 𝑛 = 12 to 𝑛 = 80, depending on how much of
the elements would fit onto one plate. The highest resolution possible for the printer was based
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set diameter

measured diameter

Figure 3.2: Analysis of the performance of the 3D printer. On the left and in the middle there are two CAD models
of plates with printed square and circular holes and pins respectively. On the right an example of an ImageJ

analysis of a SEM image of printed holes is given

on the measured accuracy of the printed rods and holes. A printed hole was deemed successful
when the diameter deviated not less than 50% (arbitrarily chosen) of the set diameter. Hence,
(partially) were indicated unsuccessful. In this way, the highest possible resolution for the holes
and rods could be determined. An example of the CAD models and the image analysis can be
seen in Figure 3.2. Lastly, the effect of the post-process treatments (washing and UV-curing)
and print orientation (horizontal and vertical) were analyzed visually in the SEM.

3.4. Thermal treatments
The plastic samples undergo two to three thermal treatments before they can be used as a
conductive electrode, namely an oxidation, a carbonization and another oxidation. The optimal
duration and temperature of the those treatments were tested with open structured samples
printed with the High Temp V2 resin. A TGA on the material was performed so to assure safe
operating conditions and to confirm that the material is able to carbonize without 100% mass
loss. Unfortunately, the tubular oven used for the carbonization went out of function during this
thesis, so only a limited amount of electrodes could be carbonized and tested.

Equipment and methods

The samples for the heat treatment experiment were printed with the High Temp V2 resin in
square 3D grid structures with 0.1 mm rods thick and 1 mm holes (see Figure 3.3). However,
the study on the resolution of the Form 3 revealed that the rods are printed with a diameter
of on average 237 µm, so set diameter of the rods in reality will be larger. The carbonization
requires an open structure, since trapped gas will explode out of dense structures, leading to
severe deformations. Various shapes surrounding the grid structures were used to differentiate
between pre-treatments. The diamond shaped prints were only washed, the squares washed and
UV-cured, the circles washed and oxidized, and the rectangles washed, UV cured and oxidized
(Figure 3.3). The duration of the oxidation was indicated with additional square grid extensions,
in which one extension represented one hour of thermal treatment.

In the first oxidation step a Memmert oven at 250 °C under atmospheric air was used for 1–5 h.

3D-printed electrodes for redox flow batteries 20



Chapter 3 Methods and Materials

no UV curing
no oxidation

no UV curing
1-5h oxidation at 250°C

UV curing
no oxidation

UV curing
1-5h oxidation at 250°C

Figure 3.3: CAD model of four samples that undergo a different treatment before carbonization

For the carbonization step the tubular oven Carbolite TZF 12/75/700 was used, flushed with
nitrogen at a temperature ranging from 650 to 850 °C for a duration of 1 to 5 h. The maximum
temperature of 850 °C was defined by the oven. The accuracy of this furnace was not optimal,
since an overshoot of 10 °C or a different ramp rate could easily occur. For the second oxidation
step a Naberthem muffle oven model C290 or P300 was used at 450 °C for 0.5–12 h under air.
All heat treatments had a ramp rate set to 10 °C min−1.

Sample analysis

The oxidized and carbonized samples were first examined in terms of change in dimension,
weight, volume and density. Unfortunately, it was not possible to perform the measurements for
the volume and density of the carbonized samples; the density was lower than the density of
water or IPA, so the samples did not sink. Other volume measurements such as the overflow or
level method also could not be used, since they require immersing the sample in a liquid as well.

The wetting of the samples was investigated qualitative by placing the samples in small vials filled
with water or acetonitrile on a rolling bench. After 1 h and 24 h the wetting of the sample was
checked visually, in which the wetting was assessed as ’good’ if the sample sunk. A quantitative
contact angle measurement was not possible due to the grid structure of the samples; the small
holes altered the shape of the droplets significantly.

The electrical conductivity of the carbonized samples could roughly be determined by measuring
the electrical resistance upon an applied current. To do so, the sample was placed on top of two
measuring leads (gold) connected to a Voltcraft VC130-T resistance meter (see ??). A non-
conductive sample was placed on top to ensure proper contact. The average resistance, measured
as the applied voltage over the applied current, was defined as the electrical resistance (R) of
the sample. The material’s conductivity (𝜎) is the inverse of the material’s electrical resistivity
(𝜌), which is related to the resistance. As can be seen in Equation 3.1, this relation includes the
length and the cross sectional area of the sample. However, even though the measuring leads are
located at a defined spacing, it is not possible to control the length and area due to the curvature
and grid structure of the samples. Hence, this method can only be used qualitatively to obtain an
indication of the conductivity. Better measurement techniques, such as using crocodile beaks,
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could not be performed due to the brittleness of the samples.

Figure 3.4: Conductivity test of a carbonized sample
placed on two golden leads connected to a resistance meter

𝑅 = 𝜌
𝑙

𝐴
=
𝑉

𝐼
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𝜎 =
1
𝜌

3.2

Lastly, a study was done to the limitations with the carbonization of plastic thermoset samples.
Different shaped samples were carbonized for 1 h at 850 °C and were visually checked for shape
deformations due to an explosion of trapped gas. The variation in shape included dense plates
with thickness varying from 0.1 to 1.0 mm, square grid structures with a 1.0 mm wide hole and
square rods varying in thickness from 0.4 to 1.5 mm, and square grid structures with holes with
a width from 0.5 to 1.3 mm with square rods of either 0.3 or 0.4 mm in diameter.

3.5. Electrochemical tests

Shape and structure of the electrode

The shapes and structure of the printed electrodes were varied so that the effect of induced mixing
could be studied. Four different shapes were used for the rods in the square grid structure: square,
circular, triangle and square with a helical twist (Figure 3.5. The diameter of the rods and the
holes in the grid were designed in such way that the surface area and the electrode porosity
were equal for each electrode. This was done based on a calculation, provided in Appendix A.
Furthermore, square grid structures with square rods were printed in a horizontal, diagonal
and vertical fashion, so that the effect of the anisotropicity of the print can be evaluated. The

Square
XYZ = 0.9 : 0.9 : 0.9 mm

Thickness = 0.3 mm 

Cylindrical
XYZ = 0.72 : 0.72 : 0.72 mm

Thickness = 0.48 mm 

Square helix spiral
Dimension equal to square
Helix twist has per unit a 

90° rotation 

Triangle
XYZ = 0.81 : 0.81 : 0.81 mm
Thickness = 0.48 mm

Figure 3.5: CAD models of four electrodes with an equal grid structure but differently shaped rods
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electrodes were oxidized for 5 h at 250 °C, carbonized for 1 h at 850 °C and optionally oxidized
again for 1 h at 450 °C.

Redox flow cell

The thermally treated electrodes were tested in a single electrolyte flow cell configuration. A
schematic of the assembly can be seen in Figure 3.6, the flow cell configurations can be seen in ..
... A FreudenbergH23 carbon cloth (Fuel Cell Store) with an uncompressed thickness of 210 µm
and a porosity of 80% was used as received as the reference electrode [58]. All the electrodes
were cut to 1.7 cm × 1.5 cm, which results in an external area of 2.55 cm2. The non-aquous
electrolyte solution was prepared with 0.1 M 2,2,6,6-Tetramethylpiperidin-1-yl)oxyl (TEMPO·,
Sigma Aldrich 98%) and 0.1 M 2,2,6,6-Tetramethyl-1-piperidinyloxy-oxo (TEMPO+) hexaflu-
orophosphate (synthesised in house) as redox couple and 1.0 M tetrabutylammonium hexaflu-
orophosphate (TBAPF6, Sigma Aldrich >99%) as supporting salt, all dissolved in acetonitrile.
Daramic 175 (SLI Flatsheet Membrane, 175 µm) was used as membrane for this system. The
aqueous electrolyte solution was prepared with 0.1 M ferrous chloride hydrate (FeCl2 · 4 H2O,
98%, Sigma-Aldrich) and 0.1 M ferric chloride hydrate (FeCl3 · 6 H2O, 97%, Sigma-Aldrich)
as redox couple and 1.0 M sodium chloride (NaCl, ≥99.0%, AkzoNobel) as supporting salt, all
dissolved in deonized water. The Nafion 211 membrane (Fuel Cell Store, 25.4 µm) was used for
this system.

The flow cells were assembled by stacking the following items on top of each other: a Teflon
body, to which nipples are connected which distribute the liquid and in which O-rings are placed
which prevent leakages; a current collector with an embedded flow field, to which an electricity
connector is screwed; Teflon gaskets, which control the compression with their incompressible
thickness; the electrode cut to size of the gasket; a membrane larger in size than the electrode,
so that mixing of the electrolytes is prevented; another electrode and gasket; another current
collector; and another body with nipples and O-rings. The stack is secured together with assembly
pins and bolts and screws, of which the latter are fasted in a stepwise fashion to a compression
of 2 N m, so that proper contact between the elements is ensured and leaking is prevented. The
stack is connected to the electrolyte tanks with LS-14 tubes. The electrolyte is pumped with a
superficial velocity (𝑣𝑒) of 0.5, 1.5, and 5.0 cm s−1 through the cells with a Masterflex L/S Easy-

Research group Membrane Materials and Processes

Body Flow field
Current collector

GasketElectrode

Membrane

Nipple

Figure 3.6: Schematic representation of an assembled and disassembled redox flow cell [107]
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Load II pump. Different velocities are measured in descending flow rate order so to account for
differences in the electrode thickness. The velocity was calculated according to Equation 3.3 , in
which 𝑄 is the volumetric flow rate (m3 s−1), 𝑡𝑒 is the compressed electrode thickness (m) and
𝑤𝑒 is the electrode width (m). The electricity collectors are connected to the Biologic VMP-300
potentiostat.

𝑣𝑒 =
𝑄

𝑡𝑒𝑤𝑒

3.3

The electrochemical experiments were performed in a discharge mode in a single electrolyte
configuration (see Figure 3.7 and Figure 3.8 for the non-aqueous and aqueous flow cells respec-
tively). The same reaction occurs on both side, so there is no net reaction, and the OCV becomes
nearly zero. Polarization curves were obtained by applying a constant voltage of 0.05 V for 1 min
and measuring the responding current over a voltage range of 0.0–1.0 V. The resistance of the
cell was measured with an impedance spectroscopy at OCV with an amplitude of 10 mV and a
frequency range of 1–100 kHz with 8 points per decade, 6 measurements per frequency and a
waiting time of 0.10 period before each frequency.

Figure 3.7: Schematic representation of a single
non-aqueous electrolyte flow cell configuration

containing TEMPO/TEMPO+ [18].

Figure 3.8: Schematic representation of a single
aqueous electrolyte flow cell configuration containing

Fe2+/Fe+3 [20].

Three electrode cell set-up

In order to study the kinetics of the material, an attempt was made to perform a three electrode cell
experiment on the carbonized electrodes. Unfortunately this experiment failed, as the crushed
electrode could not bind with the binder. This was most likely because the particles in the crushed
powder were still to large.
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Chapter 4. Results and Discussion
In this chapter the results of the conducted experiments as described in Chapter 3 are presented
and discussed with respect to the theory and values found in literature. The order of this chapter
follows the synthesis of the electrodes in chronological order, which is the polymerization-
induced phase separation, 3D printing, thermal treatments, and electrochemical performance.

4.1. Microporosity via polymerization-induced phase separation
In theory microporosity can be achieved by mixing an inert porogen with a liquid resin and
extracting it after the polymerization is complete. In this section the this concept is investigated
in practice. A visual qualitative analysis with the SEM is used to see if pores are present on the
surface and/or in the bulk of the plastic. The latter is done usinga cross section of the sample. The
extent of the extraction is quantified with a TGA. The weight loss of untreated pure PETA and
untreated PETA with porogen together form the porogen extraction phase, which is indicated in
red (see Figure 4.2 for an example). If the weight loss of the samples in which the porogen is
extracted with a treatment lies near or higher than this phase then the extraction was successful,
as all the porogen is removed. If it lies in the red phase, then solvent or porogen were still present
after the extraction treatment. Attention should be given to the composition of the samples as
well. The porogens are added as weight percentage of PETA. The composition of the mixture lies
is thus different: 10 wt% porogen forms 9.1 wt% of the total mixture, 20 wt% forms 16.7 wt%
and 30 wt% forms 23 wt%.

Polymerization of the resin

Three polymers made with different acrylate monomers were tested with a TGA on whether they
are suitable as resin. The total weight left at 850 °Cfor HEMA, EDMA, and PETA are 1.8 wt%,
1.8 wt% and 8.8 wt% respectively. PETA is the only monomer with a substantial mass left after
the carbonization. This indicates that it polymerizes to a thermoset – as is required for this resin.
It performs even better than the High Temp resin, which holds 4.7 % of its weight. The TGA
can be seen in Figure C.1 in Appendix C. These results are attributed to the high functionality
of PETA (eight covalent bonds per monomer) compared to HEMA and EDMA (two and four,
respectively). Monomers with a functionality of three and higher can form a thermoset due to the
ability to crosslink, and the thermoset quality improves with a higher crosslinking density. The
strong covalent bonds formed between polymer chains during crosslinking hold upon application
of heat, while the regular non-covalent between the chains do not, and break down easily [78,
90, 108]. Based on these results, PETA is chosen as monomer used for the resin.

During the polymerization of the porogen and resin mixture, a phase separation takes place.
Upon decrease of monomer concentration, the porogen is extracted out of the monomer phase
in which it can dissolve, into the polymer phase in which it is insoluble. Hence, a polymer-rich
and a porogen-rich phase arise [47, 109–111]. These phases can clearly be seen in the two
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PorogenMonomer

100μm

10μm

Figure 4.1: Image taken with a SEM at a 500x (top left) and 5000x (bottom left) magnification of a cross section
of polymerized PETA + 30 wt% 1-decanol washed for 24 h with acetone, and an illustrative example of various

phase separating pathways in a ternary diagram (right), adapted from Nijmeijer [109].

left images of Figure 4.1. They display the cross section of a polymerized matrix of PETA
and 30 wt% 1-decanol, which was washed out with acetone. The visible pores are formed by
the agglomeration of porogen in droplets during the phase separation, which open up after the
extraction. The pores show a clear dispersion in both the distribution (top left image) and size
(bottom left image). The agglomerates are formed in a response of an increase of the Gibbs free
energy due to the change in monomer and polymer concentration. By merging into droplets, the
porogen reduces the area with the polymer and thus reduces the unfavorable interface tension
[109–111]. This process is illustrated in the ternary diagram on the right of Figure 4.1. The
binodal and spinodal line form the transition of the monomer-polymer-porogen mixture from
stable to metastable and from metastable to unstable respectively. The lines indicate how the
volume fraction of the components changes, which is also known as the pathway. This pathway
determines the outcome of the polymer matrix and is influenced by the initial composition and
the speed of the phase separation - in this case thus by the UV light intensity in the resin [47,
109–111].For this case, pathway C is required, as it will open up the polymer and gives the
electrolyte easy access to many pores - and thus to a large surface [26, 47]. In the sample of
Figure 4.1 a binodal decomposition took place, in which demixing between the liquid monomer-
porogen phase occurs, before the spinodal demixing with the liquid and solid phase separation
occurred. Hence, the porogen already was able to form and grow nucleus, which became larger
well dispersed droplets in the polymer matrix [109, 110].

Porogen selection

Two porogens mixtures, 30 wt% cyclohexanol and 30 wt% 1-decanol, were polymerized with
PETA. The results can be seen in the top and bottom solid boxes of Figure 4.2 respectively. The
SEM photos show that cyclohexanol failed to form distinctive pores upon the phase separation,
whereas 1-decanol did form pores. This applies for both the cross section and the surface.
Various tested extraction and evaporation methods gave similar results, those can be seen in
Figures C.2 to C.4 in Appendix C. The dashed contoured box on the right shows the results of
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Figure 4.2: Surface image taken with a SEM at 5000× magnification and a TGA of polymerized PETA + 30 wt%
cyclohexanol (top left) and PETA + 30 wt% 1-decanol (bottom left) washed with acetone for 24 h. The surface

image and ternary diagram (Δ𝐺𝑚𝑖𝑥 normalized) of the phase extraction of 30 wt% PETA + 20 wt% EDMA with
50 wt% cyclohexanol or 50 wt% 1-decanol of Dong et al. [47] can be seen on the top and bottom right respectively.

Dong et al. [47], who polymerized a resin with the same porogens but with HEMA and EDMA
as monomers. Based on the ternary diagram it is clear that 1-decanol has less affinity with the
acrylate monomers than cyclohexanol, which results in a quicker and faster phase separation.
The unstable phase indicated with the spinodal is reached almost immediately for 1-decanol,
but is not for cyclohexanol. Furthermore, the change of the free energy of mixture (with Δ𝐺𝑚𝑖𝑥

normalized) is much more severe. Thus, the driving force to separation is greater compared to
cyclohexanol [110, 111]. This is reflected by the significantly larger pores formed by 1-decanol
in their polymer matrix [47]. These findings could explain why 1-decanol does form visible
pores in a PETA based polymer matrix, and why cyclohexanol does not. Because even though
Dong et al. [47] do not use the exact same resin, their results do give a clear indication on how
the porogens interact with acrylate based monomers.

A closer inspection of the TGA results reveal that less cyclohexanol is present in the polymerized
mixture then when it was mixed in the monomer resin. The weight difference between untreated
pure PETA and untreated polymerized PETA + 30 wt% cyclohexanol is 7.5 wt% at 300 °C, whilst
it should have been 23 wt% (the concentration of the porogen in the resin before polymerization).
1-decanol performs better with weight difference of 17.6 wt%. The difference in weight for both
porogens is most likely due to the fact that some of the porogen is completely pushed out of the
polymer matrix during the polymerization-induced phase separation, instead of being pushed
into agglomerates inside the matrix (which form the pores) [109, 110]. The samples were a bit wet
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after the polymerization, which is most likely the porogen, so this hypothesis is very reasonable.
Because the phase separation occurs slower and more graduate for cyclohexanol compared to
1-decanol, it reasonable to argue that it can diffuse out of the polymer-monomer matrix more
easily, giving rise to smaller agglomerates, and thus less porogen present inside the matrix as
well [47, 109–111]. Another hypothesis is that the porogen is pushed out of the polymer matrix
during the shrinkage induced by the polymerization. Cyclohexanol could therefore experience
a higher pressure to be pushed out than 1-decanol due to the smaller pore size. Evaporation of
the porogen after the polymerization and phase separation is completed could have resulted in a
weight loss as well, which is not detected by the TGA. Based on these results it was decided to
continue with 1-decanol as porogen.

Porogen concentration

The SEM images of the extraction of 10 wt% (top), 20 wt% (middle) and 30 wt% (bottom) 1-
decanol from polymerized PETA with an acetone wash of 24 h shows that more pores are formed
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Figure 4.3: Image taken with a SEM at 5000× magnification of surface (left) and cross section (middle) and TGA
(right) of polymerized PETA + 10 wt%- (top), + 20 wt%- (middle) and + 30 wt% 1-decanol (bottom)
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at a higher porogen concentration - as is to be expected (Figure 4.3). The brittleness also increases
for increasing porogen concentration, to a point that the plastic samples of PETA + 30 wt% 1-
decanol broke upon touch. Once again, the weight loss of the untreated polymerized samples
with porogen does not match the weight of the porogen mixed into the monomer resin. At 350 °C,
the weight difference between untreated pure PETA and untreated polymerized PETA + porogen
is: 0 wt% for PETA + 10 wt% 1-decanol, 7 wt% for PETA + 20 wt% 1-decanol, and 18 wt% for
PETA + 30 wt% 1-decanol. This can again most presumably be attributed to the arguments given
for cyclohexanol: 1-decanol separates during the phase separation to agglomerates inside the
polymer matrix and to a layer on top of the matrix; 1-decanol is pushed out of the agglomerates
during the shrinkage of PETA polymerizing; 1-decanol already evaporated to an extent before
it was tested in the TGA [109, 110]. Regarding the phase separation, the spinodal in the ternary
diagram of 1-decanol (Figure 4.1) reveals that the interaction between 1-decanol and an acrylate
is less favorable for 30 wt% then for 10 wt%. If the Gibbs free energy is higher, then the driving
force for separation is higher as well. This results in less time to establish an equilibrium and
reduce the interface tensions for the porogen agglomerates. Hence, they will gather in droplets
inside the polymer matrix before they had a chance to gather into a layer on the outside of
the matrix [47, 109, 110]. It can be concluded that the porogen extraction with washing in
acetone for 24 h, washing followed by an evaporation at 20 °C and 30 mbar for 24 h, and washing
followed by an evaporation at 200 °C and 30 mbar for 24 h went successfully: they all lie in the
TGA near or above the porogen extraction phase, indicated in red (Figure 4.3). The SEM images
of these extraction methods can be seen in Figures C.5 to C.8 in Appendix C. The extraction
is discussed more elaborate in the next three sections. Overall, due to sufficient pores and a
minimized brittleness it was decided to continue with the resin PETA+20 wt% 1-decanol.

Porogen extraction

Polymerized PETA + 20 wt% 1-decanol was first washed for 24 h in acetone in order to extract
the porogen. Acetone was then removed with three different evaporation methods, of which the
results can be seen in Figure 4.4. The evaporation at 20 °C and 200 °C at 30 mbar extracted the
solvent and traces of porogen out of the polymer matrix successfully, visible by the pores on
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Figure 4.4: Surface image taken with a SEM at 5000× magnification of PETA + 20 wt% 1-decanol washed with
acetone for 24 h (left), and three different evaporation treatments (right).
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the surface. A higher temperature gives rise to more pores on the surface when compared to the
mere washed sample. This is as expected, since more added energy results in a faster and more
extensive evaporation of the solvent and porogen [112, 113]. The porosity of the samples is
however loss during the evaporation treatment at 250 °C at 1 atm. The surface and cross section
(see Figures C.5 to C.8 in Appendix C) are completely smooth, whilst porosity was formed after
the wash treatment. The loss in porosity is attributed to the oxygen present in air in atmospheric
conditions: the combination of oxygen and heat causes thermal oxidation, which alters and
breaks down the polymer [73, 75, 76, 114]. This effect is discussed more indepth in Section 4.3.
Overall, the evaporation of solvent from the polymer at 200 °C and 30 mbar was chosen as most
favorable extraction method after a 24 h wash in acetone.

Solvent selection

The extraction of the porogen by washing it for 24 h or 48 h with a solvent and evaporating
the solvent for 24 h at 200 °C and 20 mbar was tested with four different solvents: acetone
(Figure 4.3), IPA, ethanol and xylene (Figure 4.5 left, middle, and right respectively). The TGA
reveals that every solvent was removed during the evaporation step (Figure 4.3 for acetone and
Figure 4.5 for the rest). However, the extraction with IPA, ethanol and xylene is not successful
based on their SEM images, as no pores are visible on the surface. Ethanol and xylene did
manage to extract the solvent and porogen out of the bulk of the sample, based on their cross
section images (Figures C.11 to C.14 in Appendix C). IPA on the other did not show pores on
either the surface or cross section. This is against expectations and contradictory with the results
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Figure 4.5: Surface image taken with a SEM at 5000× magnification and TGA of PETA + 20 wt% 1-decanol
washed for 24 h with IPA (left), ethanol (middle), and xylene (right).
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of the TGA, so this should be confirmed with a duplo or triplo experiment. Furthermore, the
samples which were washed with acetone and xylene twice showed against expectations less
pores on the surface, whilst the success of the extraction based on the TGA remains the same.
The samples washed with ethanol twice did show more pores on the surface.

The success of the extraction with acetone can be attributed to its ketone group: it forms a
hydrogen bond with the alcohol group of 1-decanol, and is slightly repelled by the 𝛿− ester
group of the polymerized PETA [78, 115]. Hence, the interactions are most favorable between
the solvent and porogen, not with the polymer matrix. IPA and ethanol on the other side can form
hydrogen bonds with the ester groups of PETA, and are therefore in competition with 1-decanol
[78, 115]. Xylene can bind the alcohol group of 1-decanol by means of hydrogen-bonding to
its aromatic ring, giving rise to extraction. However, 𝜋-hydrogen bonds are several kcal mol−1

weaker than regular hydrogen-bonds [115]. Furthermore, all the four solvents have a favorable
vapor pressure below atmospheric pressure, indicating that they evaporate easily. Their surface
tension with air are similar as well, and their boiling points (56–139 °C) were all below the
evaporation temperature of 200 °C [116]. Thus, no explanation on the success rate of extraction
of the different solvents could be found in these physical properties.

Based on this information, it can be hypothesized that all four solvents do extract the porogen
successfully (see the TGA’s), but only acetone could be evaporated completely out of the
matrix due to repulsive hydrogen-bonds with PETA, whilst IPA, ethanol and xylene could not
completely be evaporated due to attractive hydrogen-bonds, forming a small layer on top (see
the SEM images). This small layer is clearly visible in the SEM images of the surface and
cross section of an extraction with a 24 h wash with ethanol and a 24 h evaporation at 200 °C
at 30 mbar (Figure 4.6): the partially rough surface of the merely washed sample becomes
completely smooth after the evaporation of ethanol out of the polymer matrix. The evaporation
of the solvent from the bulk of the polymer to the atmosphere requires that the droplets diffuse
from the bulk to the surface and evaporate from the surface into the air [117]. The resistance of
solvent evaporation remains fairly constant during the process of drying, but the resistance of
the solvent transport increases for a decreasing solvent concentration. The resistance of the last
few droplets from the bulk to the surface is in the end so high that the diffusion rate becomes
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Figure 4.6: Image taken with a SEM at 500× magnification of the surface and cross section of polymerized PETA
+ 20 wt% 1-decanol washed with ethanol for 48 h (left), and washed and evaporated at 200 °C at 30 mbar (right).
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exceptionally slow - so slow that the droplets remain near the top layer of the polymer matrix
[117, 118]. The rough structure and large surface of the pores do influence the wetting with
the solvent as well, but it is not possible to provide a hypothesis on this effect due to limited
information on the surface and interaction parameters.

Another hypothesis on the formation of the layer on the surface is that the either the heat or
solvent change the chemical composition of the polymer matrix. However, this hypothesis is less
likely: if either the heat or solvent would have altered the matrix, then the loss of pores should
have been visible in both the cross section and surface, as was the case for the evaporation at
250 °C under air (Figure 4.4, right). It is furthermore not likely that the solvent and heat alter
the polymer on the surface only, without changing the polymer in the bulk. It is namely certain
that the heat and solvent can reach both the bulk and surface - otherwise no extraction would
have taken place in the first place. However, no information could be found on possible reactions
with the polymer and the solvents at elevated temperatures, so this hypothesis cannot be ruled
out. Based on the results it is clear that the extraction of 20 wt% 1-decanol out of polymerized
PETA can be done successfully with a washing treatment with acetone for 24 h, followed by an
evaporation treatment at 200 °C at 20 mbar.

4.2. Macroporosity via 3D printing
First the accuracy, precision and resolution with which the Form 3 can print holes and pins is
investigated based on the analysis of 83 SEM photos.

Printed holes of Form 3

The left photo of Figure 4.7 shows printed round and square holes which had in the CAD model
a set diameter of 450 µm and a spacing of 100 µm. The Form 3 has difficulties with printing
holes, as it printed some holes partly (B) or not at all (C), and failed to print the shapes uniformly.
The successfully printed holes (A), defined as successful if the diameter is at least 50% of the
set diameter, form the minority of the attempted printed holes. On top of that, the successfully
printed holes are smaller in size than the set diameter in the CAD software, which is indicated
with the red circle. This is due to fact that resin of the plastic regions adjacent to the holes
polymerized outside its given boundaries, which decreases the size of the hole. For the sample in
this image, the diameter of the holes are on average 313 µm and 201 µm for the round and square
holes respectively, both significantly smaller than the set 450 µm. The success rates are 87% and
10% for respectively the round and square holes in this sample, and both shapes resemble more
than not a circle.

The deviations in the measured size is systematic for all the holes printed, regardless the
diameter, shape and spacing, as they all have a smaller measured diameter than set (Figure 4.8,
left). The larger holes shows a smaller deviation ((∼100 µm) than the smaller holes (∼150 µm).
Furthermore, smaller holes and holes printed at a smaller distance from each other are printed
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more poorly or even not at all (Figure 4.8, middle). Noteworthy is that the absolute deviation
of the sum of the hole and the solidified space between the holes very small: the smaller size
of the hole is compensated with a larger solidified section in between, resulting in an overall
correct dimension. For example: holes placed 100 µm apart were printed with a diameter that
was 162 µm smaller than set, whereas the space in between was printed 177 µm too large. This
trend can be seen in Figure B.1. The Form 3 can print holes with a diameter of 500 µm or larger
successfully - holes with a smaller diameter would be printed to small or get clogged (Figure 4.8,
middle). The holes that are spaced with 100 µm are printed less successful than those that are
500 µm apart.
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Print lines

Contamination
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Figure 4.7: SEM image of printed round and square holes of with the diameter set to 450 µm (left) and round pins
with the diameter set to 80 µm (right) on a plate of 0.5 mm thick. Additional indications are added in color

Printed pins of Form 3

Form 3 does print pins successfully. The photo on the right of Figure 4.7 shows printed pins
which have on average a diameter of 232 µm, whilst they were set to have a diameter of 80 µm at
a spacing of 500 µm. This shows again that resin is polymerized outside the set boundaries from
the CAD model. Both the round and the square printed pins have a circular shape, although not
perfectly round. They are therefore combined into one dataset for the quantitative analysis. The
deviations in the measured size is systematic for all the printed pins (Figure 4.8, right), as all
the pins have a larger diameter compared to their set diameter. The overshoot however decreases
with an increase in the set diameter. The resolution of Form 3 to print pins is 250 µm.

Print precision and accuracy of Form 3

The precision of the Form 3 is good, as opposed to the accuracy, given the small error bars
of the measured diameters of the printed holes and pins (Figure 4.8, left and right). These
deviations observed are reported in literature as well: holes with diameter smaller than 500 µm
are not printed at all or not printed successfully [119], a print deviation for pins of ∼140 µm was
measured for the Form2 [120], and print deviations were relatively the largest for the smallest
prints [119, 120]. Furthermore, the printed holes resembles the same pattern as the print pathway
generated from the print model (Figure 4.9). This, in combination with the small deviation the
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size of the holes plus solidified area in between, indicates that the precision of the Form 3 is
good, but the execution and thus the accuracy is not.

Lastly, there a few other noteworthy observations from the SEM photos taken. In the photo
on the left of Figure 4.7 the line of the laser, which has a spot size of 85 µm, can clearly be
distinguished in between the holes (indicated with the yellow circle). In the orange frame in
the photo on the right some contaminations are visible, which appear to be solidified resin as
well. At a high magnification of the surface of an horizontally printed sample small spots of on
average 2 µm large are visible (Figure 4.9).

Figure 4.8: Measured performance of the Form 3 on printing accuracy on pins (left) and on holes (right), and the
success rate of printing holes (right). The shape and spacing of the holes is indicated in the legend.

The deviations of the printed diameter of the holes and pins from the model can be caused by
numerous flaws in the printing process. Although not many studies are performed on the exact
influence of specific elements of the printing process on the accuracy and precision, there is a
general consensus on causative factors arising from the software, hardware and resin [92, 121,
122]. The likeliness of these factors on the deviations observed will be, based on indicative
studies, discussed next.

Flaws in the design

A 3D product is designed and translated to a readable file for the printer making use of software.
The design has an influence on how successful the product will be printed: the SLA print
technique is not very well suited to print overhanging parts, cups, or small and unsupported
details [121, 123]. Formlabs recommends to print holes with a diameter ≥500 µm, and pillars
≥200 µm, with a maximum overhang of 29 mm [124]. The outcome of the results is in line with
these recommendations.

The orientation of the product with respect to the print platform chosen by the user also affects
the accuracy. Literature reports that the highest accuracy will be achieved if among other things
the number of horizontal faces in the XY direction and the number of holes with their axes in the
Z direction are maximized [92, 119, 123]. Holes and pillars printed under an angle show larger
deviations in the size and shape, in which the largest deviations was measured for an angle of 90°
[92, 119, 123]. Thus, the orientation of the print with respect to gravity is important, most likely
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due to unconverted resin on the sample that is pulled in a downwards direction, after which it is
polymerized during the curing of a new layer. The prints used for this experiments fulfill these
conditions, so an incorrect orientation will not be the cause of the inaccuracies. Formlabs on the
other hand recommends for flat surfaces a horizontal tilt of 10–20° for the best success rate, as
it decrease the surface area of each layer and reduces the contact area with the tank [125].

Flaws in the software and settings

During the translation of the CAD model into the print file, various errors which diminish details
and thus accuracy of the final print can occur. These errors are among other things incorrect
slicing, tessellation and inaccurate rendered printing pathways [121, 123]. Especially uniform
rendering and slicing methods, as opposed to adaptive methods, are prone to flaws: the method
can be too rough for translating small elements, which causes loss of detail in the print file and
eventually the printed product [121, 123]. The print pathways shown in Figure 4.10 does however
circumference the correct shape and resemble the CAD model. The prints in Figure 4.7 also
show that the pattern of the pathway is printed correctly. The execution of printing the pattern is
however sloppy. Thus, the software can be ruled out as causation for the observed deviations.

Figure 4.9: SEM image of a
printed sample

Figure 4.10: Laser pathway of
print file

Figure 4.11: Curing width and depth of two
consecutive laser hits overlapping [126]

Print settings including the layer thickness, hatch spacing and overcure, exposure time, lifting
height and speed, and print delay are important for the printer’s accuracy. These settings influence
the control on the photopolymerization, as they determine the amount of energy of one UV hit,
the depth of polymerization of one hit, and the precision of the pathway of the laser [27, 92, 121,
122, 126]. Of these settings only the layer thickness can be adjusted by the user for the Form 3,
which was set to the highest accuracy (25 µm) [103]. Formlabs provides no information on the
other settings. The pathway in Figure 4.10 shows that the laser circumvents each hole, resulting
in that the section between the holes is cured twice. With a laser width of 85 µm one would thus
expect that the section between the holes (which is set to 100 µm) will have a width of 170 µm
if the laser is not allowed to cure on section twice (so 2×85), less if the adjacent laser pathways
do overlap [93]. However, the measured width is on average 278 µm, much larger than expected.
Thus, the print pathway does not explain the observed deviations in accuracy. The print pathway
does however confirm that the precision of the printer is high, as was mentioned already earlier.
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Flaws in the polymerization process

During the photopolymerization light penetrates the resin and activates the initiator, generating
radicals. The spot size of the laser beam does however not exactly translate to the shape and
size of the polymerized sample. The curing accuracy, which is related to the curing depth and
curing width, is influenced by the laser (spot size and penetration depth), the resin (UV refraction
and absorption, rate of polymerization, viscosity and scattering of added components) and the
interaction between the two [92, 126–128]. The polymerization process in the resin is, although
seemingly simple, complicated to decipher: polymerization kinetics, homogeneity of initiator
and monomer concentration, layer adhesion, and environmental conditions vary in and between
the layers [92, 129]. During the propagation, the resin (a mixture containing monomer and
polymer) becomes more viscous due to an increase of crosslinking, resulting in a rubbery and
eventually glassy state. In these states, the polymerization rate goes down, and the reaction rate
becomes diffusion controlled instead of kinetically controlled [78, 128, 129]. Furthermore, the
oxygen present in the mixture acts as an inhibitor by quenching the radicals, slowing down the
overall reaction rate and allows a fresh layer of resin always to be present below the printed part.
This leads to smaller polymerized particles and a lower monomer conversion [128–130].

The single dots of ∼2 µm visible on the surface of a 3D-printed sample (Figure 4.9) could
resemble polymerized regions initiated by single UV hits. Several papers mention an ultimate
resolution of SLA of 1 µm, although it is not specified what this resolution is based on [131,
132]. Based on the research of ASML, one can conclude that this resolution is defined by the
ultimate resolution of an UV laser beam [133]. This resolution is however equal to the size of
the single polymerized dots. Hence, it is likely that the initiation and propagation of one single
UV hit is contained to 2 µm, but this cannot be stated with full certainty. If this is the case, then
rapid propagation can be excluded as the cause of the large deviations reported in the results.

It is hypothesized that the effect of crosslinking and additional curing between polymer chains
generated by different UV light spots could possibly increase the width of the cured region.
Furthermore, there is a possibility that small polymer chains (oligomers) are already present in
the resin [128]. If those chains crosslink with each other, very large chains can arise. Although
this is a likely explanation for small deviations observed in the accuracy, no statement can
be made on whether this can cause deviations on the scale of 100 µm. Randomly distributed
uncontrolled polymerization due to, for example, unevenly distributed initiators, inhibitors, or
oligomers could be another reason on why the deviations in print accuracy arise [92]. Due to
lack of knowledge on the composition of the resin this effect can neither be studied, confirmed,
or ruled out.

Over- and undercured regions due to overlapping print pathways give rise to a distribution in
crosslinking density (Figure 4.11) [122, 126]. The crosslinked networks formed during printing
cause internal stresses, which can lead to shrinkage or deformation of the product, and conse-
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quently a decrease in printing accuracy. Differences in crosslinking density would then result in
a different shrinkage amounts [92, 121, 122, 126, 129, 134]. The volume shrinkage for acrylate
resins is reportedly a few percent – not enough to adequately explain the results [121, 126, 134]

Flaws in the hardware

Optical phenomena such as diffraction, reflection, and scattering of the UV light can cause
significant deviations in the printing accuracy. These phenomena occur with every interaction
of light and an object: lenses, mirrors, air, the tray, and the resin. If light is diffracted or scattered
around the spot of the laser, then resin is cured outside that boundary as well, which can decrease
the accuracy and resolution [121, 127, 128]. The higher the quality of these objects used, the
smaller the influence of the optical phenomena [135]. It is due to lack of information on the
hardware used in the Form 3 not possible to give a detailed discussion about the interaction with
hardware and light.

Nakamoto et al. [127] studied the interaction between the laser and the resin. They found that
focal length divided by aperture ( 𝑓 /𝑅) has a significant influence on the maximum width of the
solidified polymer: a laser with a spot size of 3.3 µm cures a polymer with a size of 3.2 µm, but
a laser with a spot size of 9.3 µm polymerizes a surface with a width of 20 µm, and this trend
continues exponentially. The laser beam of the Form 3 with a spot size of 85 µm would, based
on an extrapolation of this data, easily solidify a polymer with a maximum lateral width of a
few hundred micrometers [127]. Increasing 𝑓 /𝑅 thus does not only increase the laser spot size
and depth of focus, it also reduces the sharpness of the focus. In this work This explanation
matches the observed deviations in this work: the solidified sections between the holes have a
thickness of ∼277 µm instead of the set 100 µm, and the pins, with a set diameter of 80–250 µm,
all have a diameter of ∼252 µm. In the same study, the wavelength and absorption coefficient of
the polymer did not have a notable effect on width of the solidified area [127].

4.3. Thermal treatments
The effect of UV curing, dwell time, and temperature of the thermal treatments on a 3D-printed
polyacrylate are investigated in terms of change in chemical composition, surface composition
and physical properties. Furthermore, the dimensions of the holes and rods in the electrode
suitable for carbonization are determined. UV curing did not have a significant effect on any of
the investigated properties (see Figure 4.15), so these results are not explicitly considered in this
section. The results of the UV cured sample can be seen in Appendix D.

Changes in chemical composition

The polyacrylate obtained from the High Temp V2 resin consists of various trade secret acrylate,
methacrylate and urethane dimethacrylate monomers. Table 4.1 shows how the bulk chemical
composition of the polyacrylate, measured with EDS, changes for various thermal treatments.
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The shift in surface chemistry can be seen in XPS C1s peak in Figure 4.12, in which the regions
resemble general peak locations of carbon bonds [136]. It should be noted that the XPS data
can only be regarded qualitatively. The fit in Figure 4.13 functions as an illustration on how
the peaks are most likely fitted, as the fit is based on a fit of a carbon electrode and not on the
analyzed carbonized plastic, since no information was available on the exact structure.

treatment composition [atom %]
1st oxidation carbonization 2nd oxidation carbon oxygen nitrogen
- - - 85.35 12.12 2.53
5h 250 °C - - 71.05 26.53 2.42
1h 250 °C 1h 650 °C - 86.41 11.54 2.05
5h 250 °C 1h 850 °C - 94.48 3.77 1.75
5h 250 °C 5h 850 °C - 94.56 3.94 1.49
5h 250 °C 1h 850 °C 0.5h 450 °C 89.23 9.00 1.77
5h 250 °C 1h 850 °C 1h 450 °C 84.91 13.02 2.07
5h 250 °C 1h 850 °C 5h 450 °C 84.62 12.22 3.16
5h 250 °C 1h 850 °C 12h 450 °C 68.17 29.35 2.49

Table 4.1: Elemental composition obtained from EDS of samples treated with various thermal treatments.

Oxygen and nitrogen are present in the polymer due to the functional groups attached to the
carbon backbone. The oxygen content increases after the first and second thermal oxidation.
This is accompanied with a decrease in carbon content. A longer oxidation dwell time (5 vs 1 h)
results in a higher oxygen content. The nitrogen content decreases for a longer dwell time in
the second oxidation, which could be caused by a greater mass loss of carbon fragments. These
results are in line with the expectations set in Section 2.2 and what is reported in literature [26,
73, 75]. During the oxidation at moderate temperatures oxidative chain scission, crosslinking,
and the formation of oxygen-containing functional groups occur. The oxygen can bind to the
carbon chain, and thereby introduce radicals to the chain. Radical fragments then break the
chain or bind the chain to other chains [75, 76, 114]. Highly crosslinked polymers can withstand
thermal oxidative degradation better than less crosslinked polymer [114]. Transesterification
reactions and H-donor/H-acceptor interactions increase the degree of crosslinking as well [76].
Furthermore, functional groups such as carboxyl, hydroxyl, 𝛾-lactone, aldehyde, and ketone are
formed on the polymer during the oxidation [73, 76, 137]. This is reflected in the increase of
oxygen containing carbon groups in the XPS spectra (Figure 4.12). Oxidative dehydrogenation
converts alkanes into alkenes, and this occurs more readily for longer and higher branched
alkanes. However, this process only becomes relevant at temperatures above 400 °C [138]. The
majority of these reactions produces gases such as CO2, H2O, CH3OH and CH3COOH are
formed [76, 79, 114, 137, 138].

The carbonization process increases the carbon content and decreases the oxygen and nitrogen
content with respect to the merely oxidized sample. A higher temperature results in a lower
nitrogen and oxygen content; the effect of the dwell time is small. Literature reports that during
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carbonization polymethacrylates are mainly degraded to their monomers [139–142]. Polyacry-
lates, on the other hand, mainly undergo: (1) chain scission reactions, during which i.a. monomer,
methacrylates, diesters, and dimers are formed, and (2) (non-)radical reactions, during which
i.a. olefins, alkenes, long chain alcohols, anhydrides, and crosslinks are formed. The scission
reactions are followed by free radical chain or transfer reactions, so both processes cannot be
considered separately from each other [114, 137–143]. For the pyrolysis of both polymethacry-
lates and polyacrylates, light gases such as CO, CO2, H2O, CH4, C2H6, CH3OH, and C2H5OH
are formed as well [114, 137, 139–141, 143]. It is furthermore reported that the diffusion of
the degraded products influence the process as well [114, 141]. A higher temperature gives rise
to more (non-)radical side-chain reactions over main-chain scission reactions and gives rise to
more 𝑠𝑝2 carbon bonds than 𝑠𝑝3 carbon bonds [26, 74, 142, 144]. Polymers with longer alkyl
chains and a higher crosslinking density are proven to be more stable due to a reduced mobility
of radicals and, in consequence, a higher recombination probability. They also tend to undergo
dehydrogenation more easily, forming alkenes [114, 138, 141]. The alkenes form a conductive
conjugated network [26, 78]. The presence of these bonds are confirmed by the XPS fit of the
carbonized sample (Figure 4.13). The C1s peak is asymmetric and centered around 284.5 eV,
which is typical for C––C bonds. Furthermore, a 𝜋 − −𝜋 transition is present around 290.9 eV
[26, 144, 145]. Overall, the outcome of carbonization of acrylate polymers is a complex process,
which is difficult to predict, due to the variety of reactions that occur with different kinetics both
consecutively and simultaneously [79, 114, 142].

Figure 4.12: XPS C1s peak of carbonized electrodes
with various dwell times in the second oxidation. The

regions of typical carbon bond peaks are from
Biesinger [136]

Figure 4.13: XPS C1s peak of electrode with no second
oxidation. Fit is based on a XPS fit of a carbon

electrode.

Surface visualization

During the carbonization a shrinkage is caused by both the release of gaseous products and
by the compressive forces caused by the crosslinking [24, 26]. This can be seen in the surface
images of thermally treated electrodes (Figure 4.14). Due to a limited availability of carbonized
electrodes, both horizontally and vertically printed electrodes (indicated with red and blue frames
respectively) were treated with a second oxidation. A shrinkage took place after the carbonization
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1st oxidation 5h 250°C 

surface   500μm

1st ox + carbonization 1h 850°C 

1st ox + carbonization + 2nd ox 0.5h 450°C 1st ox + carbonization + 2nd ox 1h 450°C

surface   50μm surface   500μm surface   50μm

surface   500μm surface   50μm surface   500μm surface   50μm

1st ox + carbonization + 2nd ox 5h 450°C 1st ox + carbonization + 2nd ox 12h 450°C

surface   500μm surface   50μm surface   500μm surface   50μm

Figure 4.14: Surface image taken with a SEM with a 50× and 500× magnification of thermally treated electrodes
printed with the High Temp V2 resin. Horizontally printed electrodes are indicated in red, vertically in blue.

and second oxidation with a dwell time of both 5 h and 12 h. The shrinkage is non-isotropic
because the deformation is not the same in every direction. Furthermore, intrinsic stress on the
matrix resulted in fracture of some rods. In the center of the rods in the carbonized sample (top
right) it appears as if mass is pushed from the bulk outwards to the surface due to forces acting
upon it during the shrinkage. This effect is even more pronounced in the carbonization with
a dwell time of 5 h (see Appendix D). The same sort of deformations after the carbonization
of PETA are reported in the work of Rezaei et al. [26]. The cause of the deformation can be
ascribed to the high pressure of the trapped gaseous products acting on the polymer matrix.
As the carbonization progresses the amount of gases and thus the pressure increases, and in
consequence the matrix expands or bursts open [26, 73, 74].

Carbonization and oxidation decrease the roughness of the surface (Figure 4.14). After the first
oxidation (top left) the dots on the surface created during the polymerization are still visible,
but on the edges already slightly smoothened. During the carbonization (top right) and second
oxidation of 5 h (bottom left) the details vanish even more. This effect is most likely caused by
loss of material during the thermal treatment, in combination with a gradual release of gases
(a fast and explosive release would lead to deformations) [26, 73, 74]. The relative increase of
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the nitrogen content for longer oxidation confirms this, as it shows that more carbon and oxygen
containing material is lost. However, thermal oxidative treatments are often used to increase
the surface area of an carbon electrode [18]. This contradiction could be due to the very high
oxidation temperature (450 °C): Greco et al. [73] found that an oxidation at ≥450 °C of their
electrode increased the smoothness of the surface and decreased the surface area. They found
that the content loss due to oxidative decomposition and a decrease in molecular disorder due
to 𝑠𝑝2 hybridization affected the surface and surface area more significantly than the chemical
change of the electrode surface through the formation of oxygen functional groups [73].

Changes in physical properties

UV curing → no no no no no no yes yes yes yes yes yes

oxidation time → 0h 1h 2h 3h 4h 5h 0h 1h 2h 3h 4h 5h

wash

oxidation
0-5h 250°C O2

carbonization
1h 850°C N2

Figure 4.15: Images of samples after washing, oxidation, and carbonization (rows) for various pretreatments
(columns). The pre-treatments include optional UV curing and different dwell times for oxidation at 250 °C.

Figure 4.15 shows how the heat treatments (rows) affect 3D-printed samples treated with different
UV curing options and oxidation dwell times (columns). Images of samples for three other
carbonization treatments can be seen in Appendix D. Upon heat application their color changes
to a brown and eventually black tone. The size and weight of the sample decrease during the
carbonization, and the shrinkage is not uniform throughout the shape: non-isotropic shrinkage
is visible in the straight lines of the diamond, square, and rectangular shaped samples. It is
not possible to ascribe this observation to the effect of the UV curing treatment, since circular
shapes can handle compressive strength in all directions better than linear shapes [146]. A longer
oxidation dwell time does however clearly result in a darker color after oxidation and a smaller
linear shrinkage after carbonization.

The trends of the linear shrinkage and weight decrease of various thermal treatments can be
seen in respectively the left and middle graphs of Figure 4.16. The length and weight of the
samples were measured before and after the thermal treatments and are presented relative to
their values after only washing. A longer oxidation dwell time results in a smaller overall linear
shrinkage and a less weight loss after the carbonization. The linear shrinkage is, on average, 65%
for the samples which did not undergo a thermal oxidation, and 40% for the samples which were
heated in air for 5 h. The weight loss ranges from on average 96% for the non-thermally pretreated
samples to 91% for the samples oxidized for 5 h. These results are in line with the trends reported
in literature [26, 74, 142]. Rezaei et al. [26] report a linear shrinkage of 59.67% and a weight
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reduction of 95.22% in their samples carbonized at 900 °C. The effect of the heat treatments
on the electrical resistance is given in the right graph of Figure 4.16, in which the resistance of
the carbonized sample is presented relative to the normalized resistance of a Freudenberg paper.
The carbonization temperature has a clear effect on the electrical conductivity. The electrical
resistance of the samples carbonized at 850 °C is 1.3 to 4.3 times higher compared to that of
the Freudenberg paper, while the resistance of the samples carbonized at 650 °C is ∼1000 to
∼20000 times higher. The carbonization dwell time does not seem to have a significant effect,
although a longer oxidation dwell time seems to be beneficial for the conductivity in the sample,
as the resistance slightly decreases. Literature research on the carbonization of polymer materials
confirms these trends: a higher temperature has a significant influence on the conductivity, and
a longer dwell time and a slower ramp rate also have a positive effect [24, 26, 74]. Overall, the
results clearly indicate that a carbonization at 650 °C does not make the material conductive, so
it was decided to continue with carbonization at 850 °C for manufacturing the electrodes. The
dwell time is set to 1 h – there is in these results not a clear beneficial effect for a longer dwell
time, and a shorter dwell time is the most energy friendly option. The oxidation dwell time is
set to 5 h to minimize the loss in size and weight and to minimize the electrical resistance.

Figure 4.16: The effect of the oxidation dwell time (𝑥 axis) and the dwell time and temperature of the
carbonization (lines) on the treated samples. The length and weight of the carbonized samples are given relative to
untreated length and weight. The resistance is plotted relative to that of a Freudenberg paper. Note that the relative

resistance is plotted linearly for low ratios, but logarithmically for high ratios.

The effect of the dwell time of the first oxidation on the extent of the shrinkage and weight loss
can be explained by a few oxidative processes. First, thermal oxidation gives rise to crosslinking,
which allows the polymer matrix to already rearrange itself into a more stable form. The
covalent bonds formed between separate polymer chains as a result of crosslinking increase
the mechanical strength of the polymer matrix, but also increase brittleness and reduce the
elongation of deformation [75, 114, 141]. Furthermore, the reduction in chain mobility due to
the crosslinking increases the chance of recombination of radicals [114]. Another process that
can influence the extent of shrinkage and weight loss of the samples is the diffusion of the formed
gaseous products out of the polymer matrix. The gaseous products can leave the matrix easier and
in a less explosive way during the oxidation than during the carbonization, because the matrix is
not highly crosslinked yet and because the diffusion is lower due to the lower temperature [74,
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114, 142]. Although the exact influence of the diffusion of gaseous products out of the polymer
is not known, literature does report that the diffusion of oxygen and the volatile products do
affect the degradation kinetics of the polymer [74, 114, 142]. Moreover, a polymer matrix that
is more densely crosslinked due to an oxidation treatment is proven to be stronger during the
degassing of the products formed during the carbonization, resulting in a smaller shrinkage, less
mass loss and less deformations [26]. A higher concentration of crosslinking density induced
by the oxidation is beneficial for the conductivity of the sample as well. Upon carbonization, the
polymer chains become conductive due to the conjugated double bonds of the formed alkenes.
The additional crosslinking gives rise to an even better connected matrix, which results in a
better conduction of electrons. Furthermore, less deformations in the matrix are beneficial as
well, since those deformations form a blockage for the electrons [24, 26, 74]. This is because the
matrix of the polymer is better packed and better connected. Upon carbonization, the polymer
chains become conductive due to the conjugated double bonds of the formed alkenes [26, 74,
144]. The additional crosslinking gives rise to a even better connected matrix, which results in
a better conduction of electrons [24, 26, 74]. Furthermore, less deformations in the matrix are
beneficial as well, since those deformations form a blockage for the electrons [24, 26, 74].

The effect of the dwell time and operating temperature of the carbonization on the linear shrinkage
and weight decrease appears to be minimal on the size and weight of the samples. At 650 °C (or
even lower temperatures) the pyrolysis phase is already completed and the pyrosynthesis phase
has started. Thus, the majority of the mass of the polymer is already lost due to dehydrogenation,
polymer degradation and release of gaseous products. A further increase in the temperature
or dwell time does then not have an additional effect on the mass loss. A higher temperature
does then only give rise to cracking and annealing of carbon molecules, and reactions such
as cyclization, condensation, hydrogen transfer and isomerization [26, 79]. The effect of the
dwell time and temperature is on the contrary very significant for the conductivity of the
sample. The higher temperature of the carbonization is favorable for dehydrogenation reactions
in which alkenes are formed. This increases the 𝑠𝑝2/𝑠𝑝3 hybridization ratio in the polymer
matrix (Figure 4.13) [24, 26, 73, 74, 144]. As a consequence, the ability of electrons to move
through the matrix is enhanced. These highly endothermic reactions occur more pronounced
since more heat is available for the scission and recombination of C–C and C–H bonds. The
beneficial effect of a higher temperature and/or dwell time of the carbonization is observed in
literature as well [24, 26, 73, 79, 138, 144].

Wettability and absorption of water

Due to the low density of the carbon electrodes, wetting could only be studied qualitatively
by having them in a vial filled with water on a rolling bench for six days. After a few days of
being immersed in water, some of the electrodes had sunk to the bottom, while other had not
(Figure 4.17). None of the not-oxidized electrodes sank. The electrodes which did not sink did
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float just below the surface however. This indicates that the electrodes do wet with water – if they
had been very hydrophobic they floated on top of the surface [78]. The electrodes furthermore
absorb water, and they absorb more if they are oxidized (Figure 4.18). The absorption explains
why some electrodes sank: their density simply increased. This process did happen for the
highly oxidized samples (i.e. 12 h) faster. The results can easily be explained using surface
chemistry of carbon electrodes. Carbon and graphite materials are neutral towards water; carbon
felt electrodes have for instance a contact of 80–90° with water [73]. Wetting improves however
with the introduction of oxygen containing functional groups and with higher O/C ratios. An
oxidative thermal treatment is the most commonly used method to achieve this [18, 19, 73].

• Oxidized 5h 250°C
• Carbonized 1h 850°C
• Oxidized 0.5h 450°C

• Oxidized 5h 250°C
• Carbonized 1h 850°C
• Oxidized 5h 450°C

floats below the surface sinks to the bottom

Low oxidation High oxidation

Wetting after four days in water

Figure 4.17: Wetting of electrodes
after four days in water

Figure 4.18: Weight increase of an
electrode after six days in water due

to absorption of water
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Figure 4.19: Deformation of
oxidized samples after carbonization

Deformation of the sample on macroscale

The change in shape of an electrode during the carbonization is not only determined by the
material and treatments used, but also by its structure. If the porosity is too low, then the
electrode will blow up (Figure 4.19). This is caused by the eruption of trapped gaseous products
inside the polymer matrix formed during the carbonization. If the porosity is too small, or the
rod is too thick, then the gas cannot easily diffuse to the surface. Hence, it stays trapped in a
bubble inside the matrix, and bursts out when the pressure becomes too high [26, 74]. A square
grid with holes with a length of 0.9 mm and square rods with a thickness of 0.3 mm is the best
option, because it holds shape and has the highest surface area with the lowest porosity.

4.4. Electrochemical performance
In this section the performance of the printed and carbonized electrodes in a single electrolyte
flow cell is explored. With a single electrolyte set-up one redox couple is both reduced at one
electrode and oxidized at the other. As a consequence, the OCV is near 0 V, and the measured
polarization curve is, upon an applied current, the sum of the charge, ohmic, and mass transfer
overpotentials [18, 71]. The tubular oven went out of operation during this thesis, so only a
limited amount of electrodes could be made and tested in a flow cell. Nonetheless, the first
results already give some insight on the viability of this method. All the tested electrodes had
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square rods of 0.3 mm thick in a grid with holes of 1.0×1.0×0.5mm large (XYZ). The square,
triangle, cylinder, and helix shaped electrodes were printed and oxidized successfully, but could
unfortunately not be carbonized and thus not be tested.

Non-aqueous redox flow cell

The 𝑖𝑅Ω corrected polarization curves of oxidized and carbonized electrodes printed horizontally
and vertically in a non-aqueous symmetrical flow cell show that a current is generated, and that
the electrodes thus works (Figure 4.20, left, measured in duplo). At an applied voltage of
0.1 V a current density of 20.2–44.2 mA m−2 for the horizontal electrode and a current density
of 20.8–47.8 mA m−2 for the vertical electrode was measured for an inlet velocity of 0.5–
5.0 cm s−1 respectively. This is roughly a factor ten lower compared to a commercial electrode:
a Freudenberg H23 paper has a current density of 290 mA m−2 for a superficial velocity of
1.5 cm s−1 at 0.1 V with 0.25 M TEMPO/TEMPO+ (so 2.5× more concentrated that the cells
used in this work) [18]. At this voltage there are no mass transfer limitations in the cells with
the printed electrodes and the Freudenberg papers [18]. The difference in performance can be
attributed to differences in surface area; the surface of the printed and carbonized electrodes is
rather smooth (Figure 4.22), which reduces the surface area and thus the overall conversion of
the redox couple. An increase in the surface area could make these electrodes competitive with
the commercial ones on the market [18, 19, 55].

The intercept of the horizontal axis of the impedance measurement (Figure 4.20, middle) shows
that the cell specific resistance lies around 1.84Ω and 1.15Ω for the horizontal and vertical
electrode respectively. The diameter reveals that the resistance increases with 2.0Ω, 1.54Ω
and 0.64Ω for the horizontal and with 1.9Ω, 1.4Ω and 0.48Ω for the vertical electrode at
0.5 cm s−1, 1.5 cm s−1 and 5.0 cm s−1 respectively due to charge transfer and mass transfer
overpotentials [71]. It was not possible to make a proper resistance fit on this impedance curve,
so the contributions of the activation and mass transfer overpotential could not be found. Lower
resistances are reprted for commercially available electrodes: the Freudenberg paper has a cell
resistance of 0.62Ω and a charge and mass transfer resistance of 0.78Ω at a superficial velocity
of 1.5 cm s−1 [18]. This can once more be attributed to the lower surface area, which gives rise
to a higher charge transfer resistance [71].

An increase of superficial velocity results in a higher current density for a given voltage, and this
effect is accompanied with a lower mass and charge transfer resistance (Figure 4.20): an increase
of electrolyte velocities gives rise to a more convective mass transfer over a diffusive mass
transfer. Hence, the active species are replenished in the bulk faster, which in turn enhances the
diffusion and increases the concentration of the species near the electrode’s surface. Furthermore,
the boundary layer in which diffusion and migration takes place becomes thinner upon a more
turbulent convective flow. This effect reduces the mass transfer overpotential[18, 54, 55, 71].
No limiting current density is observed yet at every applied velocities, but the increase in
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Figure 4.20: Electrochemical performance in an 𝑖𝑅Ω corrected polarization curve (left) and Nyquist plot (middle)
of a non-aqueous symmetrical flow cell (0.1 M TEMPO/TEMPO+) with electrodes printed horizontally and

vertically, operated at a superficial velocities of 0.5 cm s−1, 1.5 cm s−1, and 5.0 cm s−1; schematic illustration of the
effect of the isotropicity of the printed electrodes on the conductivity (right).

polarization does show that mass transfer limitations start to act up, and this effect is more
severe for a decrease in velocity. Furthermore, it is hypothesized that the different shaped
rods and grids of the electrode will enhance static mixing and thus enhance the mass and charge
transport. Unfortunately, this could effect not be investigated. A more detailed study on influence
of these printed electrodes on the means of transport is thus recommended.

The print direction and the corresponding anisotropic alignment does affect the electrochemical
performance of the electrode. The polarization curve is slightly steeper for the horizontally
printed electrode compared to the vertically printed electrode (Figure 4.20, left), and the ohmic
resistance is significantly higher (Figure 4.20, middle). The electrodes which are printed hor-
izontally have the printed layers aligned parallel to the contact face of the current collector.
Hence, electrons need to pass a few layers in order to travel from the surface of the electrode
to the surface of the current collector (Figure 4.20, right). The electrodes which are printed
vertically have their layers aligned perpendicular with respect to the contact face of the current
collector. In this case, the electrons only have to travel through one layer (Figure 4.20, right). The
connection between layers between the electrode surface and the current collector thus imposes
and additional resistance for the electrode. J. Zhang et al. [84] reports similar results for extrusion
based 3D prints, in which the resistance against electron transport is remarkably affected by the
anisotropicity alignment of the print. They found that both voids and imperfections between
adjacent layers reduced the conductivity [84].

Aqueous redox flow cell

The electrochemical assessment of the oxidized, carbonized and either non-oxidized or oxidized
electrodes looks promising as well (Figure 4.21, left). However, the resistance in both cells
increased over time, which can be seen in the impedance obtained at different velocities conducted
in series (Figure 4.21, middle), and of the EIS performed both before and after one polarization
curve (Figure 4.21, right). Only one experiment could be conducted, so it is not possible to draw
conclusion on this phenomenon yet. Possible hypotheses could be that the electrolyte solution
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Figure 4.21: Electrochemical tests of oxidized and non-oxidized electrodes in an aqueous symmetric flow cell
with on the left a 𝑖𝑅Ω corrected polarization curve, in the middle a Nyquist plot of the EIS at various velocities,

and on the right a Nyquist plot of two EIS measurements before and after one conducted polarization curve.

was not stable, that the electrodes got too damaged during the assembly, that the redox couple
reacted with the electrode, that the cell relaxed due to swelling of the electrodes, or just simply
that this specific experiment was flawed. XPS data does not show significant changes due to
a possible reaction of the redox couple on the elemental composition of the surface: merely
0.18% Fe was detected on the surface of the 1 h oxidized electrode, and no Fe was detected on
the 1 h electrode. More research is needed to investigate whether the resistance will increase in
duplicate experiments, and if so, what causes it.

Surface corrosion

The surface of the electrodes which are merely oxidized and carbonized used in the aqueous and
non-aqueous flow cells were examined (Figure 4.22). Deposition of material is visible on the
electrode used in TEMPO/TEMPO+ (left), but not on the electrode used in Fe2+/Fe3

+ (right).
Damage of the structure can be seen in the electrode used in the aqueous cell, this is caused
by the pressure applied during the assembly. It is not very likely that electrochemical oxidation
occurs; organic solvents and redox couples are in general very stable, and significant potentials
are needed to oxidize carbon in water [147].

0h oxidized electrode, used in Tempo/Tempo+

surface   500μm

0h oxidized electrode, used in Fe2+/Fe3+

surface   50μm surface   500μm surface   5μm

Figure 4.22: Surface image of thermally treated electrodes without a second oxidation used in an non-aqueous
redox flow cell (left) and aqueous redox flow cell (right).
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The conclusions and recommendation for future research are presented here per section.

3D printing

The electrodes were succesfully printed with the SLA based printer of Form3. Whilst the
print precision of Form 3 was good, the accuracy was found to be poor for very small prints:
holes with a set diameter of 250–1000 µm were printed with a diameter that was 147±46 µm
smaller than set; pins with a set diameter of 80–250 µm were printed on average with a diameter
of 250±9.5 µm. The measured deviations got smaller when the diameter increased, but they
remained significantly large for the printed holes. Furthermore, it was found that not all holes
could be printed successfully, as they either were significantly smaller size or were completely
polymerized. Only holes with a diameter ≥ 500 µm could be printed with a 100% success rate.
Holes which were placed closer to each other were printed with less success than those which
had a larger spacing. The observed deviations impose thatm in the electrode design, the holes
and rods need to have a size of at least 500 µm and 250 µm large respectively. Based on a review
of literature regarding the factors affecting the performance of the printer two phenomena could
be indicated as the presumable explanation for the observed deviation in accuracy. The first cause
could be a randomly distributed uncontrolled polymerization or extensive crosslinking of the
polymer outside the laser spot. This may include the presence of oligomers in the resin, but due
to the trade secrecy of the resin no conclusive statement can be made. The second cause regards
the optical phenomena such as scattering and refraction arising from the interaction with the UV
laser and the hardware and/or resin. If the latter one is indeed influential, then it is likely that the
addition of a porogen in the resin will decrease the accuracy due to an altered of the refractive
index of the resin or an increased light scattering on the porogen. Further research towards the
effect of the randomly distributed uncontrolled polymerization on the accuracy of the printer
could be performed by adding a polymerization inhibitor. If the inhibitors increase the accuracy
and success rate of the polymerized holes, then this factor can be deemed as causative factor.
The effect of light scattering and refraction can be studied with the addition of the porogen;
if optical phenomena do cause a deviation in accuracy, then the addition of a porogen would
decrease the accuracy.

Microporosity via polymerization-induced phase separation

The introduction of micropores in a highly crosslinked polymer was successfully done via a
polymerization-induced phase separation. Two porogens were investigated, of which 1-decanol
produced pores and cyclohexanol did not. The pores only became visible when ≥20 wt% 1-
decanol was added to the monomer mixture. A TGA revealed that the porogen concentration
in the polymer matrix was lower than the concentration of the porogen added to the monomer
resin. After the polymerization, porogen was present on the surface of the polymer, indicating
that it not only separated into agglomerates in the matrix, but also separated outside of the
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matrix. This effect is presumably caused by the phase separation, but can also be enhanced by
the shrinkage of the polymer matrix, pushing the porogen out of the agglomerates. The porogen
extraction was accomplished when washed with acetone and evaporated at higher temperatures
under vacuum. Other solvents did, based on the TGA, extract the porogen as well, but did not
show pores on the surface in a visual analysis with the SEM. This is most likely caused by the
formation of a layer of material near or on top of the surface. A possible explanation could be
that the solvent experiences a high resistance to diffuse towards the surface, especially when
the concentration decreases. The solvent then gathers just below the surface. Future research
on the formation of layer could include XPS. The successful extraction and evaporation of the
porogen with acetone was attributed to its ability to form hydrogen bonds with the porogen. The
evaporation of the solvent at elevated temperatures under the presence of oxygen diminished
the rough surface created by the pores. This can presumably be attributed to the an oxidative
reaction or degradation of the polymer. After the extraction the polymer was more brittle, and
would in some cases brake upon touch. Hence, it was decided to continue with PETA + 20 wt%
1-decanol. A few things need to be investigated in order to improve this method. PETA could be
mixed with a monomer with a lower functionality, so that the evaporation of the solvent becomes
easier and that the brittleness reduces. The size and the functional group of the porogen can be
varied as well; it is advised to investigate the interaction with the porogen and monomer first
with a ternary diagram. Furthermore, different extraction methods can still be tested, such as
supercritical drying in CO2 at 50 bar. However, based on the results it is not advised to continue
with this method for the introduction of microporosity for the electrodes: the pores in the bulk
make the polymer matrix brittle, and the separation of porogen outside the polymer into the
resin would change the composition of resin in the printer over time. Hence, it is suggested that
other methods, such as etching, should be explored to increase the surface area of the electrode.

Thermal treatments

3D printed electrodes were successfully made conductive and electrocatalytic by means of
thermal treatments. A higher dwell temperature of the first oxidation at 250 °C resulted in a
smaller shrinkage, a lower weight loss, and a slightly higher conductivity of the electrode after
the carbonization. This is most likely caused by the oxidative crosslinking, which increases the
strength of the polymer matrix. A higher temperature during the carbonization improved the
conductive properties of the material greatly; there was no clear effect of the dwell time. The
carbonized electrodes wetted with water and absorbed water, and a second oxidation improved
both properties. Both the carbonization and the second oxidation reduced the surface roughness
of the electrodes. This is can be attributed to the oxidative decomposition of material on
the surface and the increase in 𝑠𝑝2 hybridization. Furthermore, it was established that the
electrodes should have rods of 300 µm thick and holes of 0.9 mm wide in order to prevent strong
deformations due to explosion of trapped gas. Various reaction mechanism during the oxidation
and carbonization and their effect on the properties of the polymer matrix were identified with a
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literature study. For future research it is important that the mechanical strength and the surface
area of the thermally treated electrodes is studied and improved. Such an improvement could
be realized with the development of a better resin or with a more suitable configuration of the
thermal treatments used. It is hypothesized that the addition of a shock absorber in the polymer
could have a positive effect on the mechanical strength. Carbonization at a higher temperature
reportedly improves the conductivity and electrocatalytic performance of the electrode. The
effect of the temperature and dwell time of the second oxidation on the surface area, wetting
and electrocatalytic activity of the electrode needs to be studied more indepth as well. Other
treatments such as etching are also interesting to consider. Raman spectroscopy could be used
improve the analysis of the chemical composition of the electrode.

Electrochemical performance of a printed electrode

Electrochemical tests of the printed and thermally treated electrodes in an aqueous cell (Fe2+/Fe3+)
and non-aqueous cell (TEMPO/TEMPO+) showed that the electrodes enabled the electrochemi-
cal reaction to run, and that they thus work as required. The experiment performed in the aqueous
cell showed strange deviations that could not be explained, so a duplo and triplo experiment is
greatly advised. The polarization curve of the non-aqueous cell lies around 10× higher than of
the commercial Freudenberg paper electrode. This can be attributed to the low surface area of
the electrodes; other possible influences still need to be indicated with more duplo and triplo
experiments. No limiting current density was observed for the superficial velocities, but the
mass transport did already decrease for higher applied potentials. The studied anisotropicity of
the printed electrodes affects the electrochemical performance: the electrodes with the layers
printed perpendicular to the surface of the current collector exhibited lower ohmic resistances
and a consequently a less steep polarization curve than those with the layer printed parallel to
the current collector. The effect of the shape of the rods and the structure of the grid on the
mass transport in the redox flow cell should be further studied. Electrodes with different shaped
rods were successfully printed, but could unfortunately not be tested. Simulations with altered
structures shows promising results regarding static mixing and enhanced mass transport [36,
37].

Overall recommendations

This works has shown that the 3D printed electrodes work in a redox flow battery. The possibility
to tune the macro-porosity and enhance mass transport by means of static mixing gives this
method great potential, for both academics and commercial application. Great advances still
must be made in the improvement of the material and structure of the electrodes. The small
resolution of SLA printing and the brittleness from the thermal treatments could form a bottle
neck in this manufacturing technique.
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Appendix A. Elaboration on methods

A.1. Volume measurement
The entire volume of small samples can be measured with the suspension method, which is
based on the Archimedes’ principle [102]. The principle states that: "an object fully or partially
immersed in a fluid is buoyed up by a force equal to the weight of the fluid that the object
displaces" [148]. An illustration of the method is given below in Figure A.1.

Figure A.1: Schematic representation of the suspension method for measuring volume. Since the immersed object
is stationary, the downward gravitational force (g) is balanced by the upward buoyancy (b) and line tension (t). The

immersed object is equivalent to a ‘virtual’ volume of water of exactly the same size and shape. From Hughes
[102].

Hence, the volume of an object is the weight it creates while suspended in a liquid divided by
the density of the liquid, as is given in Equation A.1

𝑉𝑠𝑎𝑚𝑝𝑙𝑒 =
Δ𝑤𝑙𝑖𝑞𝑢𝑖𝑑

𝜌𝑙𝑖𝑞𝑢𝑖𝑑
A.1

This method has according to the work of Hughes [102] an accuracy of 0.03 ± 0.45%, and
performs better than the overflow or level method for measuring small volumes specifically
[102]. IPA was used as liquid for the measurement of the change in volume of the plastic samples
caused by different heat treatments due to the hydrophobicity of the samples. Unfortunately, the
volume measurements could not be performed for the carbonized samples, as they could not
easily wet in IPA, and did not weigh enough for the lab scale to measure an significant difference.
The difficulty in wetting was most likely due to the compact grid structure, which comprised
a lot of small air pockets. This assumption is based on the fact that the material did wet in an
organic liquid, but only after some time on a rolling bench.

The density of the samples were found by dividing the weight of the sample with the volume of
the sample, according to Equation A.2.

𝜌𝑠𝑎𝑚𝑝𝑙𝑒 =
𝑉𝑠𝑎𝑚𝑝𝑙𝑒

𝑤𝑠𝑎𝑚𝑝𝑙𝑒

A.2
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Chapter A Elaboration on methods

A.2. Structure of electrode
First the of one rod is computed based on a set length of holes 𝐿 and size of rod 𝑑:

𝐻𝑠𝑞𝑢𝑎𝑟𝑒 = 2 × 𝑑𝑠𝑞𝑢𝑎𝑟𝑒 + 𝑧𝐻 × 𝐿𝑠𝑞𝑢𝑎𝑟𝑒 + (𝑧𝐻 + 1 − 2) × 0.5 × 𝑑𝑠𝑞𝑢𝑎𝑟𝑒

ℎ𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 = 2 ×
√︁
(3
4
) × 𝑑𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 + 𝑧𝐻 × 𝐿𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 + (𝑧𝐻 + 1 − 2) × 𝑑𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒

ℎ𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 2 × 𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 + 𝑧𝐻 × 𝐿𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 + (𝑧𝐻 + 1 − 2) × 𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟

Then the number of elements in the grid is computed based on a given amount of units in the X,
Y, and Z direction (𝑥𝐻 , 𝑦𝐻 , 𝑧𝐻):

ℎ𝑜𝑙𝑒𝑠 = 𝑥𝐻 × 𝑦𝐻 × 𝑧𝐻

𝑏𝑙𝑜𝑐𝑘𝑠 = (𝑥𝐻 + 1) × (𝑦𝐻 + 1) × (𝑧𝐻 + 1)

𝑟𝑜𝑑𝑠 = (𝑥𝐻 × (𝑦𝐻 + 1) + 𝑦𝐻 × (𝑥𝐻 + 1)) × (𝑧𝐻 + 1) + ((𝑥𝐻 + 1) × (𝑦𝐻 + 1)) × 𝑧𝐻

Then the area is the electrode calculated for each shape rod:

𝑎𝑟𝑒𝑎𝑡𝑜𝑡𝑎𝑙 = 𝑎𝑟𝑒𝑎𝑧 + 𝑎𝑟𝑒𝑎𝑥𝑦

𝑎𝑟𝑒𝑎𝑠𝑞𝑢𝑎𝑟𝑒𝑥𝑦 = (1 + 1) × 3 × (𝑑𝑠𝑞𝑢𝑎𝑟𝑒 × 𝐿𝑠𝑞𝑢𝑎𝑟𝑒) × (𝑥𝐻 × (𝑦𝐻 + 1)
+ 𝑦𝐻 × (𝑥𝐻 + 1)) + (𝑧𝐻 + 1 − 2) × 4 × (𝑑𝑠𝑞𝑢𝑎𝑟𝑒 × 𝐿𝑠𝑞𝑢𝑎𝑟𝑒) × (𝑥𝐻 × (𝑦𝐻 + 1)

𝑎𝑟𝑒𝑎𝑠𝑞𝑢𝑎𝑟𝑒𝑧 = 4 × (𝑑𝑠𝑞𝑢𝑎𝑟𝑒 × 𝐿𝑠𝑞𝑢𝑎𝑟𝑒) × ((𝑥𝐻 + 1) × (𝑦𝐻 + 1)) × 𝑧𝐻

𝑎𝑟𝑒𝑎𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑥𝑦 = (1 + 1) × 2 × (𝑑𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 × 𝐿𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒) × (𝑥𝐻 × (𝑦𝐻 + 1)
+ 𝑦𝐻 × (𝑥𝐻 + 1)) + (𝑧𝐻 + 1 − 2) × 3 × (𝑑𝑠𝑞𝑢𝑎𝑟𝑒 × 𝐿𝑠𝑞𝑢𝑎𝑟𝑒) × (𝑥𝐻 × (𝑦𝐻 + 1)

𝑎𝑟𝑒𝑎𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑧 = 3 × (𝑑𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 × 𝐿𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒) × ((𝑥𝐻 + 1) × (𝑦𝐻 + 1)) × 𝑧𝐻

𝑎𝑟𝑒𝑎𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟𝑒𝑥𝑦 = (1 + 1) × 0.75 × (𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 × 𝐿𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 × 𝜋) × (𝑥𝐻 × (𝑦𝐻 + 1)
+ 𝑦𝐻 × (𝑥𝐻 + 1)) + (𝑧𝐻 + 1 − 2) × (𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 × 𝐿𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 × 𝜋) × (𝑥𝐻 × (𝑦𝐻 + 1)

𝑎𝑟𝑒𝑎𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟𝑧 = 1 × (𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 × 𝐿𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟) × ((𝑥𝐻 + 1) × (𝑦𝐻 + 1)) × 𝑧𝐻

Then the volume is calculated, from which the porosity was derived:

𝑣𝑜𝑙𝑢𝑚𝑒𝑠𝑞𝑢𝑎𝑟𝑒 = 𝑑2
𝑠𝑞𝑢𝑎𝑟𝑒 × 𝐿𝑠𝑞𝑢𝑎𝑟𝑒 × 𝑟𝑜𝑑𝑠 + 𝑑3

𝑠𝑞𝑢𝑎𝑟𝑒 × 𝑏𝑙𝑜𝑐𝑘𝑠
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𝑣𝑜𝑙𝑢𝑚𝑒𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 = 𝑑2
𝑠𝑞𝑢𝑎𝑟𝑒 ×

√︂
3
4
× 𝐿𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 × 𝑟𝑜𝑑𝑠 + 𝑑3

𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 × 𝑏𝑙𝑜𝑐𝑘𝑠

𝑣𝑜𝑙𝑢𝑚𝑒1𝑟𝑜𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 𝜋 × 𝑑2
𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 × 𝐿𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 ×

1
4

𝑣𝑜𝑙𝑢𝑚𝑒𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = (1 + 1) × 0.75 × (𝑥𝐻 × (𝑦𝐻 + 1) + 𝑦𝐻 × (𝑥𝐻 + 1)) × 𝑣𝑜𝑙𝑢𝑚𝑒1𝑟𝑜𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟

+ (𝑧𝐻 + 1 − 2) × (𝑥𝐻 × (𝑦𝐻 + 1) + 𝑦𝐻 × (𝑥𝐻 + 1)) × 𝑣𝑜𝑙𝑢𝑚𝑒1𝑟𝑜𝑑𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 + 𝑑3
𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 × 𝑏𝑙𝑜𝑐𝑘𝑠
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Appendix B. Additional figures of results 3D printing

B.1. Deviations measured holes and beams
see below

Figure B.1: Measured performance of the Form 3 on printing accuracy of the holes. Top left shows the average
diameter of the holes, top right shows the average size of the solidified space between the holes, and bottom right
shows the average diameter of the hole + the size of the solidified space in between. The shape and spacing of the

holes is indicated in the legend.
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Appendix C. Additional figures of results polymerization-induced
phase separation

Figure C.1: TGA under N2 of polyacrylate made with various acrylate monomers
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Figure C.2: Image taken with a SEM at a 500× and 5000× magnification of the surface and cross section of
polymerized PETA (top) and EDMA (bottom) + 30 wt% cyclohexanol after various extraction treatments (rows).
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Treatment:
• 24h acetone wash
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Figure C.3: Image taken with a SEM at a 500× and 1000× magnification of the surface and cross section of
polymerized PETA + 30 wt% cyclohexanol (left) and 1-decanol (left) after various extraction treatments (rows).
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Figure C.4: Image taken with a SEM at a 5000× magnification of the surface and cross section of polymerized
PETA + 30 wt% cyclohexanol (left) and 1-decanol (left) after various extraction treatments (rows).
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Treatment:
• nothing
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Figure C.5: Image taken with a SEM at a 500× magnification of the surface and cross section of polymerized
PETA + 10 wt% (left) 1-decanol, + 20 wt% 1-decanol (middle), and + 30 wt% 1-decanol (right) after various

extraction treatments (rows) part 1.
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• nothing
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Figure C.6: Image taken with a SEM at a 5000× magnification of the surface and cross section of polymerized
PETA + 10 wt% (left) 1-decanol, + 20 wt% 1-decanol (middle), and + 30 wt% 1-decanol (right) after various

extraction treatments (rows) part 1.
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Figure C.7: Image taken with a SEM at a 500× magnification of the surface and cross section of polymerized
PETA + 10 wt% (left) 1-decanol, + 20 wt% 1-decanol (middle), and + 30 wt% 1-decanol (right) after various

extraction treatments (rows) part 2.
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Figure C.8: Image taken with a SEM at a 5000× magnification of the surface and cross section of polymerized
PETA + 10 wt% (left) 1-decanol, + 20 wt% 1-decanol (middle), and + 30 wt% 1-decanol (right) after various

extraction treatments (rows) part 2.
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Figure C.9: Image taken with a SEM at a 500× magnification of the surface and cross section of polymerized
PETA + 20 wt% 1-decanol with no treatment (top) and washed with acetone (middle and bottom) after various

extraction treatments (rows and columns).
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Figure C.10: Image taken with a SEM at a 5000× magnification of the surface and cross section of polymerized
PETA + 20 wt% 1-decanol with no treatment (top) and washed with acetone (middle and bottom) after various

extraction treatments (rows and columns).
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Figure C.11: Image taken with a SEM at a 500× magnification of the surface and cross section of polymerized
PETA + 20 wt% 1-decanol washed with IPA (top) and with xylene (middle and bottom) after various extraction

treatments (rows and columns).
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Figure C.12: Image taken with a SEM at a 5000× magnification of the surface and cross section of polymerized
PETA + 20 wt% 1-decanol washed with IPA (top) and with xylene (middle and bottom) after various extraction

treatments (rows and columns).
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Chapter C Additional figures of results polymerization-induced phase separation
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Figure C.13: Image taken with a SEM at a 500× magnification of the surface and cross section of polymerized
PETA + 20 wt% 1-decanol washed ethanol after various extraction treatments (rows and columns).
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Chapter C Additional figures of results polymerization-induced phase separation
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Figure C.14: Image taken with a SEM at a 5000× magnification of the surface and cross section of polymerized
PETA + 20 wt% 1-decanol washed with ethanol after various extraction treatments (rows and columns).
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Appendix D. Additional figures of results heat treatments

Figure D.1: Surface image taken with a SEM with a 50× and 1000× magnification of oxidized (5 h at 250 °C) and
carbonized (5 h at 850 °C) electrode.
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Chapter D Additional figures of results heat treatments

Figure D.2: The effect of the oxidation dwell time (𝑥 axis) and the dwell time and temperature of the carbonization
(lines) on the length of the non UV cured samples (left) and UV cure samples (right). The length of the

carbonized samples is given relative to untreated length.

Figure D.3: The effect of the oxidation dwell time (𝑥 axis) and the dwell time and temperature of the carbonization
(lines) on the weight of the non UV cured samples (left) and UV cure samples (right). The weight of the

carbonized samples is given relative to untreated weight.

Figure D.4: The effect of the oxidation dwell time (𝑥 axis) and the dwell time and temperature of the carbonization
(lines) on the electrical resistance of the non UV cured samples (left) and UV cure samples (right). The resistance
is plotted relative to that of a Freudenberg paper. Note that the relative resistance is plotted linearly for low ratios,

but logarithmically for high ratios.
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