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Abstract 
 
Collaboration between AI and humans has the potential to improve decision-making accuracy and 
consistency. However, people are often reluctant to accept advice from AI. One of the leading 
causes of this low acceptance is a lack of trust. Past studies found that the alignment of moral values 
between a person and an AI positively affects trust in recommendations. It is proposed that people 
might also perceive inaccuracies in AI recommendations as value-laden judgments, especially in 
ethical or emotional decision-making situations. The current study examines how biased AI advice 
that aligns or misaligns with a user's preexisting values impacts trust and compliance. Additionally, 
differences in trust between AI and human advisors, trust development over time, and value 
attribution to AI are investigated.  

To explore these questions an online experiment was conducted. Participants were tasked with 
determining prison sentences based on short descriptions of criminal offenses. They received advice 
from a fictional AI during the task. The AI's bias was expressed through its recommended prison 
sentences. These were either consistently lower or higher than those of a real-world judge. Self-
reported trust was measured dynamically throughout the experiment. Adoption was measured 
based on how much participants adjusted their decisions to match the advice. The results show that 
an AI advisor that aligns with a user's values is trusted more. Furthermore, value similarity positively 
influenced the adoption of advice. Contrary to expectations, the results showed no difference in 
trust or adoption of advice between AI and human advisors. Similarly, no clear evidence of trust 
development over time was found. There were no significant differences between initial trust and 
later trust. This study concludes that user values and their possible influence on trust and 
compliance should be considered when developing advisory AI. 
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Introduction 
 

As a result of advances in data collection and machine learning, the development and use of 
(assistive) decision-making algorithms have been increasing (EPRS, 2019). Decision-making 
algorithms are used in healthcare, finance, marketing, recruitment, and criminal justice. These 
systems can improve decision-making accuracy and efficiency when collaborating with humans 
(Grace et al., 2018). Algorithms can outperform human (expert) decision-makers in various domains 
(Grove et al., 2000). Furthermore, algorithms may provide solutions to current problems of human 
bias and prejudice in decision-making processes (Chiao, 2018). 

Despite the potential benefits, people are reluctant to work with and accept recommendations from 
algorithms (Burton et al., 2020). One of the leading causes of the low acceptance of advisory 
algorithms is a lack of trust (Dzindolet, 2003; Lee, 2018). Prior research has identified numerous 
factors responsible for this lack of trust (Schaefer et al., 2016). For example, digital literacy (Logg, 
Minson & Moore, 2019), prior use by others (Alexander, Blinder & Zak, 2018), and task complexity 
(Fan et al., 2020). Particular attention has gone to the influence of errors on trust (Dietvorst, 
Simmons & Massey, 2015; Dietvorst et al., 2016). Inaccuracies in algorithmic advice lead to a loss of 
trust. Furthermore, trust lost due to inaccurate advice is hard to regain (Langer et al., 2022). People 
are less forgiving of erring algorithms than humans (Renier, Mast & Bekbergenova, 2021). 

Proposed solutions to increase or regain trust are improved transparency and explainability (Shin, 
2021), greater user decision autonomy (Dietvorst et al., 2016), and user expectation management 
(Goodyear et al., 2016). However, improvements in trust remain limited and are often constrained 
to specific situations (Burton et al., 2020). For instance, increased user autonomy results in more 
protracted decision-making, restricting this solution to situations that allow for ample collaboration 
between user and algorithm. Better calibration of expectations through increasing knowledge of an 
algorithm's functioning improves trust. However, requiring training and education before the use of 
a system is costly and time-consuming. Simplifying algorithmic processes to improve interpretability 
comes at the cost of system performance. Furthermore, detailed explanations of the system's 
reasoning are unfeasible for complex algorithms. 

Prior research on AI (artificial intelligence) has shown that humans can perceive machine systems to 
have, and act based on moral values (Yokoi, Eguchi, Fujita & Nakayachi, 2021). People are more 
inclined to trust those they perceive as having similar values (Sitkin & Roth, 1993). Earle & 
Cvetkovich (1995) refer to this as salient value similarity (SVS). Value similarity refers to sharing one 
or more social values (Beilmann & Lilleoja, 2015). Value similarity positively influences trust in 
decisions made by humans (Siegrist, Cvetkovich & Roth, 2000). A positive influence of value-
similarity on trust in decision-making systems was found by Mehrotra, Jonker & Tielman (2021). 
Participants interacted with five AI agents with distinct value profiles in their research. The AI agents 
provided recommendations in a hostage extraction scenario. Recommendations that aligned with 
the participants' values were trusted more. Yokoi & Nakayachi (2021) found greater trust in an AI-
controlled vehicle that expressed similar moral values to the user. They used a modified version of 
the classic trolley problem to assess value similarity. Participants witnessed an autonomous vehicle 
make a utilitarian or deontological decision. Trust was greater if the vehicle made a moral decision 
aligned with the participants' values.    

These prior studies show that people trust AI advice that aligns with their values more. In these 
studies, the AI's recommendations are seen as value-laden since they pertain to ethical situations. It 
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could be that people also perceive inaccuracies in AI recommendations as value-laden judgments in 
such situations. This means that biases in AI advice might not just be seen as errors but also as 
advice that aligns with certain values. For example, a medical AI that always gives recommendations 
that are overly risk-averse might be perceived as cautious. The similarity between an AI's bias and a 
user's personal values might influence trust and adoption of the advice. If this is the case, calibration 
of AI recommendations to align more closely with user values might alleviate the loss of trust due to 
errors. Riedl (2022) and Mehrotra et al. (2021) have stated that adaptive systems that take user 
values and characteristics into account are essential to increase the adoption of decision-making aids 
in subjective scenarios. Furthermore, understanding the interaction between bias and trust in AI can 
provide insight into how existing system biases may result in over- or under-reliance depending on 
user beliefs. The primary aim of the present research is to study whether the similarity between user 
values and AI bias influences trust. This is formulated in the following research question: 

RQ1: How does value similarity influence trust in biased AI advice? 

Previous studies on AI value similarity utilize hypothetical decision-making scenarios that lack user 
input and engagement. Participants observe as the system makes a decision and are questioned on 
their trust in the system afterward. Some studies include self-reported willingness to act but none 
measure trust-related behavioral changes. Self-reported measures do not always translate into 
behavioral changes (Pharmer et al., 2021). Therefore, trust-related behavioral measures are 
collected in addition to self-reported trust measures in the present study.  

Trust in AI advice develops over time (Cabiddu et al., 2022). Seeing an AI function repeatedly and 
being able to evaluate its outputs influences trust formation and behavior. Most value similarity 
studies do not incorporate repeated interactions with the AI. When they do, trust fluctuations are 
not measured (Yokoi & Nakayachi, 2019; Liu & Moore, 2022). Decision aids are used repeatedly in 
real-world applications. Thus it is crucial to understand the development of trust and compliance 
over time. Additionally, a user’s perception of biased advice may not occur after a single interaction 
when the AI's values are expressed subtly. For these reasons, a second research question is posed: 

RQ2: How does value similarity influence trust in biased AI advice over time? 

RQ1 and RQ2 assume that the user perceives value similarity with an AI. That is to say, users explain 
the behavior of the AI through social values that they can align or dis-align with. However, Mehrotra 
et al. (2021) found that manipulations of values do not necessarily lead to a difference in perceived 
value similarity. Gray et al. (2012) and Cvetkovich (2013) have argued that judgments of value 
similarity rely on a person's understanding of how the human mind works. For an entity to be 
perceived as a moral decision-maker, it must be perceived as having a mind. Shank et al. (2021) find 
that, under certain circumstances, people do attribute a mind to AI. However, whether users 
perceive values implied through AI behavior and whether this results in value similarity is unknown. 
Therefore, an additional exploratory research question is examined: 

RQ3: How does mind perception influence value similarity?  

The three research questions are investigated using a prison sentencing task. Participants are tasked 
with determining adequate prison sentences based on short descriptions of criminal cases. They 
receive advice from an AI (or human in the control condition). Bias is introduced to the AI by having 
it advise strictly lower or higher prison sentences than the final verdict of a judge. Value similarity is 
based on the participant's attitudes towards prison sentencing compared to the AI's bias.   
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The rest of this report is structured as follows: first, a literature overview discussing the relevant 
theories and prior works, resulting in the formulation of hypotheses. A detailed overview of the 
study design, study procedure, and measurement instruments follows this. Afterward, the analysis 
of the results is presented and discussed. To conclude, the limitations of the study, potential future 
studies, and implications of the results are discussed. 

Theoretical background 
 
Terms such as AI, algorithm, and system are used interchangeably in the literature on decision-
making aids. This report will refer to these technologies as AI unless specifically referring to a 
technology discussed in prior work. The OECD (Organisation for Economic Co-operation and 
Development) definition of AI will be used: "a machine-based system that can, for a given set of 
human-defined objectives, make predictions, recommendations, or decisions influencing real or 
virtual environments…AI systems are designed to operate with varying levels of autonomy" (Lockey 
et al., 2021). 

Trust 
Definition of trust 
Trust is defined in several ways in the AI literature. In AI-assisted decision-making, which is the focus 
of the present study, the most referred to definition is proposed by Lee & See (2004) (Vereschak, 
Bailly & Caramiaux, 2021). They define trust as “An attitude that an agent will achieve an individual's 
goal in a situation characterized by uncertainty and vulnerability.” This definition concisely captures 
the two key aspects of trust, uncertainty, and vulnerability. Uncertainty indicates that the realization 
of the individual's (the trustor's) goal by the agent (the trustee) is not guaranteed. Vulnerability 
indicates that the failure of the trustee to realize the trustor's goal will have negative consequences 
for the trustor. In addition to these two aspects, Vereschak et al. (2021) identify a third element 
that, while not explicitly stated in the above definition, is viewed as a defining element of trust, 
positive expectations. Lockey et al. (2021) state that, to speak of trust, the trustor must have positive 
expectations of the intention or the behavior of the trustee. In the case of AI, positive expectations 
are the expected utility or realized value from use. Uncertainty, vulnerability, and positive 
expectations are what constitute trust. These three aspects must be present for trust to be relevant 
in an interaction. 

Psychological trust  
In the above definition, trust is an attitude. Trust is a way of thinking or feeling about the trustee. 
This trusting attitude is a psychological construct. It exists in the mind of the trustor and cannot be 
directly observed or measured. This aspect of trust will be referred to as psychological trust.  Prior 
research on trust measurements has identified various factors associated with trust (Schaefer et al., 
2016). For example, peer recommendations, task expertise, and cultural background. The present 
study's interest is mainly in task-related trust factors. These factors influence the current task (Hoff 
& Bashir, 2015). For example, the AI's accuracy or how advice is presented to the user. Madsen & 
Gregor (2000) propose a human-computer trust model based on task-related factors. They propose 
five base constructs of computer trust: Understandability, technical competence, reliability, personal 
attachment, and faith. These constructs are further subdivided into cognition-based trust and affect-
based trust. A visualization of their trust model is seen in Figure 1. In the current study, psychological 
trust will be assessed based on this model.  
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Figure 1: The human-computer trust model as proposed by Madsen & Gregor. Overall perceived trust is split into two 
separate aspects: Cognitive- and affect-based trust. These aspects are further divided into five constructs: 

Understandability, technical competence, reliability, personal attachment, and faith.  

Behavioral trust 
It seems logical to expect that users who report higher levels of trust would be more willing to 
comply with advice. While this is often the case (Riedl, 2022), psychological trust does not always 
result in a behavioral change (Pharmer et al., 2021). One explanation may be that a certain trust 
threshold must be reached before a behavior change occurs, especially for a binary choice 
(Vereschak et al., 2021). Chancey et al. (2015) suggest that multiple variables cause the dissociation 
between psychological measures of trust and compliance with AI recommendations. People may 
have different notions and interpretations of trust. Results from Liu & Moore (2022) support this 
idea. In their study, an AI recommends whether a professional decision-maker should be 
investigated for being politically biased. For example, a banker was suspected of refusing loans to 
same-sex couples. They found that alignment between the socio-political beliefs of participants and 
the recommendations of the AI positively influenced behavioral intention but not self-reported trust. 
They conclude that there is a difference between trust in AI and the acceptability of the advice. 
Someone that does not trust an AI can still agree with its advice and choose to act upon it.  

Given the discrepancies between self-reported trust and behavior, Vereschak et al. (2021) 
recommend including trust-related behavioral measures alongside measures of psychological trust. 
Trust-related behavioral changes are changes in user behavior that result from trust formation. The 
most commonly measured trust-related behavioral change in prior literature is compliance with AI 
advice (Vereschak et al., 2021). Compliance refers to users following the AI's recommendation. 
Compliance can vary from a minor shift in a user's initial decision to a complete adoption of advice. 
Other behavioral measures exist. Feng & Boyd-Graber (2019) measure participants' decision-making 
times when presented with AI advice. A lower decision-making time (faster response) is associated 
with greater trust. For systems where advice is not automatically provided, reliance may be 
measured in addition to compliance. Yu et al. (2017) measure reliance based on how often a 
participant requests advice or delegates a decision to an assistive AI. 

Factors influencing trust in AI 
Trust in AI is influenced by numerous factors, including digital literacy (Logg, Minson & Moore, 
2019), prior use by others (Alexander, Blinder & Zak, 2018), general trust (Höddinghaus, Sondern & 
Hertel, 2021), expertise (Logg, 2017), domain (Green & Chen, 2019), task complexity (Fan et al., 
2020) and algorithm accuracy (Dietvorst et al., 2015). An extensive overview of factors influencing 
trust in AI can be found in the works of Hoff & Bashir (2015) and Schaefer et al. (2016).  
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One of the main factors that negatively impact trust is AI error. Dzindolet et al. (2003) found that an 
overall reliable decision aid that was initially viewed as trustworthy was distrusted after the aid 
made even a single error. Dietvorst et al. (2015) found a similar result. In their study, participants 
who witnessed an algorithm err preferred the decisions of a human decision-maker. This result 
remained even after participants observed a human make more mistakes than the algorithm. 
Dietvorst et al. (2015) refer to this preference for human advice as algorithm aversion. Many other 
studies find similar results (Burton, Stein & Jensen, 2020). Hoffman et al. (2018) explain the drop in 
trust after seeing an AI err as a swift reaction to surprise resulting from unrealistic expatiations. 
Renier et al. (2021) found that people are more forgiving toward humans than AI. They show that 
people expect AI is always perfect. In contrast, humans are expected to make occasional mistakes. 

Due to the changes in trust resulting from interaction with AI, Hoffman et al. (2018) recommend 
treating trust as a dynamic process instead of a static quantity measured at the end of an 
experiment. In the present study, we are particularly interested in these influences of errors on trust 
development. For one because a real-world system would be used repeatedly, resulting in trust 
morphing over time. Thus the usefulness of improving only initial trust is questionable. And second, 
the AI advice in the current study will be manipulated to intentionally make errors that align or dis-
align with the user's beliefs. 

Appropriate trust in AI advice 
Lack of trust is one of the main reasons for the low acceptance of AI decision aids (Dzindolet et al., 
2003). The goal of trust interventions should, however, not be the arbitrary improvement of trust. 
Trust should promote appropriate reliance. Trust should be calibrated so that users trust reliable AI 
and distrust unreliable AI. Inappropriate reliance on AI can be separated into two categories: misuse 
and disuse (Parasuraman & Riley, 1997). Disuse is defined as the underutilization of automation. 
Disuse results in the potential benefits of AI not being fully realized. Misuse is defined as 
overreliance on automation. This behavior is commonly referred to as automation bias (Skitka, 
Mosier & Burdick, 1999). It is characterized by complacency and can be dangerous when advice is 
being relied on in critical situations, such as medical decisions.  

Dzindolet et al. (2003) found that a trust intervention aimed at preventing misuse can lead to disuse. 
Their study observes a loss of trust in a decision-making aid due to the system erring. They find that 
explaining the system error improves trust, however, to such an extent that participants were willing 
to trust unreliable systems. This is of interest to the present study. An AI that purposefully makes 
recommendations that the user is more likely to agree with may be more trusted but simultaneously 
be more prone to misuse. Therefore, it is important to evaluate user trust relative to the AI's 
performance and carefully assess whether appropriate reliance is formed.   

Value similarity 
One of the earliest works reporting the influence of shared values on trust is the study by Sitkin & 
Roth (1993). They found value congruence to influence interpersonal trust positively. Earle & 
Cvetkovich (1995) proposed a general model of salient value similarity (SVS). This model suggests 
that a trustor and trustee sharing one or more salient values positively affects trust. For a value to be 
considered a 'salient value' it must be relevant to the current situation and important to the trustor. 
Furthermore, the trustor must be aware that the trustee holds this value. Attribution of values to 
the trustee is based on their actions, statements, and identity (Cvetkovich, 2013). For instance, 
seeing a person separate their garbage signals that they value sustainability. And reading a 
company's mission statement gives insight into the values that they consider important. This 
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attribution of values is a fast and automatic heuristic process that often precedes other trust 
judgments (Poortinga & Pidgeon, 2006).  

SVS theory has been shown to predict social trust in various situations (Siegrist, Cvetkovich & Roth, 
2000). For example, Twyman, Harvey & Harries (2008) showed that value similarity improves trust in 
advice from government and consumer agencies. In their study, participants filled out questions 
about general values (e.g., money matters more than most things). Afterward, they were assigned 
an advisor and informed how the advisor had answered the same questions. They were then tasked 
with risk assessment of various activities (e.g., extreme sports, hazardous jobs, or drug use). 
Participants expressed greater trust in advice and were more compliant with advice if the advisor 
had given similar answers to the value questions. Gigliotti et al. (2020) applied the SVS framework in 
practice. They analyzed landowners' trust in the natural resources department of the government. 
The landowners were questioned on their values regarding wildlife management (e.g., are humans 
more important than animals). They found that landowners with a similar value orientation as the 
government trust government programs more.   

The core aspect of the SVS theory is values, yet the definition of a value is inconsistent in the 
literature using SVS. Lee & See (2004) found that shared fundamental cultural values positively 
influence interpersonal trust. Lee & See (2004) describe the sharing of cultural values as people 
obeying the same rules and assumptions. Values can be defined as desirable goals or beliefs of 
varying importance that serve as guiding principles in people's lives (Schwartz, 1994). In other 
literature, values are viewed as the fundamental building blocks of beliefs and goals (Ives & Kendal, 
2014). These definitions clearly show that values are closely related to beliefs and goals. Given that it 
is difficult to distill a specific situation down to core values (e.g., autonomy, health, or achievement) 
it may be more practical to measure an overarching belief or goal instead. An example of this is the 
work of Cazier, Shao & Louis (2006). In their study value similarity is operationalized by informing 
participants that their moral and political beliefs are (dis)similar to an E-business. They make no 
mention of the specific values underlying those beliefs. Their results are in line with SVS theory, 
participants' trust is greater in businesses that share their beliefs. The present study will use a similar 
approach. Value-similarity will be examined based on the participants' beliefs. In the prison 
sentencing task, the most prominent belief is punitiveness (Adriaenssen & Aertsen, 2015), a person's 
belief of how strictly offenders should be punished.  

Value similarity between humans and AI 
If value similarity improves the trusting attitude towards advice in human-human relations, these 
effects might also occur in human-AI interactions. Riedl (2022) has argued that adaptive systems that 
take user personality traits and characteristics into account are essential to increase trust in and 
adoption of such systems. Mehrotra et al. (2021) further highlight the need for taking the value-
based reasoning of users into account when developing decision-making aids.   

A limited number of studies have looked at the influence of value similarity on trust in the case of 
human-AI interactions. Yokoi et al. (2020) found that participants perceive value-similarity between 
themselves and a medical AI prescribing treatment. In a series of follow-up studies, Yokoi & 
Nakayachi found shared moral beliefs to positively influence self-reported trust in autonomous cars 
(Yokoi & Nakayachi, 2021a) and a medical emergency decision-making system (Yokoi & Nakayachi, 
2021b). In their studies, value similarity is based on users making the same ethical decisions as an AI. 
First, participants are presented with a scenario (e.g., Trolley problem) and asked to make a choice. 
After this, they are shown how the AI acted in the same scenario. Participants expressed greater 
trust in AI that made the same decision as them. Similar results were found by Mehrotra et al. 
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(2021). In their study participants in a hostage extraction scenario interacted with multiple different 
AI agents. Participants' value profiles were determined at the start of the study based on questions 
about core values (e.g., power, hedonism, conformity, etc.). They then consecutively received advice 
from five AIs with distinct value profiles. These value profiles were expressed through how the AI 
handled the hostage situation. For example, does it permit harming the hostage-takers? Participants 
reported higher levels of trust in an artificial agent with a similar value profile to them. Not all 
human-AI value similarity studies find positive results. Yokoi & Nakayachi (2019) found that value 
similarity with an AI in an investment game did not affect psychological and behavioral trust. They 
speculate that this is because the participants' main goal was to score well during the game. Because 
of this, their values regarding risk-taking were perhaps less relevant.   

Similarly to the value similarity literature in human-human relations, different ways of referring to 
values are used in human-AI studies. Verberne, Ham & Midden (2012) found shared driving goals to 
increase trust in an adaptive cruise control system. And Liu & Moore (2022) found that political 
belief alignment increases willingness to act based on AI recommendations in numerous politically 
charged scenarios. This again highlights the close conceptual connection between values, goals, and 
beliefs. 

A common denominator in studies analyzing the relation between value similarity and trust in AI is 
that experiments are based on scenarios. Participants are presented with a situation in which a 
machine makes a value-laden decision or gives value-laden advice. Participants do not directly 
interact with the AI. Instead, they read or observe. Psychological trust and behavioral intentions are 
determined solely through self-reported measures. The system's values, beliefs, or goals are 
explicitly presented to the participant in these studies. In the present study, we investigate whether 
the positive effects of value similarity on self-reported trust translate into behavioral changes. 
Furthermore, we examine whether these effects remain when system values are not explicitly 
presented to a participant but rather implied through AI behavior.      

Value expression through AI bias 
One way in which values may be implied through AI behavior is by systematically deviating the AI's 
output in favor of a specific belief. This way, a bias is purposely introduced to the AI. Here we are 
focusing on bias in a social context, as opposed to the statistical definition of bias. Bias, in this 
context, refers to the systematic deviation of AI outcomes resulting in unfair decisions (Mehrabi et 
al., 2021). For example, by favoring one group of users over another based on arbitrary inherent or 
acquired characteristics (Ala-Pietilä et al., 2020). AI systems sometimes reflect and perpetuate 
human social biases (Kordzadeh & Ghasemaghaei, 2022). This can, for instance, be the result of 
beliefs held by the AI's developers or biased training data. Biases in AI can perpetuate existing 
stereotypes and prejudices, leading to discrimination in decision-making tasks. For example, an 
algorithm may be less likely to approve immigrant loan applications (Mehrabi et al., 2021). 

In the case of decision-making or advisory AI, the source of bias could be interpreted in different 
ways by users. Bias might be seen as the result of an error in the computations performed by the 
system. A technological flaw. On the other hand, bias could be perceived as a value-laden judgment 
by the AI itself. One that a user could be more willing to accept if their beliefs on the subject align 
with the AI's recommendation (Liu & Moore, 2022). Especially when the recommendation is related 
to a topic that is perceived as subjective and reliant on moral judgments, such as prison sentencing, 
loan approval, or personnel hiring. However, whether value similarity results from users perceiving 
AI systems as possessing values is unclear. Tolmeijer et al. (2022) found that users attribute faults of 
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AI not to the system itself but to its developers. The same might be true for values. Users may view 
biased or value-laden advice from an AI as a representation of the beliefs of its developers. 

As previously discussed, designing AI systems for appropriate reliance is essential. The present 
research examines whether value-similarity can be used to increase compliance in AI. This provides 
insights into adaptive system design based on user values which may improve interactions between 
systems and users. However, it can also provide insight as to how existing system biases may result 
in over- or under-reliance depending on user beliefs and bring additional attention to the possible 
dangers of biased AI, especially in critical moral decision-making situations. In the present study, an 
AI expresses bias by systematically advising lower or higher prison sentences than the judge. The 
expectation is that when this bias aligns with a person's own beliefs on punitive measures, this 
results in value similarity.     

Mind perception 
Prior literature does not examine the source of value similarity in human-AI interactions. Neither do 
they assess if participants view an AI as capable of holding or acting based on values, goals, or 
beliefs. Cvetkovich (2013) argues that judgments of value similarity rely on a person's understanding 
of how the human mind works. This raises the question of whether value similarity between a 
person and an AI is possible in the first place.   

An AI does not possess a human mind. As of yet, even the most sophisticated machine-learning 
systems cannot emulate the human mind. According to Gray, Young & Waytz (2012), mind 
perception is the foundation of moral judgment. For an entity to be perceived as a moral decision-
maker, it must be perceived as having a mind. Thus, for value similarity to exist similarly to human-
human relations, the user must perceive the AI to have some form of mind. Users must perceive AI 
to be capable of holding and/or acting based on values. In the mind perception literature, a 
distinction is made between two aspects of the mind, the agentic and experiential mind. The 
experiential mind refers to an entity's capacity to experience sensations. The agentic mind refers to 
an entity's capacity to act independently. If an agent is perceived to possess an agentic mind, their 
actions may be viewed as moral decisions. Gray, Gray & Wegner (2007) found that people perceive 
machines to have a mind. However, only the agentic aspect. Shank et al. (2021) found that mind 
perception, both agentic and experiential, influences the virtuous character attribution of AI and 
humans. AI systems which were perceived to have a greater capability of thought were more likely 
to be explained based on social factors. This is opposed to typical evaluations one may expect of a 
computer, e.g., based on efficiency or robustness.  

Alternatively, even if AI is not consciously perceived as a moral actor, values and value similarity may 
still play a role in trust. The media equation hypothesis, proposed by Reeves and Nass (1996) found 
that people respond socially to technologies. This suggests that people may (subconsciously) 
perceive the behavior of an AI as being based on human-like social factors. Given that in human-
human relations, values play a substantial role in forming trust. This may thus also be the case for 
human-AI relations. The actions and behavior of an AI might be viewed as an expression of its goals, 
values, or beliefs, similar to dispositional character attributions in human-human relations. An 
additional factor that could strengthen this effect is the black-box nature of complex AI systems. An 
increase in the complexity of AI has led to a decrease in technical understandability by users. This 
may drive people to be more inclined to explain the outputs of these systems using familiar mental 
models. An example of this is the work of Pauketat & Anthis, 2022. They found that participants 
attribute more emotional capacity to complex future AI than to simpler systems. This influence of 
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system complexity may explain why Gray et al. (2007) did not find users to perceive a mind in a 
relatively simple machine, while Shank et al. (2021) did find this for their more sophisticated AI. 

Present study 
 
The present study aims to investigate whether the positive influence of value similarity on self-
reported trust in AI advice translates to behavioral changes. Previous studies have shown that value 
similarity increases psychological trust. Additionally, some studies find behavioral intention to be 
positively impacted by value similarity. In human-human relations, the influence of value similarity 
on psychological trust is strongly correlated with a willingness to comply with advice and accept 
decisions. Therefore, psychological and behavioral trust is expected to be positively affected by 
value similarity with an AI advisor. This expectation is formulated in H1, which is the main hypothesis 
of interest in the current study. 

H1: Value similarity increases (i) psychological and (ii) behavioral trust in an AI advisor. 

An additional control condition in the form of a human advisor is tested. This aims to confirm that 
the results from previous value similarity studies are repeated in our setup. This is to ensure that we 
have successfully designed an experiment in which participants perceive values as a relevant aspect 
of the decision-making process, that the user perceives the values expressed by the advisors, and 
that value similarity can form between the user and advisor. Based on effect sizes reported in prior 
research, we expect that the influence of value similarity is stronger in human-human interactions.    

H2: The effect of value similarity on (i) behavioral and (ii) psychological trust is greater for a human 
advisor than for an AI advisor. 

Trust in AI is lower for tasks that require subjective decision-making, as opposed to mechanical or 
computational tasks (Castelo, Bos & Lehmann, 2019). Fair prison sentencing is seen as a subjective 
task. Therefore, we expect both psychological and behavioral trust in advice to be overall larger for 
human advisors. 

H3: (i) Psychological and (ii) behavioral trust in advice is greater for a human advisor than for an AI 
advisor. 

These three hypotheses are visualized in Figure 2. 

 

Figure 2. Model of the expected direct effects and interaction of value similarity and advisor type on psychological and 
behavioral trust. 

Prior studies found that AI errors have a negative influence on user trust. Allowing users to interact 
with a system repeatedly and showing them the system is not perfect and makes occasional 
mistakes negatively impacts trust. This results in trust decreasing over time. Specifically, there seems 
to be a considerable difference between initial trust and dynamic trust. In the present study, the AI's 
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mistakes will either align or dis-align with a user's preexisting beliefs. It is expected that value 
similarity moderates the negative effect of use over time, with the effect being weaker if values are 
similar and stronger if values are dissimilar.    

H4: The effect of use over time on (i) psychological and (ii) behavioral trust in AI is moderated by 
value similarity, with the effect being weaker for greater value similarity. 

In contrast to prior studies, the AI's values, beliefs, or goals will not be explicitly mentioned but are 
instead implied through biased advice. An additional exploratory part of this study is to examine if 
users perceive values being implied in such a way and whether this leads to value similarity. Gray et 
al. (2012) and Cvetkovich (2013) argued that some degree of mind perception must be present for 
value similarity to be relevant in trust formation. Suppose users do indeed perceive the AI to possess 
an (agentic) mind. In that case, it is expected that the degree of mind perception positively 
influences value similarity with the AI. It could be the case that no such relationship is found, even 
when value similarity is shown to influence trust and compliance. Such a finding would suggest that 
value similarity does not stem from people's perception of the inherent values of AI. Instead, it 
would provide evidence for the theory that people view AI's advice as a representation of the values 
and beliefs of its developers. 

 
Study design 

The present study consists of an experiment with a 2x2 factorial design. Advice and advisor are the 
factors, and psychological trust and compliance are the measured outcomes. Participants are tasked 
with determining prison sentences for various crimes based on short case descriptions. After 
determining an initial sentence they receive advice from an advisor. They are then given the option 
to change their initial sentence. Afterward, the participants are shown the prison sentence that the 
judge handed out in the real-world case. This task is repeated for 14 different cases.   

Advice is manipulated to be lenient or strict. In the lenient condition, the advice provided to 
participants is always lower or equal to the real-world sentence handed out by the court. The 
reverse is true for the strict condition. Advice is randomly generated during the experiment and 
varies for each participant and case. Advice has a maximum deviation of 20% above or below the 
real-world sentence. Within this 20% deviation range, advice is uniformly distributed, resulting in an 
average deviation of 10%. The advice can be the same as that of the judge (0% deviation). Advice is 
provided to the participants as a recommended prison sentence of months of jail time. Participants 
are randomly allocated to either condition with an even distribution.   

The advisor is manipulated to be an AI or a human. The human condition is present as a control 
group to verify that the designed scenario has relevant salient values that play a role in trust 
formation. In the AI condition, the advisor is referred to as 'legal AI' throughout the study. In the 
human condition, the advisor is instead referred to as a 'legal expert'. Besides this, no other changes 
to wording or phrasing are made throughout the study, both in the descriptions and in the 
measurement instruments. There is one exception to this, the first time the legal AI is introduced, an 
additional explanation stating that the legal AI is an "artificial intelligence decision support system" is 
added. This is done to ensure participants are aware of what AI stands for and realize that this is not 
a human. Participants are randomly allocated to either condition with a 70% chance of being 
assigned to the AI condition. The primary interest of this study is the effect of value similarity on 
trust in AI.  
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Material development 

The experiment is created using lab.js. Lab.js is a JavaScript-based free, open-access, online 
experiment-building tool developed by Felix Henninger (Henninger et al., 2022). The builder allows 
for the randomization of variables and the assignment of participants to (weighted) random 
conditions. This made the tool suitable for the generation of individually randomized advice for each 
participant. All experiment material (introduction, task instructions, advice provided, and questions) 
is adjusted to allow AI and human conditions to be used interchangeably as a way of referring to the 
advisor. 

During the experiment participants read descriptions of committed crimes and were tasked with 
determining appropriate prison sentences. The descriptions consist of summarized versions of case 
files from real crimes that recently occurred in The Netherlands. Case files were retrieved from 
rechtspraak.nl. This is an open-access database that publishes and maintains an archive of verdicts in 
the Dutch legal system. Cases were selected based on the following criteria: sentencing date, 
sentence duration, type of offense, and case complexity.  

Sentencing date 
To ensure consistency between verdicts and account for changes in legal procedures over time, case 
verdicts from a specific time frame (2020-2022) were taken. The potential problem of participants 
being familiar with the cases due to their recency (e.g., case featured in the news) is negated by 
participants not being Dutch citizens.  

Sentence duration 
The case verdict by the court must be at least 16 months of jail time. This minimum is set to ensure 
that the deviation of the advice from the actual jail sentence results in a clear difference. For 
instance, in a case where the jail sentence handed out is seven months, a maximum deviation of 
only a single month would be possible (six months in the lenient condition and eight months in the 
strict condition). This would result in the advisor often giving the same sentence as the judge, 
resulting in no perceivable bias in the advice.   

Type of offense 
The type of offense must meet three criteria. First, the offense must have been a criminal offense 
committed towards another person and have been trialed as such by a criminal court. This means 
that offenses such as tax evasion are not considered. Second, only cases in which the verdict mainly 
consisted of a prison sentence were selected. Participants are only allowed to judge the cases by 
estimating a prison sentence, and no additional penalties, such as fines, rehabilitation, etc., can be 
handed out by the participants. Cases that include such additional punitive measures would likely be 
confusing to participants since the court's sentencing takes these additional measures into account, 
whereas the participants cannot. Finally, the offense may not be primarily or in part related to sexual 
misconduct such as sexual harassment, sexual assault, or rape. Similarly, the offense may not 
involve, in any way, children under the age of 18. These restrictions are set to ensure that 
participants are not confronted with especially disturbing cases.  

Case complexity 
Case complexity is based on the number of separate crimes that were committed and taken into 
account in the judge's verdict. Separate crimes of different natures are seen as more complex, e.g., a 
combination of murder and robbery is more complex than two robberies. Additionally, possibly 
alleviating and extenuating circumstances surrounding the crime were viewed as increasing case 
complexity. Examples of alleviating circumstances are the perpetrator's young age, bad social 
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background, or substance addiction. Examples of extenuating circumstances are repeated offenses, 
lack of remorse, or 'professional' criminality. These additional factors were only considered to 
contribute to case complexity if it was specifically mentioned in the original case file that the court 
considered them in their verdict. The choice was made to focus on cases with relatively low 
complexity to ensure participants, who were expected to have a low level of legal expertise, could 
still make somewhat accurate decisions and were not completely reliant on the advisor. Previous 
research has shown that when a task becomes, more difficult, people are more likely to rely on 
advice (Fan et al., 2020). This may overshadow the trust and compliance resulting from value 
similarity.  

In addition to these four selection criteria, an effort was made to ensure a broad spread of offenses. 
This is done since similar crimes tend to get similar sentences in The Netherlands. For instance, if all 
cases had been related to drug trafficking, participants would likely realize that the prison sentence 
would always be around 24 months. In addition to this, a spread of offenses gives a clear view of a 
participant's different interpretations of various crimes, which can more easily be related to the 
measure of general punitiveness. 

Based on the above process, a total of 14 legal cases were selected. Crimes include murder, assault, 
drunk driving, (armed) robbery, (online) scamming, prison break, extortion, and drug trafficking. 
Prison sentence duration ranged from 16 to 60 months. The descriptions were created by 
summarizing the original case files into the most important details of the crimes committed. The 
important factors were mainly determined based on which factors the court mentioned in their final 
verdict. In the summarized descriptions, all people are referred to using gender-neutral pronouns 
(they/them/their). This is done because the original case files make no consistent mention of 
gender. The criminal/defendant/suspect/perpetrator is always referred to as 'the defendant' for the 
sake of consistency. The cases will be read by UK citizens who will be told these crimes occurred in 
the UK. Therefore, any references to The Netherlands have been removed, and monetary quantities 
are expressed in pounds instead of euros. We chose to tell participants the crimes occurred and 
were trialed in the UK for two reasons. Firstly, we wanted to avoid people speculating on how a 
prison system in a foreign country functions. Second, it is expected that people's opinions on 
punishments may differ when crimes are being committed in their home country as opposed to 
abroad. At the end of each case description, the verdict of the 'Public Prosecution Office' is given, 
this serves as a short one-sentence summary of the case. An example case description, as it was 
presented to the participants, is shown in Figure 3. 

 

Figure 3: Example of a case description as it was presented to participants during the study. 
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Measures 

Trust and value similarity are measured in multiple ways. Verified scales as well as matching 
between beliefs and advice conditions are used. Additionally, personal beliefs and demographic data 
are collected. 

Psychological trust 
Psychological trust (self-reported trust) in advice is measured using an 11-item scale adapted from 
Madsen & Gregor (2000). This measurement instrument was chosen as it has been developed, 
tested, and verified specifically for measuring trust in automation technologies. The original scale 
consists of 25 items. This scale identifies and measures five separate sub-factors of trust: reliability, 
technical competence, understandability, faith, and personal attachment. For the present research, 
the sub-scales on understandability and personal attachment were not included. The 
understandability sub-scale relates to the ease of use of the system. The personal attachment sub-
scale measures participants' attitudes toward anticipated long-term use of the system. Neither of 
these aspects is relevant to the current research setup. 

In addition to excluding the two subscales, four items are dropped. Two because of redundancy 
(Hoffman et al., 2018) and the aim to keep the questionnaire short. And two for not applying to the 
human advisor condition. For some individual questions, small changes to wording are made to 
ensure the questions are usable in both the AI and human condition, e.g., removal or replacement of 
the words 'it' and 'the system' in reference to the advisor. Madsen & Gregor (2000) do not provide 
information on how they administered the scale in their original research. Similar to other works 
that adapt this scale, responses will be measured using a Likert scale with seven answer options 
ranging from strongly disagree to agree strongly. 

In addition to this scale, which participants will answer after completing all cases, three short and 
intuitive trust-related questions are asked after every case. These questions aim to measure the 
change in psychological trust over time. The questions are adapted from the Madsen & Gregor faith 
sub-scale of trust and have been modified to be shorter and easier to understand. This is done to 
ease the load on the participants as they are required to answer these questions 14 times. Answer 
options range from 1 - strongly disagree to 7 - strongly agree.    

Behavioral trust through weight on advice 
To analyze trust-related behavioral changes, compliance with the recommendations is measured. 
Compliance is measured through weight on advice (WOA) (Harvey & Fischer, 1997). WOA is a 
commonly used measure of compliance or advice utilization in judge advisory tasks (Himmelstein, 
2022). It measures the proportional change in a decision after advice is received. The definition of 
WOA is as follows: 

𝑊𝑊𝑊𝑊𝑊𝑊 =
initial decision –  final decision

initial decision –  advice
 

In the current study, the initial decision refers to the prison sentence determined by the participant 
before receiving advice. The final decision is their (possibly adjusted) sentence after having received 
advice. The advice is the jail sentence recommended by the advisor. All values are expressed in 
months of jail time. Assuming rational decision-making by the participants, WOA should result in a 
measure ranging from 0 (no advice adoption) to 1 (complete advice adoption). It is, however, 
possible to have a WOA outside of this range. For this reason, research utilizing the WOA measure 
tends to set 0 and 1 as boundary values. There is no clear consensus in the literature on how to 
handle values outside this range (Bonaccio & Dalal, 2006). Prahl & Van Swol (2017) opted to include 
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values outside the range in their analysis. They interpret negative values as a strong aversion to 
advice. Logg, Minson & Moore (2019) instead choose to winsorize the WOA measure. All values 
outside the boundary range are rounded toward their closest boundary value. The problem with this 
method is that overshooting advice is then interpreted as complete adoption. Some authors instead 
use a version of WOA with absolute difference terms (Yaniv, 2004). This results in ambiguity 
between compliance and rejection of advice and is therefore not suitable for the present study. 
Himmelstein (2022) argues that, regardless of interpretation, values outside the 0 - 1 range should 
be excluded from statistical analysis as they violate the continuous nature of the measure. Bonaccio 
& Dalal (2006) suggest discarding values outside the boundary range as long as most data is within it. 
This will be the approach in the present study. 

WOA values outside the 0-1 range will be investigated separately as they may be indicative of 
participants being aware of the experimental manipulation. For instance, a participant who realizes 
that the advice they are receiving is biased towards higher sentences may choose to lower their 
sentences to be below that of the advisor, irrespective of their initial sentence. This would result in 
their sentences being as close to the judge's decisions as possible. They might choose this 'strategy' 
if they have no particular opinions on sentencing durations and would rather keep their sentences in 
line with the judge's opinion. In an attempt to prevent this type of gamification of the task, 
participants are instructed multiple times to hand out sentences that they would feel comfortable 
giving the defendant in the real world. They are told to view the decision by the judge as a reference 
value instead of the correct answer. After all tasks are completed, an additional open question is 
posed to the participants, asking them whether they felt they were able to envision their sentences 
being handed out to defendants in the real world. 
 
Self-reported value similarity 

Value similarity between the participant and the advisor is determined using two methods. Value-
similarity is assessed directly using the value similarity scale from (Siegrist et al., 2000). This scale 
consists of five semantic differentials (e.g., Same values – Different values). Six response categories 
are given, ranging from one to six. The original scale uses seven response categories which allow for 
a neutral answer. The decision to use an even number instead was made to force participants to 
choose, to encourage them to consider their answer carefully, and to eliminate problems with 
interpreting the mid-point answer (what does it mean to be neither similar nor dissimilar to 
someone?). 

Value similarity based on punitiveness and experimental condition  

Salient value similarity theory suggests that value congruence with an advisor stems from the most 
salient value in the decision-making scenario. In the prison sentencing task, the salient values are 
related to the punitiveness of the participant. The second value similarity measure is determined by 
a participant's punitiveness and linking it to their assigned experimental condition (lenient or strict). 
This variable will be referred to as 'punitiveness by condition'. This measure of value similarity is 
expressed as a dichotomous variable that has the categories: value-similar and value-dissimilar. For 
example, participants who report high punitiveness and are assigned to the strict advisor condition 
are placed in the value-similar category. The distinction between high and low punitiveness is made 
based on the participant's answers to the punitive attitudes scale. A mean score greater or equal to 
four is considered high punitiveness, and a mean score lower than four is considered low 
punitiveness. A full overview of this value similarity variable is shown in Table 1. 
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Value similarity 
 Punitive attitudes 
Advice condition High Low 
Lenient Dissimilar Similar 
Strict Similar Dissimilar 

Table 1: Value-similarity interpretation based on experimental advice condition (lenient, strict) and self-reported punitive 
attitudes (high, low). Value-similarity is split into two groups: similar and dissimilar. 

Creating separate categories of value-similar and value-dissimilar in this way is based on previous 
value-similarity literature. Doing this allows for comparisons between groups. However, turning the 
continuous variable of punitiveness into a dichotomous variable by making an arbitrary division of 
high and low punitiveness at the scale's midpoint results in a lot of information being lost. This 
method will be used as an initial test to see whether our results align with previous findings. 
Afterward, value similarity based on punitiveness and advice condition will be analyzed through an 
interaction term in a regression to keep the continuous variable intact. 

Punitiveness 

Punitiveness (or punitive attitude) is the degree to which a person favors strict or harsh punishments 
for criminal offenders (Adriaenssen & Aertsen, 2015). The level of punitiveness is measured using a 
7-item scale adapted from (Spiranovic, Roberts & Indermaur, 2012). Example item: People who 
break the law should be given stiffer sentences. All items are measured on a seven-point Likert scale 
ranging from 1 - Strongly disagree to 7 - Strongly agree. This scale is chosen as it predominantly 
measures a general level of punitiveness, in contrast to scales with a narrower focus which measure 
punitiveness for a single type of offense (e.g., murder). Furthermore, this scale solely focuses on 
prison sentencing. It does not include questions related to other forms of punitiveness, such as fines, 
community service, house arrest, etc. Prison sentencing is the focus of the current study and the 
only way through which participants can express their punitiveness, therefore, a scale that measures 
this particular aspect is preferred. 

Mind perception 
Mind perception is measured through a scale adapted from Li et al. (2022). This scale measures 
explicit attribution of mind perception to an agent. The original 15-item scale measures two distinct 
aspects of mind perception: agency and experience. As explained previously, in the current study, 
the interest is in perceived agency. Therefore the experience-related items are dropped. This leaves 
an eight-item scale measuring agency. Example item: The legal AI can tell right from wrong. Each 
item is measured on a seven-point Likert scale ranging from 1 - Strongly disagree to 7 - Strongly 
agree. This scale is particularly suitable for the present research as it has been developed to measure 
mind perception in both humans and machines. Because of this, questions did not need to be 
adapted to fit the separate conditions.     

Procedure 
The study was made available online to eligible participants through Prolific. Before deciding to 
participate in the study, participants had the option of reading a short description stating the topic 
and goal of the study. Upon deciding to participate, participants were greeted by the welcome 
screen and asked to read and fill out the consent form. After they gave their consent, they were 
asked to fill in their Prolific ID.  

Next, they received a detailed introduction to the task and were introduced to the advisor (AI or 
human). Afterward, they completed one practice case. The practice case was identical to the real 
task but included additional explanations on each step of the procedure. The practice case was 
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immediately followed by the actual task consisting of the 14 case descriptions. For each description, 
participants were requested to read the case and provide a prison sentence that they deemed 
reasonable. Participants gave their sentences in months of jail time (e.g., 2,5 years = 30 months). 
After submitting their sentence, they received advice from the advisor and were given the option to 
alter their initial sentence based on this advice. Finally, after each case, the participants were 
simultaneously shown their final estimate, the advisor's estimate, and the prison sentence that the 
judge handed out in the real-world case.  

After completing all cases, participants filled out the value similarity, punitiveness, trust, and mind 
perception questionnaires. Additionally, participants answered a manipulation check and were 
asked how realistic and engaged they were in the task. To conclude the experiment, demographic 
variables were collected, after which participants were thanked for their participation and given the 
completion code (required for Prolific survey completion). The average completion time of the 
experiment was 19 minutes. Participants received compensation of £3,00 after review and approval 
of their response.     

Participants 
Participants were recruited through the online research platform Prolific. Participants were filtered 
by age (minimum age of 18), English language fluency, country (UK), political affiliation, and 
participation in prior similar studies. Political affiliation was based on a single question: "What 
political position aligns most with your beliefs" with answer options left, right, moderate, or skip. 
Only participants who self-identified as either left or right were selected. Moderate participants 
were excluded to increase the likelihood of participants having a clear stance on punitive measures. 
Political affiliation was determined to be the most suitable filter available in Prolific for this. The 
expectation is that left-leaning participants have lower punitive attitudes than right-leaning 
participants.  

To ensure participants can easily understand the formal language used in the case descriptions, 
participants are required to be fluent in English. A large enough sample of English-speaking Dutch 
participants meeting all other requirements was unavailable. Therefore, UK participants were 
selected as the UK has a similar legal system to that of the Netherlands, meaning participants would 
be more familiar with Dutch prison sentence durations. Participants from the USA were excluded for 
this reason, with American prison sentences being considerably longer than those in the 
Netherlands. 

This study was run alongside another study that used the same case descriptions. Additionally, 
Prolific had previously been used to conduct a similar experiment. Participation in any of these 
studies was filtered to avoid participation in multiple studies.  

The recruited number of participants is based on a priori sample size calculation using G*power 
version 3.1.9.7. An estimation of effect size was made based on previous value similarity studies, 
which included some form of machine trust measure. This resulted in a sample size weighted mean 
effect size of ηp

2 = 0.0659. For studies that did not report effect size as ηp
2, the effect size was 

converted using the tools provided by Lenhard & Lenhard (2016). For alpha = 0.05 and a power of 
90%, a sample size of 151 is required. Ten additional participants were recruited for a pilot study. 
The primary aim of the pilot was to ensure correct random assignment to condition and 
randomization of AI advice. No problems were found in the pilot, and no subsequent changes to the 
study were made. Therefore, the pilot participants were included in the data analysis. Due to minor 
irregularities with Prolific, the total number of participants in both studies combined was 171. Two 
participants were excluded from the analysis for failing to answer both attention checks correctly. 
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The final number of participants included in the analysis is 169 (87 female, 80 male, one other, and 
one prefer not to say). Further sample descriptive statistics can be found in table Table 2. Given the 
low legal expertise of the sample (M = 2.1), legal expertise was excluded from the analysis. 

 Mean SD Median Min Max Range 
Punitiveness 4.79 1.47 5.14 1 7 1 - 7 
Political affiliation 5.21 2.66 5 1 10 1 - 10 
Legal expertise 2.1  1.68 1 1 8 1 - 10 
Age 46.24 15.74 45 19 82 NA 
Education 3.48 1.2 4 1 6 1 - 6 

Table 2. Sample descriptive statistics. Education answer options were: Elementary school, high school, trade school, 
bachelor, master, and Ph.D.  

Results 
Data analysis and visualization are conducted in R. First, manipulation and assumption checks are 
performed. This is followed by testing the main hypotheses. To conclude, other potentially 
interesting findings in the data are presented.  

Manipulation check 

To ensure participants perceived the bias in the advice, they were asked to rate the advisor's 
punitiveness from 1 – lenient (short duration of prison sentences) to 10 – strict (long duration of 
prison sentences). Results are visualized in Figure 4. A 2x2 ANOVA with advice (lenient, strict) and 
advisor (AI, human) was conducted. Results show that perceived punitiveness is greater in the strict 
condition (M = 5.12, SD = 2.11) than in the lenient condition (M = 3.87, SD = 1.79) (F(1,165) = 16.45, 
p < 0.001, η2 = 0.09). This indicates that the manipulation was successful. Additionally, the AI advisor 
is perceived as being more punitive (M = 4.82, SD = 2.10) than the human advisor (M = 4.10, SD = 
1.94) (F(1,165) = 4.42, p = 0.037, η2 = 0.03). 

 

Figure 4. Boxplots showing the difference in perceived punitiveness between the advice and advisor conditions.  

 

The relation between perceived advisor punitiveness and punitive attitudes was examined to verify 
whether participants are comparing the punitiveness of their advisor to their personal beliefs and 
not only to the decision made by the judge. While controlling for experimental conditions, punitive 
attitudes negatively predict the perceived punitiveness of the advisor (β = -0.16, SE = 0.08, p = 0.03). 
This shows that participants with greater punitive attitudes viewed the advisor as more lenient, 
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irrespective of advice condition. This supports the expectation that people compare the advice to 
their beliefs.      

Punitive attitudes distribution 

Participants were recruited based on having a clear political preference (left or right). A broad range 
of punitive attitudes in the sample is required for the value similarity analysis. It was assumed that 
political affiliation is correlated with punitive attitudes. Regression analysis with punitive attitudes as 
the DV and political affiliation as the IV was performed to check this assumption. Age, gender, and 
education were included as covariates. To satisfy the regression assumptions, a square 
transformation is applied to the DV. 

 

Figure 5. Participant punitiveness distribution in the sample split into left and right political affiliation. 

Results indicate that there is a significant relationship between political affiliation and punitiveness 
(β = 0.55, SE = 0.073, p < 0.001). Participants with more right-leaning political beliefs have a stronger 
punitive attitude. This result supports our assumption. Results further show a negative relation 
between the level of education and punitiveness (β = -0.17, SE = 0.065, p = 0.01). Participants who 
completed a higher education degree were less punitive. None of the other covariates significantly 
impacted punitiveness. Figure 5 shows the punitiveness distribution among the sample based on 
general political affiliation (left or right). While the sample is, on average more punitive than 
expected, there is a broad enough spread to continue with the value similarity analysis. 

Descriptive statistics and correlations 

Table 3 shows descriptive statistics of all the measured variables. A distinction is made between 
overall trust measured at the end of the experiment using the 11-item scale (Final trust) and the 
combined average of the 3-item scale measured after each task (Case trust). The variable 'difference' 
refers to the difference between a participant's initial sentencing decision and the advice they 
received. 'Decision time' is the time (in seconds) that a participant took to make their decision after 
receiving advice. Given the low legal expertise of the sample (M = 2.1 on a 10-point scale), legal 
expertise is excluded from the analysis. 
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 AI (n = 118) Human (n = 51) 
Lenient (n = 48) Strict (n = 70) Lenient (n = 22) Strict (n = 29) 

Variable Mean (SD) Range Mean (SD) Range Mean (SD) Range Mean (SD) Range 
Final trust 4.06 (1.28) 1-6.5 4.59 (1.28) 1-6.5 4.75 (1.26) 1.1-6.7 4.76 (1.47) 1-6.8 
WOA .308 (.204) 0-.89 .456 (.220) 0-.98 .447 (.245) 0-1 .433 (.220) 0-.86 
Value similarity 2.90 (1.12) 1-6 3.30 (1.25) 1-6 3.39 (1.13) 1-5.4 3.33 (1.22) 1-5.4 
Mind perception 2.67 (1.18) 1-5.4 2.82 (1.24) 1-6 5.26 (.888) 2.8-6.8 5.33 (.756) 3.9-6.6 
Case trust 4.10 (1.40) 1-6.8 4.54 (1.59) 1-6.9 4.59 (1.36) 1.24-7 4.85 (1.48) 1-7 
Punitiveness 4.81 (1.42) 1-7 4.59 (1.49) 1-6.9 4.64 (1.18) 2.7-6.6 5.18 (1.66) 1.1-7 
Difference 23.0 (12.5) 11-67 28.9 (29.9) 11-193 22.2 (15.7) 10-78 28.8 (19.6) 11-97 
Decision time 8.05 (3.28) 3-17 8.82 (3.49) 4-20 8.05 (3.05) 4-14 9.95 (3.51) 4-17 

Table 3. Descriptive statistics of all measured variables for each condition. 

Table 4 depicts Pearson correlation coefficients of all measured variables in the AI condition (upper 
diagonal) and the human condition (lower diagonal). 'Punit by condition' refers to the dichotomous 
variable 'punitiveness by condition' constructed from participants' punitiveness and advice 
condition. Its values are 'similar' (baseline) and 'dissimilar'.  

Both measures of psychological trust (Final trust and case trust) are strongly correlated. This is 
expected as they are adapted from the same scale. Both measures of psychological trust strongly 
correlate with WOA. There are moderate to strong correlations between all trust measures and 
value similarity. Difference in advice negatively correlates with trust, WOA, and value similarity. 
These correlations are considerably stronger in the human condition. Notably, the constructed 
variable 'Punit by condition' does not correlate with self-reported value similarity or any of the trust 
measures, except final trust in the AI condition. Mind perception is moderately correlated with value 
similarity and all trust measures, except WOA in the human condition. There are small correlations 
between decision time and all trust measures in the AI condition, but none in the human condition.   

 

Table 4. Pearson correlations of all measured variables in the AI condition (upper diagonal) and the human condition (lower 
diagonal). 

 

AI 

Human 

Value 
similarity 

Punitiveness WOA 
Final 
trust 

Mind 
perception 

Case 
trust 

Punit by 
condition 

Difference Decision 
time 

Value 
similarity 

1 0.19* 0.41** 0.53** 0.34** 0.45** -0.16† -0.29** 0.09 

Punitiveness -0.15 1 -0.03 0.16† 0.44** 0.01 -0.16† 0.07 0.01 

WOA 0.48** -0.24† 1 0.50** 0.23* 0.67** -0.11 -0.18† 0.22* 

Final trust 0.70** -0.09 0.51** 1 0.42** 0.75** -0.24* -0.06 0.23* 

Mind 
perception 

0.42** -0.02 0.14 0.55** 1 0.39** -0.09 -0.07 0.08 

Case trust 0.64** -0.06 0.64** 0.79** 0.34* 1 -0.14 -0.17† 0.20* 

Punit by 
condition 

0.01 -0.30* 0.13 -0.03 0.00 0.00 1 -0.11 0.00 

Difference -0.53** 0.09 -0.39** -0.63** -0.25† -0.65** -0.01 1 -0.17 

Decision 
time 0.08 0.19 0.10 -0.09 0.08 -0.13 -0.18 -0.06 1 

Note. † p < 0.1, * p < 0.05, ** p < 0.01.  
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Factor analysis 

To determine the validity of the measured variables a confirmatory factor analysis (CFA) is 
conducted. Initially, all variables are included (value similarity, punitiveness, trust (11-item scale), 
and mind perception). The Kaiser-Meyer-Olkin Measure of Sampling Adequacy is 0.914. Bartlett’s 
Test of Sphericity is significant (𝜒𝜒²(465) = 4587.58, p < .001). This indicates the sample is suitable for 
factor analysis. Analysis of the eigenvalues of the factors shows four factors with eigenvalues above 
one. Inspection of the corresponding Scree plot provided further evidence for a four-factor model. 
CFA was conducted on the four-factor model. Results show that all individual items significantly load 
onto their respective constructs, with a minimum standardized factor loading of 0.669. Fit statistics 
indicate the four-factor model fit is tolerable (RMSEA = 0.072, CFI = 0.916, TLI = 0.909, 𝜒𝜒²(428) = 803) 
(Hu & Bentler, 1999). Inspection of the rotated factor loadings shows each item loads onto its 
respective scale, with minimal cross-loadings to the other scales (maximum cross-loading < 0.35). 
Factor loadings of all items can be found in the appendix.  

Theory suggests that the 11-item trust scale consists of 3 distinct sub-scales: reliability, technical 
competence, and faith (Madsen & Gregor, 2000). However, inspection of the eigenvalues and Scree 
plot for these 11 items provides strong evidence for a single-factor structure. CFA is conducted 
including only the 11-item trust scale. A one-factor and a three-factor model are examined. For the 
one-factor model, all factor loadings are significant with a minimum value of 0.840. Model fit 
statistics are mixed (CFI = 0.950, TLI = 0.937, RMSEA = 0.107, 𝜒𝜒²(44) = 129). CFI and TLI indicate a 
good fit, however, the RMSEA is too large. The fit of the three-factor model is better (CFI = 0.978, TLI 
= 0.971, RMSEA = 0.073, 𝜒𝜒²(41) = 78). For the three-factor model, all individual items have significant 
loadings onto their respective sub-scales (minimum item loading = 0.871). However, further 
inspection of the factor loadings showed strong cross-loadings of most items onto multiple of the 
sub-scales. A two-factor model was additionally explored, however, this showed no improvement. 
The three theorized subcomponents are not distinctly present in the data. Therefore, the 11-item 
trust scale will be interpreted as a single-factor scale measuring trust. This scale does have good 
internal reliability (Cronbach's alpha = 0.96).      

Influence of value similarity on psychological trust and WOA 

The influence of perceived value similarity on psychological trust is analyzed through multiple linear 
regression. The DV is psychological trust measured at the end of all cases. The IVs are value 
similarity, advisor condition (human v AI), and advice condition (lenient v strict). Additionally, 
participant age, gender, and education were included as covariates. Variables were added in a 
stepwise manner, resulting in three separate models. The regression results are shown in Table 5. 
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 Model 1 Model 2 Model 3 
Model variables Coefficient (SE) Coefficient (SE) Coefficient (SE) 
Intercept 18.8 (1.40)**  4.86 (2.28)*  5.35 (3.69) 
Strict advice 0.15 (0.08)*  0.10 (0.06)  0.10 (0.06)   
Human advisor 0.16 (0.08)* -0.17 (0.18) -0.15 (0.18) 
Value similarity   0.51 (0.07)**  0.51 (0.07)** 
Human advisor*Value similarity   0.31 (0.19)  0.27 (0.19) 
Male   -0.05 (0.07)   
Age    0.06 (0.07) 
Education   -0.06 (0.06) 
Multiple R2 0.0473 0.384 0.405 
F-statistic F(166,2) = 4.12* F(164,4) = 25.6** F(159,7) = 15.48** 
Observations 169 169 167 
Note. † p < 0.1, * p < 0.05, ** p < 0.01. Coefficients are standardized.   

Table 5. Results of the linear regressions with psychological trust as the dependent variable. 

Visual inspection of the residuals indicated a roughly normal distribution. Approximate normality 
was verified using the Shapiro-Wilk test (W = 0.99, p = 0.30). No significant outliers were present in 
the data. There were, however, potential problems of non-linearity and heteroscedasticity. Both 
these problems were resolved by applying a square transformation to the DV. The Ramsey RESET 
test indicated linearity in the transformed DV (F(2,157) = 1.61, p = 0.20). The Breusch-Pagan test 
supported that variance was homoscedastic after the transformation (p = 0.67). There was no 
indication of strong multicollinearity between any of the IVs or covariates (max VIF < 1.5). 

Before adding any variables, the intercept-only model was inspected, which was significant (M = 
21.9, SE = 0.84, p < 0.01). Model 1 contains only the experimental conditions. The advice and advisor 
condition significantly influence psychological trust, with the human advisor and strict advice being 
trusted more. However, the explained variance is low (R2 = 0.0473). In model 2, value similarity and 
its interaction with the advisor condition are added. Value similarity positively influences trust. The 
addition of value similarity to the model shows a considerable increase in R-squared (R2 = 0.384). In 
model 2 both experimental conditions are no longer significant. Additionally, there is a noticeable 
change in their regression coefficients, with the coefficient for advisor type changing sign. The 
addition of the demographic covariates in model 3 does not result in any notable changes.  

The final model is significant with an R-squared of 0.405, a marginal increase compared to model 2. 
Value similarity has a significant positive effect on psychological trust in AI advice. This result 
supports H1(i). The non-transformed relation between psychological trust and value similarity is 
visualized in Figure 6 (left). Advisor type, the interaction between advisor and value similarity, and all 
of the included covariates were non-significant. Results show no evidence that psychological trust in 
an AI advisor is smaller than in a human advisor. Thus we find no support for H3(i). Similarly, there is 
no significant evidence that the influence of value similarity on psychological trust is stronger for a 
human advisor than for an AI advisor, thus, H2(i) is not supported. 
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Figure 6. (left) Relationship between psychological trust and perceived value similarity. (right) Relationship between WOA 
and perceived value similarity. Shown for both the AI and human advisor conditions.  

To test whether the positive influence of value similarity on trust results in a behavioral change in 
the form of compliance, another regression with the same IVs and covariates was performed with 
WOA as the DV. The regression results are presented in Table 6.    

 Model 1 Model 2 Model 3 
Model variables Coefficient (SE) Coefficient (SE) Coefficient (SE) 
Intercept 0.367 (0.03)**  0.155 (0.05) **  0.174 (0.08)* 
Strict advice 0.22 (0.08)**  0.18 (0.07)*  0.18 (0.07)* 
Human advisor 0.09 (0.08) -0.10 (0.21) -0.06 (0.20) 
Value similarity   0.38 (0.08)**  0.43 (0.08)** 
Human advisor*Value similarity   0.18 (0.21)  0.12 (0.21) 
Male   -0.06 (0.07) 
Age   -0.09 (0.07) 
Education    0.05 (0.07) 
Multiple R2 0.054 0.224 0.265 
F-statistic F(166,2) = 4.77** F(164,4) = 11.84** F(159,7) = 8.19** 
Observations 169 169 167 
Note. † p < 0.1, * p < 0.05, ** p < 0.01. Coefficients are standardized.  

Table 6. Results of the linear regressions with WOA as the dependent variable. 

To meet the regression assumptions, the transformation x -> x0.9 was applied to the DV. Inspection of 
the WOA distribution identified 11 participants with an average WOA of 0. This means that they did 
not, for any of the 14 cases, change their initial decision. This could indicate a lack of engagement 
with the task. The regression was run with and without these cases included. No notable difference 
in outcomes resulted from this, therefore the participants were included in the final analysis. 

The intercept-only model of WOA was significant (M = 0.408, SE = 0.017, p < 0.01). In model 1, WOA 
is greater for strict advice than for lenient advice. The addition of value similarity and its interactions 
in model 2 shows a positive influence of value similarity on WOA. Contrary to the analysis of 



 

23 
 

psychological trust, advice type remains a significant predictor when value similarity is included. The 
inclusion of the covariates in model 3 does not result in any meaningful changes to the model.  

Overall, the results show that value similarity positively affects WOA. The relation between value 
similarity and WOA is visualized in Figure 6 (right). As expected, value similarity increases compliance 
with advice, supporting H1(ii). Similarly to the results for psychological trust, there is no significant 
difference in WOA between human and AI advisors. Thus no support for H3(ii) is found. The 
interaction between value similarity and advisor was also non-significant, indicating that the 
influence of value similarity on compliance is not stronger for a human advisor. Therefore, H2(ii) is 
also not supported. Contrary to psychological trust, WOA is positively influenced by advice type, with 
strict advice being complied with to a greater extent.  

Value similarity based on punitiveness 

The previous analysis of the relationship between value similarity and trust is based on self-reported 
value similarity measured at the end of all 14 tasks. Another method of analyzing value similarity is 
through a comparison of participants' punitive attitudes to the punitiveness of the advisor. As per 
the initial data analysis proposal, the continuous punitiveness variable is split into two categories 
(high and low). A dichotomous value similarity variable is created by pairing high or low punitiveness 
with the strict or lenient advisor condition. The effect of value similarity is tested through two 2x2 
ANCOVAs with psychological trust and WOA as DVs and value similarity and advisor as IVs. Age, 
gender, political affiliation, and education are included as covariates. 

Results show a significant effect of value similarity on psychological trust (F(1,160) = 5.75, p = 0.02, 
η2 = 0.03). Additionally, age is a significant predictor of psychological trust (F(1,160) = 6,60, p = 0.01, 
η2 = 0.04). The test showed no significant influence of the advisor being human, nor any of the other 
covariates, on psychological trust. Value similarity, advisor, nor any of the covariates had a 
significant influence on WOA. 

This method of splitting the continuous variable into two categories was used in previous similar 
studies and thus allows easier comparisons to previous literature. However, splitting the variable in 
this way means a considerable amount of information is lost. Therefore, the influence of the 
interaction between participant punitiveness and advice condition on psychological trust and WOA is 
additionally analyzed through multiple linear regression. As before, a square transformation is 
applied to psychological trust to adhere to the regression assumptions. The regression models with 
psychological trust as the DV are presented in Table 7.  
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 Model 1 Model 2 Model 3 
Model variables Coefficient (SE)  Coefficient (SE)  Coefficient (SE) 
Intercept 18.8 (1.40)**  18.6 (4.80)**  20.1 (5.68)** 
Strict advice 0.15 (0.08)* -0.20 (0.26) -0.29 (0.27) 
Human advisor 0.16 (0.08)*  0.30 (0.11)**  0.29 (0.11)** 
Punitiveness  -0.02 (0.13) -0.11 (0.13) 
Punitiveness*Strict   0.50 (0.29)†  0.60 (0.29)*  
Punitiveness*Strict*Human  -0.25 (0.12)* -0.28 (0.12)* 
Education   -0.08 (0.08) 
Age    0.19 (0.08)* 
Male   -0.16 (0.08)* 
Multiple R2 0.0473 0.091 0.138 
F-statistic F(166,2) = 4.12* F(163,5) = 3.25** F(158,8) = 3.18** 
Observations 169 169 167 
Note. † p < 0.1, * p < 0.05, ** p < 0.01. Coefficients are standardized.  

Table 7. Results of the regression models analyzing the interaction between punitiveness and advice condition on 
psychological trust. 

Note that the intercept-only models and model 1 for both psychological trust and WOA are the same 
as in the previous regression analysis, with self-reported value similarity as the IV. Therefore, they 
will not be discussed again. In model 2, punitiveness and its interactions with the advice and advisor 
condition are added. Notably, the positive influence of the human advisor remains when the 
interactions are added. 

In model 3 there is a significant interaction effect between participant punitiveness and advisor 
condition on psychological trust. This shows that people with stronger punitive attitudes report 
greater trust in a strict advisor. This effect is visualized in figure Figure 7 (left). Additionally, the 
three-way interaction between punitiveness, advice condition, and advisor condition is also 
significant. This shows that the interaction between punitiveness and the advice condition is weaker 
for a human advisor. Furthermore, the covariates age and gender are significant. Older participants 
have more trust in their advisors and male participants have less trust. Overall, these results are 
similar to the results of the ANCOVA. The final regression model is significant with an R-squared of 
0.138. This is considerably lower than the R-squared of 0.405 found for the model where self-
reported value similarity was used as the main predictor of trust. This suggests that the self-reported 
value similarity measure is a better predictor of psychological trust. 
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Figure 7. (left) Condition-dependent relation between psychological trust and punitiveness. (right) Condition-dependent 
relation between WOA and punitiveness. 

Overall, these results support H1(i). Value similarity, operationalized as the interaction between 
punitiveness and advice type, positively affects psychological trust in an AI advisor. Trust in the AI 
advisor is significantly lower than trust in the human advisor, supporting H3(i). Contrary to 
expectation, the three-way interaction implies that the influence of shared values is weaker for a 
human advisor than for an AI. This result is the opposite of H2(i).   

Again, the same regression models were also constructed with WOA as the DV. The resulting models 
are shown in Table 8. 

 Model 1 Model 2 Model 3 
Model variables Coefficient (SE) Coefficient (SE) Coefficient (SE) 
Intercept 0.33 (0.03)**  0.38 (0.10)**  0.40 (0.12)** 
Strict advice 0.22 (0.08)**  0.13 (0.26)  0.04 (0.27) 
Human advisor 0.09 (0.08)  0.30 (0.11)**  0.29 (0.11)** 
Punitiveness  -0.11 (0.13) -0.13 (0.13) 
Punitiveness*Strict   0.23 (0.29)  0.33 (0.30) 
Punitiveness*Strict*Human  -0.31 (0.12)* -0.34 (0.12)** 
Education    0.01 (0.08) 
Age    0.03 (0.08) 
Male   -0.13 (0.08) 
Multiple R2 0.054 0.099 0.120 
F-statistic F(166,2) = 4.77** F(163,5) = 3.57** F(158,8) = 2.68** 
Observations 169 169 167 
Note. † p < 0.1, * p < 0.05, ** p < 0.01. Coefficients are standardized.  

Table 8. Results of the regression models analyzing the interaction between punitiveness and advice condition on WOA.  

Note that, contrary to the previous analysis, no transformation was applied to WOA. Overall, the 
results of the three models for WOA are similar to the ones with psychological trust as the DV. The 
main difference is that the punitiveness and advice condition interaction is non-significant. 
Additionally, none of the covariates has a significant influence on WOA. The final model is significant 



 

26 
 

with an R-squared of 0.120. Again, this is considerably lower than the R-squared of the model using 
self-reported value similarity as the predictor (R-squared = 0.265). 

These results do not support H1(ii). Alignment between participants' punitive attitudes and the 
advice they received did not significantly increase WOA. WOA was greater for advice provided by a 
human than an AI, supporting H3(ii). However, similar to the psychological trust result, the 
significant three-way interaction indicates that the influence of shared beliefs is stronger in the AI 
condition, opposing H2(ii).  

Overall, looking at the results of the regression for both psychological trust and WOA, there are clear 
discrepancies between the predictions based on the constructed variable of value similarity and the 
self-reported measure. The variance explained by the models relying on the constructed variable is 
much lower. Additionally, when using the constructed variable, the results differ between WOA and 
psychological trust. This is contrary to the strong correlation that was found between WOA and self-
reported trust measures. Given that the constructed and the self-reported variable do not 
significantly correlate with each other either, it is questionable whether the constructed variable is 
an adequate measure of value similarity.    

Trust development over time 

Trust development is analyzed using mixed effects regression with trust as the DV and trial number, 
error, sentence difference, advisor, and value similarity as IVs. Trust is based on the three-item scale 
administered after every individual case. The variable trial number refers to when the case was 
presented to the participant, ranging from 1 – first trial to 14 – last trial. The variable 'error' is the 
relative difference between the advice and the judge's sentence. The error ranges from 0% (advice is 
the same as the judge's sentence) to 25% (advice is 25% higher or lower than the judge's sentence). 
The variable 'difference' is the absolute difference in months between a participant's initial sentence 
and the advice provided to them. Variables are added in a stepwise manner. The human advisor is 
excluded from the analysis as the interest is only in trust development in the case of AI advice. The 
regression results of the three examined models are shown in Table 9. 

 Model 1 Model 2 Model 3 
Model variables Coefficient (SE)  Coefficient (SE)  Coefficient (SE)  
Intercept 19.9 (1.76)**  9.72 (2.95)**  12.1 (5.25)* 
Strict advice 0.13 (0.08)†  0.07 (0.07)  0.06 (0.07) 
Value similarity   0.36 (0.07)**  0.36 (0.08)** 
Trial number   0.06 (0.01)** -0.01 (0.04) 
Difference  -0.06 (0.02)** -0.17 (0.05)** 
Error  -0.15 (0.01)** -0.03 (0.04) 
Trial number*Value similarity    0.09 (0.05) † 
Difference*Value similarity    0.11 (0.05)* 
Error*Value similarity   -0.15 (0.04)** 
Age    0.05 (0.07) 
Male   -0.19 (0.07)** 
Education   -0.03 (0.07) 
Marginal R squared 0.018 0.179 0.237 
Observations 1649 1649 1621 
Number of groups 118 118 116 
Note. † p < 0.1, * p < 0.05, ** p < 0.01. Coefficients are standardized.  

Table 9. Mixed effects regression results with psychological trust as the target variable. Only the AI condition data is 
included in the analysis. 
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As in the previous two analyses, a square transformation is applied to the DV. Within the difference 
variable, there were 3 outliers with significant leverage on the results. These participants gave prison 
sentences of over a thousand months. It could be the case that they were trying to give 'life 
sentences' this way. However, based on the rest of their answers, which were not significantly more 
strict than other participants, it is assumed that these answers are typing mistakes. The three data 
points have been excluded from the analysis. Inspection of the error variable showed that the 
maximum error of the advice was 25%. The maximum error in the experiment was supposed to be 
fixed at 20%. This difference is due to the advice for one of the lower prison sentences being 
rounded up by one month in the randomization calculations. Given that these are the actual values 
participants saw during the task, they are included in the analyses. 

The intercept-only model of trust is significant (4.36, SE = 0.14, p < 0.01). Model 1, including only the 
advice condition, shows no significant difference between a strict and lenient AI. In model 2, trial 
number and the other measured variables are added, all of which are significant predictors of trust. 
Similarly to previous results, value similarity significantly positively influences trust. Contrary to 
expectations, trial number has a positive influence on trust as well. However, after the inclusion of 
the value similarity interactions and demographic variables in model 3, the effect of trial number 
disappears. Further inspection of trial number compared to trust shows that, while statistically 
significant in model 2, the total change in trust between trials 1 and 14 is only +0.16 (trust is 
measured on a 7-point scale), which is negligible. It was also tested if the effect of trial number 
differed between conditions. However, in both the lenient and strict condition trial number and its 
interactions are non-significant in model 3.      

In model 2, error negatively influenced trust. When advice deviated further from the sentence 
handed out by the judge, trust in the advice decreased. This suggests that participants partly based 
their trust evaluation on a comparison between their answer and the sentence of the judge. After 
inclusion of the value similarity interactions in model 3, the effect of error is reduced and no longer 
significant. There is a significant interaction between error and value similarity. This is shown in 
Figure 8 (left). When value similarity with the advisor is greater, the negative effect of error on trust 
is stronger. This shows that participants were less trusting of advice that deviated from the decision 
of the judge when they perceived the advisor as having similar values as them. 
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Figure 8. (left) The relation between error and psychological trust for varying levels of value similarity. (right) The relation 
between sentence difference and psychological trust for varying levels of value similarity. 

The difference between a participant's initial sentence and the advice provided to them negatively 
influenced trust. This implies that participants' judgments are partly formed by comparing the 
received advice to their own judgment. Similarly to the influence of error, the influence of sentence 
difference on trust in advice is moderated by value similarity. This interaction is visualized in Figure 8 
(right). The negative impact of the difference between a participant's sentence and the advice is 
smaller when value similarity between the participant and the advisor is greater. This result shows 
that people are more trusting of advice that differs from their initial decision when they perceive the 
advisor as having similar values.  

Overall, the results of the final model support H1(i), value similarity positively affects psychological 
trust. This result adds to the results of the previous two analyses by showing that value similarity 
increases trust in advice on a case-by-case basis. It also provides further evidence that value 
perceptions played a role in trust formation during the task, given that value similarity was 
measured after the tasks. It was expected that value similarity would moderate the effect of trial 
number on trust. However, the results show no significant interaction effect. Therefore, H4(i) is not 
supported. From the included covariates only gender was significant. Male participants reported 
lower trust in the AI on a case-by-case basis.  

Another mixed effects regression was performed with the same predictors and interactions but with 
WOA as the dependent variable. Error and the interaction between value similarity and error are 
excluded from this analysis. This is done because the participants were not aware of the judge's 
verdict at the time they made their final decision, thus they are unaware of the error. The results of 
the regression models are shown in Table 10.  
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 Model 1 Model 2 Model 3 
Model variables Coefficient (SE)  Coefficient (SE)  Coefficient (SE)  
Intercept 0.31 (0.03)** 0.02 (0.06)  0.24 (0.11)* 
Strict advice 0.20 (0.05)** 0.16 (0.05)**  0.15 (0.05)** 
Value similarity  0.24 (0.05)**  0.15 (0.07)* 
Trial number  0.06 (0.02)**  0.01 (0.06) 
Difference  0.08 (0.02)** -0.14 (0.08)† 
Trial number*Value similarity    0.07 (0.07) 
Difference*Value similarity    0.23 (0.07)** 
Age   -0.06 (0.05) 
Male   -0.11 (0.05)* 
Education   -0.03 (0.05) 
Marginal R squared 0.039 0.094 0.095 
Observations 1481 1481 1454 
Number of groups 118 118 116 
Note. † p < 0.1, * p < 0.05, ** p < 0.01. Coefficients are standardized.  
Table 10. Mixed effects regression results with WOA as the target variable. Only the AI condition data is included in the 

analysis. 

WOA values outside the 0 – 1 range have been excluded from the analysis. In total 171 observations 
(out of 1652) were excluded. 54 of these were due to participants giving the same initial sentence as 
the AI advised. Possible explanations for the rest of the excluded values are discussed later. 

The intercept-only model of WOA is significant (0.39, SE = 0.02, p < 0.01). In model 1, there is a 
significant positive influence of strict advice on WOA. This effect remains after the inclusion of the 
measured variables in model 2 and the interactions and demographics in model 3. Again, while trial 
number significantly influences WOA in model 2, the effect is negligible and disappears completely in 
model 3. Notably, in model 2, there is a significant positive effect of sentence difference on WOA. 
This implies that participants complied to a greater extent with advice that differed more from their 
initial decision. This is opposite to the finding for psychological trust. The reason for this finding is 
likely due to the nature of the WOA measure. As it measures relative adjustments, when differences 
are larger, greater WOA values are to be expected. The inclusion of the value similarity interaction in 
model 3 results in the effect of difference becoming negative. This is the expected effect direction. 
However, the effect is no longer significant.    

Overall, the WOA results follow a similar pattern as those for psychological trust. The influence of 
value similarity on WOA is positive. Participants were more likely to comply with advice from an AI 
that they perceived as having similar values to theirs. This supports H1(ii). Contrary to expectation, 
neither trial number nor the interaction between trial number and value similarity influences WOA. 
No evidence is found that trust develops over time, nor that this development is affected by value 
similarity. Thus, H4(ii) is not supported. Of the included covariates, only gender is significant. WOA 
was lower for male participants. 

Decision-making time as a measure of trust 

Decision-making time is examined as another behavioral measure of trust in addition to WOA. 
Decision time is defined as the time in seconds that a participant took to make their final decision 
after receiving advice. A mixed effects regression was performed with the same predictors and 
interactions as for the WOA analysis. Error and the interaction between value similarity and error 
are again excluded as participants were not aware of the judge's verdict when making their decision. 
The results of the regression models are shown in Table 11.  
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 Model 1 Model 2 Model 3 
Model variables Coefficient (SE)  Coefficient (SE)  Coefficient (SE)  
Intercept 8.01 (0.48)**  9.63 (0.96)**  6.8 (1.59)** 
Strict advice 0.08 (0.07)  0.06 (0.07)  0.07 (0.06) 
Value similarity   0.07 (0.07) -0.12 (0.08) 
Trial number  -0.32 (0.02)** -0.31 (0.05)** 
Difference   0.13 (0.02)** -0.30 (0.06)** 
Trial number*Value similarity   -0.00 (0.06) 
Difference*Value similarity    0.45 (0.06)** 
Age    0.39 (0.07)** 
Male   -0.04 (0.07) 
Education   -0.02 (0.07) 
Marginal R squared 0.01 0.12 0.26 
Observations 1562 1560 1533 
Number of groups 118 118 116 
Note. † p < 0.1, * p < 0.05, ** p < 0.01. Coefficients are standardized.  

Table 11. Mixed effects regression results with decision time as the target variable. Only the AI condition data is included in 
the analysis. 

Inspection of the decision time variable shows that there are many extreme outliers in the data 
(Mean = 11, Median = 7, Range 2 - 292). This is unsurprising for an online survey without time 
constraints. Participants were likely distracted for a couple of minutes after which they continued 
the study. There is no way to accurately determine all decision times that are partly influenced by 
real-world distractions. Therefore, a cutoff point is set at 25 seconds. This is roughly three times the 
average value after exclusion of outliers. Given the task, this is deemed a fair amount of time for 
completion of the question assuming no distractions.  

There is a significant negative effect of trial number on decision time. This can partly be explained by 
participants becoming more familiar with the task and therefore giving faster answers. However, this 
is also a possible indicator that participants were getting bored and trying to get through the tasks 
quicker toward the end. The significant positive influence of age on decision time shows that older 
participants took longer to complete the tasks.  

In model 2, difference positively influences decision time. This indicates that people took longer to 
decide when the AI's advice differed more from their initial decision. There is no significant effect of 
value similarity on decision time. Inclusion of the interaction effects in model 3 does show that there 
is a significant positive interaction between value similarity and difference. Notably, upon inclusion 
of this interaction, the main effect of difference changes sign, becoming negative. A possible 
interpretation of these opposite effects is that people are more willing to consider advice that differs 
from their initial decision when the advice aligns with their own beliefs. Overall, larger differences 
between advice and initial decision result in people taking less time to evaluate the advice, and they 
are even quicker to dismiss the advice when it does not match their values.    

Perception of values 

As an additional exploratory part of this research mind perception was measured. As expected, mind 
perception is significantly greater for the human advisor (M = 5.30, SD = 0.81) than the AI (M = 2.76, 
SD = 1.21) (F(1,166) = 187, p < 0.001, η2 = 0.53). A regression with mind perception as the DV and all 
demographic variables as IVs found that mind perception of the AI was lower for higher educated (β 
= -0.18, SE = 0.09, p = 0.047) and male participants (β = -0.53, SE = 0.23, p = 0.022). 
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Shank et al. (2021) found that the difference in value attributions between humans and AI is 
mediated through mind perception. As value attribution is a necessity for value similarity to exist, it 
is expected that a similar mediation is present in the case of value similarity. It is reasoned that if 
mind perception plays a role in value similarity with the AI, that this is evidence that value similarity 
with the AI is not solely the result of viewing the AI's output as an expression of the values of its 
developers.  

A mediation analysis with 10,000 bootstraps was conducted to test this. Results are shown in Figure 
9. In the mediation model, the AI advisor is taken as the baseline. The indirect effect of advisor type 
on value similarity through mind perception is significant (0.962, 95%CI = [0.515, 1.43], p < 0.001). 
The direct effect of advisor type on value similarity is also significant (-0.739, 95%CI = [-1.29, -0.17], p 
= 0.01), but it has the opposite sign. The sign of the direct and indirect being opposite partly explains 
why the total effect of advisor type is insignificant (0.223, 95%CI = [-0.16, 0.61], p = 0.24). Looking at 
only the AI condition, the correlation between mind perception and value similarity remains 
significant (0.34, p < 0.001). The overall result of the mediation is in line with prior literature stating 
that mind perception is an important aspect of perceived value similarity. The significant relation 
between mind perception and value similarity with the AI supports the idea that participants 
perceived the AI itself as a value-based actor.        

 

Figure 9. Results of the mediation analysis with the advisor (AI = 0, human = 1) as IV, value similarity as DV, and mind 
perception as the mediator. 

Qualitative results 

In addition to the quantitative measures, two open questions were included. Participants were 
asked to further elaborate on their answers as to why they felt the advisor was lenient or strict and if 
they thought the task was realistic. 137 participants answered one or both of the open questions. 

The main difference in the interpretation of the punitiveness of the advisor is who a participant 
compares their advisor to. Either to themselves or the judge. Some participants explained that they 
chose to base their answer on a comparison to the judge as they themselves lack legal expertise. 
Others clearly state that they think the judge is wrong or politically biased and therefore compare 
the advice to their own sentences. These statements indicate a difference in the influence of 
deviation from the judge's sentences and deviation from the participant's answers on trust in the 
advisor. These answers support the quantitative findings. This discrepancy further shows that the 
responses to the manipulation check are potentially unreliable. A participant who was aware that 
their advisor was strict (compared to the judge) may still have answered that they thought the 
advisor was lenient (compared to them) and vice versa.    

A few participants said they felt the AI made decisions purely based on build-in knowledge of prior 
verdicts, and that lenience or strictness was thus not applicable to the AI's output. This implies that 
these participants did not perceive the AI to make value-based decisions. One participant stated that 
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the AI was missing the crucial element of human understanding, emotion, and empathy in its 
decision-making. Another participant said the AI was perhaps unable to understand the emotional 
harm caused to the victims. Other participants similarly stated that the AI was not considering the 
feelings of the defendant and was unable to understand a person's mental state. These comments 
are in line with the quantitative findings showing that both value similarity and mind perception are 
greater for a human advisor.  

Some participants specifically mentioned the beliefs of the advisor and compared these to their own 
beliefs. Others instead explained the behavior of the AI purely based on the beliefs and ideas of its 
programmers. This interpretation is unaccounted for in our research method. No distinction is made 
between value similarity with the AI as an entity in and of itself and value similarity with the AI's 
developers.     

Participants indicated their opinions vary greatly for different types of crimes (e.g., murder, drugs, or 
robbery), while the advisor's opinion did not seem to do so. Participants indicated that they felt the 
advisor should have made a distinction between violent and non-violent crimes. Concerning this, 
multiple participants indicated that additional rehabilitation measures should be considered instead 
of only prison sentences and giving defendants fines instead of jail time. Overall, there was a clear 
sentiment among participants that the advisor in both conditions was too lenient. The same 
sentiment was held for the sentences handed out by the judge. Many participants indicated that 
they were sorry and disappointed in the legal system, stating that especially perpetrators of violent 
crimes should be incarcerated for longer to protect the public. These sentiments are in line with the 
quantitative measure of punitiveness that indicated the participant sample was on average quite 
punitive (M = 4.79, 1-7 range). This overall feeling that the advisors were not strict enough may be 
explained by some participants stating that they purposefully gave double their desired sentence. 
These participants indicated that they know that people in the UK tend to serve about half their 
allotted time (the same is true for the Dutch sentences the cases are based on) and therefore gave 
higher sentences. One participant specifically indicated they were unsure if the advisor was 
considering early release. This behavior could damage the interpretability of the results as it makes 
lenient people (low scores on punitiveness) seem stricter in their answers.    

Discussion 
 
The main aim of this research was to analyze the influence of value similarity on psychological and 
behavioral trust in biased AI advice. Additionally, the difference in trust between an AI and human 
advisor, trust development over time, and mind perception of AI were investigated. 

The influence of value similarity on trust and compliance 

The results suggest that both overall trust in the AI advisor, as well as, trust on a case-by-case basis is 
positively affected by value similarity. This finding is in line with previous AI value similarity studies 
(Mehrotra et al., 2021; Yokoi & Nakayachi, 2019, 2021a, 2021b). The present research expands on 
these findings by showing that value similarity also affects trust in biased advice. The fact that 
deviation from the judge's sentence negatively influences trust shows that people did perceive the 
AI's offset as an error. Thus, the positive influence of value similarity implies that people's trust is 
greater when they agree with the bias of the AI. A potential explanation is that people are more 
forgiving of errors when those align with their beliefs. Value similarity was also found to positively 
influence compliance with advice. This is in line with previous studies that found value similarity to 
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positively influence behavioral intention (Liu & Moore, 2022; Mehrotra et al., 2021). The present 
study further adds to this by showing that trust due to value similarity results in advice adoption.   

While the self-reported measure of value similarity produced clear results, the more objective 
measure, namely the interaction between the advice condition and the punitive beliefs of the 
participants, was less clear. The objective measurement of value similarity positively influenced trust 
but did not affect compliance. This result is opposite to the findings of Liu & Moore (2022), who 
found political belief alignment, measured similarly, to influence behavioral intention but not trust 
positively. An explanation could be that the objective measure is not valid or reliable. Mehrotra et al. 
(2021) found that it is difficult to match participants' measured values with AI value profiles. The 
perception of value similarity with an AI is complex and based on more than a single value or belief. 
Future research is required to gain a better understanding of the value similarity perceptions of AI. 

The impact of advice accuracy and difference on trust 

Alongside value similarity, the other significant predictors of trust and compliance were advice 
accuracy (relative to the judge) and advice difference (relative to the participant). This implies that 
participants based their trust and compliance on a comparison of the AI's advice to the judge's 
sentence and their own decision. Lower trust in less accurate advice is in line with past findings 
(Lockey et al., 2021). It is interesting that the difference between a participant's decision and the AI's 
advice negatively impacted trust. Given the low legal expertise of the participants, it would be 
expected that receiving completely different advice is seen as an indication that their initial decision 
was unrealistic. Difference having a negative effect despite this indicates that prison sentencing was 
partly seen as a subjective task.      

Value similarity interacted with accuracy and difference. The hypothesis that value similarity would 
moderate the negative effect of inaccurate advice is unsupported. Instead, value similarity seems to 
result in a higher base level of trust. Seeing an AI make mistakes still has a similar negative effect on 
trust, regardless of whether those errors align with personal beliefs.  

The results show an interesting contrast in the interaction between difference and value similarity. 
Value similarity alleviates the negative effect of the difference between a person's own decisions 
and the advice they received. This result suggests that when people compare the AI's 
recommendation to their own decision instead of the verdict of the judge, value similarity is more 
influential. Previous research has shown that domain experts are less trusting of advice and are 
more likely to compare recommendations to their own knowledge (Logg, 2017). Thus, it might be 
the case that the effect of value similarity is stronger for people with greater task expertise. 
Unfortunately, due to the low average legal expertise of the sample, this idea could not be tested.   

Differences between the human and AI advisor 

As expected, results show that overall trust and compliance are more significant for a human than 
an AI advisor. However, the positive effect of human advice disappears when self-reported value 
similarity is included. Human advice is generally preferred when decisions pertain to a personal or 
ethical situation. Responses confirm that prison sentencing was viewed as an ethical decision. In a 
study comparing a biased human to a biased AI, Langer et al. (2022) found that participants had 
greater expectations of a human advisor than an AI. They argue that the positive effect of human 
advice is diminished due to people being more condemning of advice that clashes with their 
personal beliefs when it comes from a human as opposed to an AI. This might have been the case in 
the present study. 
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Another explanation is that the distinction between human and AI conditions was not pronounced 
enough. The only difference is changing the word 'expert' to 'AI'. Yokoi & Nakayachi (2021b) found a 
similar result when distinguishing between humans and AI only by name. Possibly the distinction 
between a human and AI is oversimplified in the present study, especially since the advice is 
provided digitally through an online survey, which may further take away the human component. 
However, the mind perception measure does show that people clearly understood that they were 
receiving advice from a non-human. 

The study results do not support the hypothesized interaction between value similarity and advisor 
type. For self-reported value similarity, the effect of value similarity was not significantly different 
between humans and AI. For the constructed measure of value similarity, the interaction was 
opposite to expectations; value similarity played a minor role in trust in the human advisor. 
However, as discussed before, the accuracy of this variable as a means of measuring value similarity 
is questionable. These findings are again similar to those of Yokoi & Nakayachi (2021b). 

Trust development over time 

It was expected that trust in the AI's advice would decrease over time due to participants witnessing 
the imperfections of the AI. However, we found little evidence that repeated interactions with the AI 
impact psychological or behavioral trust. There was no meaningful difference between initial and 
later trust. Furthermore, no significant trust development was observed after inclusion of 
demographic variables. A possible explanation for this is the constant behavior of the AI. The current 
study does not include a single salient error in an overall accurate system, such as in the work of 
Renier et al. (2021). Instead, the AI has a constant small but noticeable bias. It was expected that 
seeing the AI occasionally make a considerable deviation from the judge's verdict (e.g., an extra 
year) would be sufficient to impact participants' trust. While this was found to be true on a case-by-
case basis, there was no meaningful change in average trust levels throughout the experiment. 
However, the results of Dietvorst et al. (2015) show that trust can be negatively impacted even 
when there is not a single obvious error. Another reason why no trust development is present may 
be the high advice accuracy compared to the participants' own decisions. Participants may have 
noticed the occasional larger deviations of the AI, but still chose to rely upon this advice, given it was 
more accurate than their own decisions.    

It was hypothesized that the similarity between the AI's bias and the participant's values would 
moderate the development of trust over time. It was expected that holding beliefs that correspond 
to that AI's bias would result in the inaccuracies being more tolerable, and the opposite when bias 
and beliefs misalign. Again, the results do not support this expectation. It may be that due to the 
relatively short duration of the task participants did not yet form a clear trusting attitude toward the 
AI. Instead, they might have evaluated trust on a case-by-case basis. The significant interactions 
between value similarity and case-wise errors and differences in advice support this idea. 

Perception of values in AI advice    

As an additional part of this research, the influence of mind perception on value similarity was 
examined. The obvious expectation that mind perception is greater for humans than for AI was met. 
However, people still perceived AI as having an agentic mind to some degree. Moreover, mind 
perception of the AI was positively related to value similarity. This result is in line with Cvetkovich’s 
(2013) claims that mind perception is a prerequisite for value similarity. Furthermore, it expands on 
the finding by Shank et al. (2021) that mind perception influences value attribution to sophisticated 
AI by showing that this attribution is still present when the system is presented more 
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straightforwardly (it just gave a number through an online survey in the current study). Overall, 
these results somewhat alleviate the concerns that values would not be perceived in the research 
setup.  

 

Limitations 

The trust definition proposed by Lee & See (2004) states that vulnerability is a crucial aspect of trust. 
A mistake should have some negative consequences for a participant to be vulnerable. In essence, 
prescribing prison sentences to criminals meets this requirement had the participants' sentences 
actually been applied. Since this is not the case, it is unlikely that participants felt their decisions 
were consequential. It was asked of participants to try and immersive themselves in the task and 
treat it as if they were handing out the sentences. However, whether this resulted in participants 
experiencing some vulnerability is unknown.     

The experiment relied on a decision-making task with no upper bound. That is to say; there was no 
upper limit on how high a sentence could be. This lack of an upper limit led to multiple extreme 
outliers in the data. While some of these outliers were probably typing mistakes, participants may 
have intended these high sentences to be life sentences. Letting participants give their answers in a 
range (e.g., 0 – 100 months) would be better. A range prevents problems with the interpretation of 
outliers and provides participants with less legal knowledge a frame of reference for their decisions. 

Some participants indicated they were adding on additional months to compensate for probation. 
Suppose a follow-up study uses a similar setup. In that case, it is important to inform participants 
that the full sentence will be served, and that probation should be neglected in the sentencing 
decision. Additionally, it would be beneficial to explain that in none of the cases, any additional 
punishments (e.g., fines or community service) were a (major) part of the sentence. 

The responses made it apparent that many participants were handing out sentences in full years and 
then converting this to months (12, 24, 36, etc.). Calculating the total months of a specific number of 
years and months combined can be time-consuming and annoying. However, given that most Dutch 
sentences are a couple of years, rounding to full years makes answers much less accurate. The 
participants might have been able to give better judgments if they could express their answers more 
intuitively in years and months. Therefore, it is recommended that if a similar task were to be used 
in the future, answers could be given in years and months (e.g., four years and nine months).   

We measured punitive attitudes once after the trials, but punitive attitudes may have varied 
between case descriptions. Adriaenssen & Aertsen (2015) have highlighted how punitive attitudes 
can vary significantly based on the type of crime and the personal characteristics of the victim and 
perpetrator. Answers to the open questions confirm that many participants agreed with this. Ideally, 
a separate measure of punitiveness is used for each crime. In the present study, this was not 
possible due to time constraints. Additionally, it is likely that having participants repeatedly answer 
the same questionnaire leads to fatigue and reduces the quality of the responses. To still try and 
combat these concerns, we chose a general scale of punitiveness with no focus on a specific type of 
crime or group and ensured a broad range of cases. Nevertheless, the type of cases and people's 
opinions on them may not have aligned with the general punitiveness measure resulting in it being 
an unreliable measure of value similarity on a case-by-case basis. This could explain why we find no 
significant correlation between self-reported value similarity and the constructed measure based on 
punitiveness.  
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Additionally, as the punitiveness measure was administered after the experiment, participants' 
answers could have been affected by reading the crime descriptions and seeing the sentences. This 
possibility may explain why the politically left-leaning participants in our sample were more punitive 
than expected. However, positioning the punitiveness measure at the end of the task may still be 
preferred. Inquiring about a person's punitiveness and then letting them work with a biased advisor 
while continuously asking about their trust may alert them to the experiment's goal.        

The present study made use of a UK sample. The crime descriptions were based on crimes 
committed in The Netherlands, and a Dutch court made the sentencing decision based on Dutch law. 
We argue that there is considerable overlap between the Dutch and UK legal systems and that the 
jail sentences handed out are comparable in duration. Furthermore, given the sample's low average 
level of legal expertise, it is unlikely that participants would have based their estimates on the 
intricacies of their national legal system. However, participants may still have had underlying 
assumptions about UK prison sentencing that are at odds with the Dutch legal system. Ideally, a 
sample of only Dutch participants would be used. 

Participants were tasked with determining a prison sentence and then shown the sentence of the 
judge. A participant in the pre-test (before the pilot) indicated that they were trying to get their final 
answer to be as close to the judge as possible. This behavior would mean that value similarity would 
be inconsequential to their decision-making process. Their decision would be based solely on how 
close the advice was to the 'correct' answer instead of whether they agreed with the advice. To 
prevent participants from trying to get close to the judge’s sentence, they were instructed to view 
the judge's decision as a reference to get a better idea of a common sentence in the legal system. 
Participants were also asked to try and envision that the prison sentences they were handing out 
would be the true prison sentence that the defendant would be subjected to. At the end of the 
experiment, participants were asked if they were able to immersive themselves in the task and if 
they could envision their sentences being handed out. On average, they indicated they could (M = 
6.5, range 1-10). Responses to the open questions further showed that people did not just base their 
decision on the judge's sentence but took the advice and their beliefs into account. Furthermore, no 
participant indicated they were trying to get their answer as close to the judge as possible. However, 
they were also not specifically probed on this. Ideally, the task would not involve a 'correct' answer. 
We chose a task that did include this, in this experiment the judge's verdict, because it makes the 
task doable for non-experts. Having lay participants try to answer legal questions with no frame of 
reference would likely make them completely reliant on the advice, irrespective of their personal 
beliefs. 

WOA is a commonly used measure of compliance in judge-advisory tasks. However, the measure has 
limitations, which also became apparent in the present research. There were multiple instances of 
WOA falling outside the 0-1 range. This means that a participant changed their answer in the 
opposite direction of the advice. This could be indicative of a participant realizing the system is 
biased and trying to get as close to the judge's answer as possible. This type of behavior would 
damage the validity of the results. However, since no participant consequently gave answers above 
or below the advice, this is unlikely to have been a problem. A participant could also realize the bias 
of the system and change their answer opposite to the advice, without the intention of gaming the 
system. The present research setup does not allow us to distinguish between the two. Other 
interpretations of WOA values outside the 0-1 range are participants changing their minds after 
rereading the case description or typing mistakes.    
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Future research 
 

The goal of the present study was to see whether value similarity was at all relevant for values 
expressed in the form of AI bias. Therefore, only two oppositely biased advice conditions were 
included. A future study could incorporate an unbiased AI. Such a study could examine whether 
value similarity leads to the formation of appropriate trust or disuse instead. It could be problematic 
if congruence between a person's values and advice results in them trusting biased advice more than 
unbiased advice. It would also be interesting to compare the adoption rates between a value similar 
biased AI and an unbiased AI. If minor adjustments of AI recommendations to better align with user 
values can indeed increase adoption rates, then the overall collaborative process between humans 
and AI may be improved. Furthermore, such a study may opt to include participants with more 
moderate beliefs. The present study tried to select participants with clear beliefs regarding prison 
sentencing. It is unknown if the observed influence of value similarity on trust and compliance will 
generalize to people with more moderate beliefs.       

As discussed, the present research does not use a single significant drop in accuracy but instead 
works with an overall biased AI that randomly makes mistakes. The results show that while value 
similarity increases base trust, inaccuracies still strongly negatively affect trust. Future research 
could investigate if a single large drop in accuracy in an otherwise accurate system is influenced by 
value similarity. It may be the case that there is an accuracy threshold after which AI error or bias is 
no longer viewed as a value judgment and is solely seen as a mistake. For instance, the present study 
provides evidence that a lenient person is more trusting of an AI that provides lenient sentences. 
However, it may be that if that lenience becomes too great (e.g., less than half the sentence of a 
judge) this would no longer be perceived as lenience but instead as a mistake, resulting in no value 
similarity.    

Results of the present study show mind perception to be a significant predictor of value similarity 
with an AI. This provides some evidence that people made value attributions to AI as an entity in and 
of itself. That said, these results cannot make any detailed inferences about the source of value 
perceptions of AI. The question remains whether values are perceived as an inherent characteristic 
of the AI, or as the values of its developers. Future research is required to gain a better 
understanding of value attribution to AI.  
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Conclusion 
 
The primary goal of this study was to examine the effect of value similarity on trust in biased AI 
advice. Additionally, differences in trust between AI and human advisors, trust development over 
time, and mind perception of AI were analyzed. The results show that people trust biased advice 
more if they perceive an AI as having similar values. These results add to the existing AI value 
similarity literature by showing that values implied through AI advice in the form of bias can foster a 
sense of value similarity. This suggests that values play a role in trust formation with AI even when a 
system is not explicitly designed to express values. Furthermore, the results indicate that trust 
resulting from value similarity translates into compliance with AI advice. These findings show the 
potential benefits of incorporating user values into AI design. The adoption of assistive AI may be 
improved by slightly adjusting AI advice to align with user values. However, this study also shows 
that value alignment could lead to over trust in biased systems. Greater compliance with advice due 
to value similarity could lead to disuse. The possibility that users assess advice from AI based on its 
alignment with their personal values should be considered when developing decision-making aids. 
Especially when these aids will be used in emotional or ethical situations where choices are partly 
based on personal opinions, beliefs, or values.
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Appendix 
 
Measurement items 
Final trust 
11-item trust scale adapted from Madsen & Gregor (2000). 

To what extent do you agree with the following statements. 
1. The legal AI/Expert always provides the advice I require to make my decision. 
2. The legal AI/Expert performs reliably. 
3. I can rely on the legal AI/Expert to give advice properly. 
4. The legal AI/Expert analyzes cases consistently. 
5. The legal AI/Expert uses appropriate methods to reach decisions. 
6. The legal AI/Expert has sound knowledge about these types of legal cases. 
7. The legal AI/Expert makes use of all the knowledge and information available to form the advice. 
8. I believe advice from the legal AI/Expert even when I don't know for certain that it is correct. 
9. If I am not sure about a decision, I have faith that the legal AI/Expert will provide the best solution. 
10. When the legal AI/Expert gives unusual advice, I am confident that the advice is correct. 
11. Even if I have no reason to expect the legal AI/Expert will be able to solve a difficult case, I still 
feel certain about the advice. 

Case trust 
3-item trust scale adapted from Madsen & Gregor (2000).  

To what extent do / are you... 
1. have faith in the legal AI/Expert's advice? 
2. believe the legal AI/Expert's advice more than yourself? 
3. confident the legal AI/Expert provides the best solution? 
 
Value similarity 
Semantic differentials taken from Siegrist et al. (2000). 

Please indicate in the following pairs of opposite words how similar or dissimilar you are compared 
to the legal AI/Expert you were getting advice from during the previous tasks. 
Same values - Different values 
Acts as I would - Acts different than I would 
Same goals - Different goals 
Thinks like me - Thinks unlike me 
Same opinions - Different opinions 

Punitive attitudes 
Punitive attitudes scale taken from Spiranovic, Roberts & Indermaur (2012). 

Please indicate to what extent you agree with the following statements regarding prison sentencing 
and crime. 
1. The death penalty should be the punishment for murder. 
2. People who break the law should be given stiffer sentences. 
3. The courts are too soft on offenders. 
4. The tougher the sentence, the less likely an offender is to commit more crime. 
5. Rehabilitation is not taken seriously by criminals. 
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6. High crime rates are mainly an indication or sign that punishments are not severe enough. 
7. The most effective response to crime is to have harsher sentences. 

Mind perception 
Agentic mind perception scale adapted from Li et al. (2022). 

Please indicate to what extent you agree with the following statements. The legal AI/Expert can: 
1. ...have thoughts 
2. ...have beliefs 
3. ...tell right from wrong 
4. ...plan future actions 
5. ...understand others' minds 
6. ...set goals 
7. ...exercise self-control 
8. ...uphold moral values 

 

Case descriptions 
Full case descriptions and the judge's verdict in months of jail time. The case order was randomized 
for each participant (except for the practice case). 

Case 1, judge's verdict = 48 
The defendant entered a supermarket with the intention of robbing it. After completing the robbery, 
while leaving the store, the defendant was stopped by two people, the later victims. The defendant 
pushed the victims onto the ground and stabbed them multiple times with a knife. One victim was 
stabbed in the arm and the other in the stomach. The defendant also threatened to murder the 
victims. In addition to the supermarket robbery, the defendant extorted a third victim. The 
defendant threatened that victim by showing them the defendant’s knife. The Public Prosecution 
Office concluded that the defendant was guilty of attempted murder, robbery, and extortion. 
 
Case 2, judge's verdict = 36 
The defendant, together with one co-defendant, forcibly gained access to a house. The co-defendant 
had already prepared the crime the day before the robbery by turning off the security cameras and 
opening the garage door through which the defendant entered the house. The defendant used force 
against the resident of the house by pushing them to the ground and hitting them. In addition, the 
defendant threatened to murder the resident. When the resident fiercely resisted, the defendant 
fled. The defendant stole a wallet containing money and bank cards. The Public Prosecution Office 
concluded that the defendant was guilty of residential burglary. 
 
Case 3, judge's verdict = 54 
After a heated argument between the defendant and the victim, the defendant attempted to kill the 
victim. The defendant stabbed and struck the victim with a knife. The defendant also threatened to 
stab the victim in the mouth. The victim survived the attack. The victim did not suffer life-
threatening injuries, however, they do suffer from PTSD as a result of the crime. The Public 
Prosecution Office concluded that the defendant was guilty of attempted murder. 
 
Case 4, judge's verdict = 42 
The defendant, alongside two confederates, entered a fish store and told the two store owners that 
they must pay £4000 per month to the defendant or else the store would be destroyed. The 
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defendant threatened to use violence against the store owners if the money was not paid. The 
defendant intimidated the store owners by pretending to have a weapon. Additionally, the 
defendant hit both victims repeatedly on their heads and in their stomachs. The defendant has 
previously served jail time for similar violent crimes. The Public Prosecution Office concluded that 
the defendant was guilty of extortion and assault. 
 
Case 5, judge's verdict = 16 
The defendant used phishing servers, sites and software with the aim of committing fraud. By posing 
as an employee of a banking service, the defendant tried to obtain the personal data of customers 
by making them click on a link. Furthermore, the defendant laundered money for a total of £90,000. 
In addition to these crimes, the defendant forged Covid-19 travel certificates. During the search of 
the defendant’s apartment, a fake realistic-looking firearm was found. The Public Prosecution Office 
concluded that the defendant was guilty of computer intrusion, sending spam, money laundry and 
forgery.   
 
Case 6, judge's verdict = 24 
The defendant entered an office building with the intention to rob it. The defendant concealed their 
face and was armed with a gun. They pointed the gun at the people in the building and threatened 
to shoot them if they did not cooperate. While in the building, the defendant grabbed and dragged 
people and held the gun close to their heads and necks. Throughout the robbery, the defendant 
continuously threatened to shoot the office employees. The defendant stole a total of £60.000 and a 
car. The Public Prosecution Office concluded that the defendant was guilty of armed robbery. 
 
Case 7, judge's verdict = 48 
The defendant, who has a psychiatric disability, stabbed their romantic partner in the chest with a 
knife after they had gotten into a verbal conflict. As a result, the victim went into cardiac arrest. The 
defendant alerted emergency services and attempted to resuscitate the victim.  The victim 
underwent surgery and spent months in the hospital. The victim suffered brain damage and doctors 
do not expect them to make a full recovery. The Public Prosecution Office concluded that the 
defendant was guilty of attempted murder. 
 
Case 8, judge's verdict = 60 
The defendant was driving a car without owning a driver's license. The defendant was also under the 
influence of alcohol and cannabis while driving. There were two other passengers in the car. During 
this drive, the defendant significantly exceeded the speed limit. This led to an accident in which the 
vehicle crashed into a tree on the side of the road. One of the passengers was killed in this accident, 
and the other was seriously injured. Prior to this incident, the defendant already had a run-in with 
the police for driving without a license. The Public Prosecution Office concluded that the defendant 
was guilty of reckless driving resulting in death. 
 
Case 9, judge's verdict = 32 
The defendant attempted to commit two robberies. First, they entered a supermarket while 
concealing their face. They grabbed a cashier by the arm and demanded that they hand over the 
money from the cash register while threatening them with a knife. Second, they entered a café, 
looking for a person they had argued with. Upon not finding this person inside, they then decided to 
rob the café while pretending to have a concealed firearm. In both cases, the defendant was 
unsuccessful and no money was taken. The Public Prosecution Office concluded that the defendant 
was guilty of multiple counts of attempted armed robbery. 
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Case 10, judge's verdict = 24 
The defendant drove their car to a psychiatric detention facility to break out two inmates. Using an 
angle grinder, the defendant created a hole in the fence surrounding the facility and cut through the 
power cables of various security systems. This destroyed both the fence and the security systems. 
After this, the defendant collected the two inmates and drove them to separate locations. The Public 
Prosecution Office concluded that the defendant was guilty of breaking out two inmates from a 
psychiatric detention facility. 
 
Case 11, judge's verdict = 30 
The defendant transported 5kg of heroin from The UK to Germany. Given the large quantity of 
heroin, the Public Prosecution Office finds it reasonable to assume that the heroin was intended for 
further distribution. Given the significant negative societal impact of heroin, the court found this fact 
to weigh heavily on the severity of the offence. The Public Prosecution Office concluded that the 
defendant was guilty of exporting heroin. 
 
Case 12, judge's verdict = 60 
In ten individual cases, the defendant entered the homes of elderly citizens. The defendant 
pretended to be a home cleaner. Inside the victims' homes, the defendant stole money (up to 
£5,000), jewellery and bank cards. If a bank card was stolen, the defendant subsequently called the 
victim and pretended to be a bank employee. This way they acquired the victim's card number, 
which they then used to withdraw money from the victim's account. The Public Prosecution Office 
concluded that the defendant was guilty of multiple counts of fraud. 
 
Case 13, judge's verdict = 20 
In a state of intoxication, the defendant, together with other persons, repeatedly attacked a person 
in a public place. The defendant allegedly played a leading role in this. The defendant attacked the 
victim several times until they fell to the ground. While the victim was on the ground, the defendant 
repeatedly punched and kicked the victim’s head. Afterwards, the defendant left the victim on the 
ground without alerting emergency services. The court found that the defendant’s actions could 
have led to the victim’s death. The Public Prosecution Office concluded that the defendant was 
guilty of complicity in attempted manslaughter.   
 
Case 14, judge's verdict = 24 
The defendant entered a gas station store and instructed an employee to open the cash register 
while threatening them with a sharp object. After this, the defendant grabbed the money from the 
register and threw the coins in the face of the employee. In addition to this robbery, the defendant 
verbally and physically threatened a security guard at the addiction rehabilitation center where the 
defendant was a resident. The Public Prosecution Office concluded that the defendant was guilty of 
robbery and verbal and physical threats. 
 
Practice case, judge's verdict = 24 
After a night out, the defendant got into an altercation with a stranger on the street. During this, the 
defendant stabbed the victim with a knife in the lower-left abdomen. While the victim survived, if 
the knife had punctured the abdominal wall of the victim, it could have had fatal consequences. The 
defendant showed a lack of respect for human life and violated the victim's physical integrity with 
their act. The Public Prosecution Office concluded that the defendant was guilty of attempted 
manslaughter.  
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Factor loadings 
 

Item Psychological 
trust 

Mind 
perception 

Punitive 
attitudes 

Value 
similarity 

Trust item 1 0.72 0.17 -0.02 0.35 
Trust item 2 0.86 0.09 -0.09 0.21 
Trust item 3 0.88 0.22 -0.06 0.17 
Trust item 4 0.70 0.13 0.09 0.17 
Trust item 5 0.76 0.19 0.08 0.24 
Trust item 6 0.78 0.23 0.01 0.12 
Trust item 7 0.75 0.1 0.04 0.15 
Trust item 8 0.81 0.08 0.06 0.19 
Trust item 9 0.79 0.16 0.04 0.20 
Trust item 10 0.78 0.19 0.03 0.18 
Trust item 11 0.78 0.19 0.16 0.24 
Value similarity item 1 0.34 0.15 0.01 0.71 
Value similarity item 2 0.34 0.14 -0.03 0.76 
Value similarity item 3 0.35 0.04 0.09 0.57 
Value similarity item 4 0.25 0.14 0.02 0.84 
Value similarity item 5 0.33 0.08 0.08 0.81 
Mind perception item 1 0.04 0.93 0.04 0.03 
Mind perception item 2 0.04 0.88 0.09 0.06 
Mind perception item 3 0.23 0.78 0.23 0.19 
Mind perception item 4 0.21 0.61 0.14 0.06 
Mind perception item 5 0.21 0.82 0.11 0.11 
Mind perception item 6 0.26 0.64 0.11 0.08 
Mind perception item 7 0.14 0.75 0.12 0.05 
Mind perception item 8 0.28 0.76 0.17 0.12 
Punitive attitudes item 1 -0.06 0.10 0.63 0.04 
Punitive attitudes item 2 0.15 0.13 0.83 -0.02 
Punitive attitudes item 3 0.09 0.16 0.85 -0.08 
Punitive attitudes item 4 -0.07 0.17 0.66 0.05 
Punitive attitudes item 5 0.11 -0.03 0.68 0.03 
Punitive attitudes item 6 -0.03 0.15 0.89 0.03 
Punitive attitudes item 7 0.03 0.15 0.90 0.10 
SS loadings 7.64 5.35 4.51 3.37 
Proportion of Variance 0.25 0.17 0.15 0.11 
Cumulative Variance 0.25 0.42 0.56 0.67 

Table 12. Factor loadings of all measured variables. 
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