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Abstract

In this thesis we investigate the structure under which the typical distances in directed config-
uration model scale double-logarithmically with the size of the graph. We study the necessary
conditions and show how they lead to this phenomena. We then study how these typical distances
fluctuate under changes to the graph size. Moreover, we add a possible truncation the the in- and
out-degrees, and study its effect on the structure of the model.
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Chapter 1

Introduction

Anyone who is interested in random graphs, most likely heard of the game ’six degrees of Kevin
Bacon’. The game consists of a network of actors, in which the actors are connected if they
have worked on the same movie. To play it, you start with an arbitrary actor, and try to find the
shortest path to the actor Kevin Bacon, using the connection between the actors. The ’six degrees’
is a reference to the theorem that people in the world are typically only six degrees of separation
apart. This phenomenon is known as a small world. An important property of the connections
between people in this network, is that they are undirected. This means that if person ’A’ knows
person ’B’, that it must be that person ’B” also knows person ’A’. A similar game where this is
not the case is the Wiki Game. This game consists of a network of Wikipedia articles, connected
through their hyperlinks. Here, you start at an arbitrary chosen article, and try to reach another
given article in the least amount of steps, using the hyperlinks in each article. It can be the case
that article ’A’ has an hyperlink to article ’B’, but ’B’ has no hyperlink to article ’A’. Thus, the
connections in this network are directed.

1.1 Motivation and summary of main results

The study of small worlds in networks attracted attention after S. Milgram published an article
[10], describing the results of a social experiment he had conducted. For the experiment a randomly
selected starting and target person were taken from the American population, where the goal was
to send a note from the starting person to the target person. The catch is that the note could
only be passed to someone known by first name basis, such that each person needs to pass the
note to someone who is likely to be closer to the target. Against intuition, the experiment showed
that on average only five to six intermediate acquaintances were needed to reach the target. This
result sparked the curiosity of many researchers how this phenomenon arises and to find what
other networks were small worlds. One such example is the Kevin Bacon network [18] that was
mentioned before. A very different example is the network formed by the neurons and synapses in
our brain [9], which presumably results from natural selection under the pressure of a cost-efficiency
balance.

For many of these small world networks, it has been shown that they follow a scale free
paradigm [17]. When network sciences were still young, this was defined to mean that the number
of nodes with k neighbors for k ≥ kmin is proportional to ck−γ , where c represents the normal-
ization constant. In reality, measurement are prone to different types of magnitudes of noise
and fluctuations, such that it is quite rare to find such clean patterns in real-world networks [4].
Hence, we take vertex degree i.e., the number of neighbors of each node, to have a regularly varying
distribution, which contains distributions with probability density functions of the form

p(k) = l(k)k−τ , (1.1)

where l(k) is a slowly varying function. The precise definition of a scale-free network that we shall

Ultra-small world phenomenon in the directed configuration model 1



1.1. MOTIVATION AND SUMMARY OF MAIN RESULTS CHAPTER 1. INTRODUCTION

take, is that the tail distribution of the degrees is of the form

F̄ (k) =
∑
k′>k

p(k) = l′(k)k−(τ−1), (1.2)

for which l′(k) is also a slowly varying function. Distributions with a tail distribution of the form
(1.2) are defined to be power law. Note that in the directed case it can be that both the proportion
for the connections towards and from nodes, i.e. the in- and out-degree distribution, are power
law but it more commonly holds for just for the in- or out-degree distribution. Examples can be
found in the article [17], e.g. the degree of the number of people that follow a twitter user and
the number the user follows are both power law, and the interactions between proteins in humans
has only a power-law distributed out-degree.

A consequence of the scale-free pattern, is that there are large numbers of high degree vertices,
which we call hubs. As these hubs are connected to a large portion of the nodes, they act as a
short-cut in the network, drastically decreasing the typical distances between the nodes. It has
been shown for undirected small-world networks, that these distances further rely on the variability
of the degrees [5]. The typical length of the distances of the scale free network grow logarithmically
with the size of the network, but for networks with estimated power law exponent τ̂ ∈ (2, 3) as
defined in (1.2), the distances are much smaller. These networks are defined as ultra-small worlds.
The knowledge gained from studying these small world networks can be applied in a broad range
of sciences. For instance, it can used to model the spread of epidemic diseases by epidemiologist to
prevent outbreaks, or engineers can use the network of the brain as an inspiration to reconstruct
its efficiency in devices.

Choice of mathematical models: When constructing mathematical models to study these
networks, the main thing we want to recreate are the characteristics of the degrees of the nodes.
An easy way to do this, is by starting with a fixed sequence of degrees, which can be assigned to
the nodes, and randomly pairing the nodes based on their degree. Such a model was introduced
by Bollobas [3], called the configuration model. For the construction of this model, each node
is assigned a fixed number of half-edges. Connections between the nodes are then randomly
constructed, by pairing the half-edges uniformly at random. For the construction of the directed
network a similar approach is used, but now every node is assigned a fix number of inbound and
outbound half-edges. The directed connections are constructed, by pairing each outbound half-
edge with an uniformly at random chosen inbound half-edge that has not been paired yet. The
resulting random graph is called the directed configuration model. A more precise construction of
the models will be introduced further along the thesis. The versatility of these models makes them
useful for studying the properties of real world networks [12][8]. The property we are interested
in is the typical distance in the graph, i.e., the least amount of edges that need to be traversed
to travel between two randomly chosen vertices. More specifically, we want to know under what
circumstances these typical distances in the directed network become ultra small.

Description of main results: For the configuration model of size n, it has been shown that
the typical distances between vertices, conditioned on them being in the same component, grows
logarithmic with n if the empirical degree distribution follows a power law degree distribution with
finite variance. When the distribution has infinite variance, which is the case when the empirical
degree distribution follows a power law with exponent τ ∈ (2, 3), it is shown ([14], Section 7)
that the typical distances are even 2 log log n/| log(τ −2)|, confirming the phenomenon seen in real
networks.

In the directed configuration model, the covariance between the in- and out-degree distribution
also needs to be taken in consideration. It has been shown that under the assumption that the
covariance is finite, the typical distances grow logarithmically, even if the variance of the in- and/or
out-degree is infinite [16]. This bring us to the research topic of this thesis: under what conditions
does the directed configuration model experience the ultra-small world phenomenon? To study
this, we take a close look at the reason behind the conditions that are used in the proof from ([14],

2 Ultra-small world phenomenon in the directed configuration model



CHAPTER 1. INTRODUCTION 1.1. MOTIVATION AND SUMMARY OF MAIN RESULTS

Section 7) are required to obtain the ultra-small distances in the configuration model. Next, we
discuss why these exact conditions are not enough to replicate the phenomenon in the directed
configuration model. Then we reconstruct the conditions to replicate the phenomena that lead
to ultra-small typical distances in the directed configuration model. The following describes the
first result obtained in this thesis. For now the details of the assumptions are omitted, but will
be described precisely in Theorem 1.5.4.

Main result 1: Consider the directed configuration model on n vertices for which the in- and
out-degree satisfy some appropriate regularity conditions, and the empirical distribution of the in-
and out-degree of neighboring nodes follows a power law with respective exponent τ (in) ∈ (2, 3) and
τ (out) ∈ (2, 3). Let distDCMn(d)(o1, o2) denote the (directed) distance between two randomly chosen
vertices. Then, on the condition that the vertices are in the same component it follows that

distDCMn(d)(o1, o2)

log log n

P−→ 1

| log(τ (in) − 2)|
+

1

| log(τ (out) − 2)|
. (1.3)

The next result adds a possible truncation to the power law distribution of the neighboring in-
and out-degrees, and describes how the typical distances fluctuate with n. The proof is derived
from the article [15]. Here it is shown for the configuration model, that if the power law is
truncated at some value nβn , where βn(log n)

η → ∞ for some η ∈ (0, 1), that the typical distances
are centered around 2 log log(nβn)/| log(τ − 2)|+ 1/(βn(3− τ)). By taking the dependence of the
truncation values of in- and out-degree into consideration, we obtain the following result:

Main result 2: Consider the directed configuration model on n vertices and ln out- and
inbound half-edges, for which the in- and out-degree satisfy some appropriate regularity conditions.
Moreover, the empirical distribution of the in- and out-degree of neighboring nodes follows a power

law with respective exponent τ (in) ∈ (2, 3) and τ (out) ∈ (2, 3) truncated at degrees l
β(in)
n

n and l
β(out)
n

n ,

where both β
(q)
n (log n)η → ∞ for q ∈ {out, in} and some η ∈ (0, 1). Then, given that

β(in)
n + β(out)

n (τ (out) − 2) = β(out)
n + β(in)

n (τ (in) − 2) ∈ (0, 1), (1.4)

it follows that

distDCMn(d)(o1, o2)−
log log l

β(out)
n

n

| log(τ (out) − 2)|
− log log l

β(in)
n

n

| log(τ (in) − 2)|
− 2

β
(out)
n (3− τ (out)) + β

(in)
n (3− τ (in))

(1.5)
is a tight sequence of random variables.

For the intuitive explanation behind the result, we look at a common trait of the directed
and the undirected configuration models. Namely, that a small enough neighborhood of a typical
vertex is unlikely to contain any cycles or multi-edges. This so called local-tree like structure,
allows these neighborhoods to be approximated by a properly defined branching process, which
experience a double exponential generational growth rate [7] under the conditions of the results.
Each generation k of these branching processes represents either, the number of vertices that can
be reached in k steps from a typical vertex, or the number of vertices that can reach a typical
vertex in k steps. As these are the same in the configuration model, the double exponential growth
results in the typical distances 2 log log n/| log(τ − 2)|, representing the similar distance from the
starting vertex towards the hubs and from the hub to the target vertex. As the in- and out-degree
have their own distributions in directed configuration model, these branching processes also have
different distributions. Hence, we obtain log log ln/| log(τ (out)−2)| to represent the distance to the
highest order out-degree vertices called the outbound-hub, and log log ln/| log(τ (in) − 2)| for the
distance from the highest order in-degree vertices, called the inbound-hub. For the non-truncated
model, the vertices in the outbound-hub are very likely to be connected to all the vertices in the
inbound-hub, such that the typical distance contains just these two terms. For the truncated
model, the highest order out- and in-degrees and the typical distances to and from them, depends
on the truncation values. And such, it no longer has to be the case they are likely connected.
Hence the third term represents the value around which the remaining distance from the outbound
to the inbound hubs is centered.

Ultra-small world phenomenon in the directed configuration model 3



1.2. CONSTRUCTION OF THE DIRECTED CONFIGURATION MODELCHAPTER 1. INTRODUCTION

The remainder of this section introduces and discusses the results of the thesis in detail. First,
in Section 1.2 we describe how the directed configuration model is constructed and introduce
some notation and definitions. Next, in Section 1.3 we study the local tree-like structures and
show how its distribution relates to a branching process. In Section 1.4 the conditions are shown
under which uniformly chosen vertices are almost surely in the same unique strongly connected
component. Finally, in Section 1.5 the necessary power law conditions are discussed and the
asymptotic ultra-small world result is introduced. Then, the results describing the fluctuations of
the typical distances are shown in Section 1.6 with a possibly truncated model.

Notation: We write [n] to indicate the set of integers {1, 2, ..., n}. For some graph Gn with
n ∈ N vertices we use V (Gn) = [n] and E(Gn) to indicate the respective set of vertices and edges

of the graph . We will use
d−→,

a.s.−−→ and
P−→ to denote convergence in distribution, almost surely

and convergence in probability.

1.2 Construction of the directed configuration model

Let d(out) = (d
(out)
u )u∈[n] be a sequence of out-degrees, where d

(out)
u denotes the number outbound

half-edges assigned to vertex v ∈ [n]. Similarly, let d(in) = (d
(in)
u )u∈[n] be a sequence of in-degrees,

with the condition that the equality

ln =
∑
u∈[n]

d(out)u =
∑
u∈[n]

d(in)u (1.6)

is satisfied. By assigning the in- and out-degree pair (d
(in)
u , d

(out)
u ) to each vertex u ∈ [n] we obtain

the degree sequence d = (d(in),d(out)). To construct the path we pick an arbitrary in- or outbound
half-edge and a randomly chosen respective out- or inbound half-edge, without replacement. The
chosen in- and outbound half-edges are then paired to form an edge. So at step k+1 an arbitrary
in- or outbound half-edge is taken from the ln − k that remain, and is randomly paired with a
respective out- or inbound half-edge from the ln − k that remain from this type of half-edge. Say
that the outbound half-edge attached to vertex u is paired with an inbound half-edge attached to
vertex v. Then this edge is denoted as (u, v), and can only be traversed from u towards v. After
all the half-edges have been paired, the directed configuration model with fixed degree sequence
d is constructed, denoted as DCMn(d).

The directed configuration model is a multi-graph, which means that there can be multiple
edges between two vertices. The model also contains self-loops, which arise when an inbound

half-edge of a vertex is paired with one of its own outbound half-edges. Let Dn = (D
(in)
n , D

(out)
n )

denote the in- and out-degree of a randomly chosen vertex, which we will refer to as a typical
vertex of the graph. The proportional distribution of the degrees is denoted as

fn(k, l) = P(Dn = (k, l)) =
1

n

∑
u∈[n]

1{(d(in)u , d(out)u ) = (k, l)}, (1.7)

for which the cumulative distribution function is denoted by Fn. The graph distance between two
vertices u, v ∈ [n] is k if this is the least amount of directed edges that need to be traversed to get
from vertex u to v, denoted as the event {distDCMn(d)(u, v) = k}. Ofcourse, there needs to be a
directed path for it to even be possible to travel from u to v. If this is not the case, such that no
path exists, we say that distDCMn(d)(u, v) = ∞.

1.3 Directed branching process approximation

This section we will study the directed configuration model from the perspective of a typical
vertex. It is possible that an event that is likely to occur on the whole graph, is uncommon

4 Ultra-small world phenomenon in the directed configuration model



CHAPTER 1. INTRODUCTION1.3. DIRECTED BRANCHING PROCESS APPROXIMATION

to take place on a small enough subgraph. This may allow us to dismiss this event when only
studying the properties of this particular subgraph. We will show that on the locally finite directed
configuration model, this is the case for cycles and multi-edges.

To understand this phenomenon, we take another look at the construction process of the model.
As explained before, to construct an edge we can take any arbitrary in- or outbound half-edge,
and pair it with a respective uniformly chosen out- or inbound half-edge. It follows that we can
also construct the model in a breadth-first order, without affecting the randomness of the model.
That is, instead of taking any arbitrary half-edge, we start with an uniformly chosen vertex, and
uniformly pair all its outbound and inbound half-edges. Next, we repeat this process one-by-one,
with all the vertices attached to the uniformly chosen half-edges, until again all their respective
half-edges have been paired. We call this process the forward-backward exploration of the graph.
The same process can also be performed by only pairing the outbound or inbound half-edges
of each vertex, which we respectively call the forward and backward exploration processes. By
repeating these processes with each of the added vertices a sufficient number of times, it is possible
to construct the following neighborhoods.

Definition 1.3.1. (Neighborhoods) The forward r-neighborhood of vertex o, denoted as B
(G;out)
r (o),

is the subgraph containing all vertices at most distance r from vertex o, such that

V (B(G;out)
r (o)) = {v ∈ V (G) : distG(o, v) ≤ r}

E(B(G;out)
r (o)) = {(u, v) ∈ E(G) : distG(o, u) ≤ r, distG(o, v) ≤ r}.

(1.8)

The backward r-neighborhood of vertex o, denoted as B
(G;in)
r (o), is the subgraph containing all

vertices with distances at most r towards vertex o, such that

V (B(G;in)
r (o)) = {v ∈ V (G) : distG(v, o) ≤ r}

E(B(G;in)
r (o)) = {(u, v) ∈ E(G) : distG(u, o) ≤ r, distG(v, o) ≤ r}.

(1.9)

The forward-backward r-neighborhood of vertex o, denoted as B
(G)
r (o), is the union of both neigh-

borhoods B
(G;out)
r (o) ∪B(G;in)

r (o).

To ensure that the size of these neighborhoods is bounded for fixed values of r as n→ ∞, we
introduce the condition that the typical degree converges weakly to a random variable with finite
mean.

Assumption 1.3.2. (Regularity conditions) We assume that the vertex in- and out-degree satisfy
the following regularity conditions.

(a) Weak convergence of vertex in- and out-degrees. There exists a distribution function
F , such that

Dn = (D(in)
n , D(out)

n )
d−→ (D(in), D(out)) = D, (1.10)

where D has cumulative distribution F .

(b) Convergence of average vertex in- and out-degrees.

lim
n→∞

E[D(in)
n ] = lim

n→∞
E[D(out)

n ] = E[D(in)] = E[D(out)] > 0. (1.11)

Under Assumption 1.3.2 the total number of out- and inbound half-edge is very large, as

ln/n = E[D(out)
n ] → E[D(out)] > 0. Therefore, many exploration steps can be taken until the

neighborhood contains any significant proportion of the total ln outbound or inbound half-edges.
Consequently, for each of these pairing steps it is unlikely that the in- or outbound half-edge is
paired with a half-edge attached to a vertex that already belongs to the explored neighborhood.
By bounding the number of exploration steps compared to the graph size, it is unlikely to add any
multi-edges or cycles to the neighborhood.

Ultra-small world phenomenon in the directed configuration model 5



1.3. DIRECTED BRANCHING PROCESS APPROXIMATIONCHAPTER 1. INTRODUCTION

In the following sections we will show that it is possible to approximate these neighborhoods
with a properly defined branching processes. In Section 1.3.1 we explain how each of the explora-
tion processes can be coupled with branching processes. In Section 1.3.2 we introduce the marked
graph and its applications in the study of local weak convergence. We construct a one-to-one
mapping from the directed graph to these marked graphs, which will enable us to apply these
applications to study the local properties of the directed graph. The results of this study are
introduced in Section 1.3.3.

1.3.1 Coupling explorations with branching processes

Let us take a look at the distribution of the explored neighborhood. The exploration process
starts at a typical vertex with degree distribution Dn. If the first exploration step starts from
an outbound half-edge, the probability that the randomly chosen inbound half-edge is attached
to a vertex with degree (k, l) depends on the number of outbound half-edges that attached to

vertices with degree (k, l). Hence, the probability equals k

E[D(in)
n ]

P(Dn = (k, l)), for which E[D(in)
n ]

is the normalization constant. Similarly, if the first step starts from an inbound half-edge, the
degree distribution of the following explored vertex equals l

E[D(out)
n ]

P(Dn = (k, l)). For each of the

following exploration steps, this distribution changes slightly as the total number of available in-
and outbound half-edges depletes. Though, as the total number of free out- and inbound half-
edges ln at the start is so large under Assumption 1.3.2, a significant number of exploration steps
can be performed before the degree distribution of the following explored vertex has a noticeable
difference. By bounding the number of exploration steps, the degrees of the explored vertices are
close to independently distributed. Combined with the unlikely occurrence of cycles and multi-
edges, this intuitively shows the breadth-first exploration has a very similar distribution as to a
branching process.

It remains to define these branching processes, to represent each type of exploration. As we
mentioned before, for the forward-backward exploration the degree distribution of the explored
vertices depends on whether they were chosen by their out- or inbound half-edge. Hence, we define
the (delayed) two-type branching process Zn with root distribution Dn and offspring distributions

f∗(in)n (k, l) =
(k + 1)

E[D(in)
n ]

fn(k + 1, l),

f∗(out)n (k, l) =
(l + 1)

E[D(out)
n ]

fn(k, l + 1),

(1.12)

for the following generations. Whether an individual has offspring distribution f
∗(in)
n or f

∗(out)
n

depends on the type of half-edge it is connected with to the previous generation. We say the

individuals with offspring distribution (f
∗(in)
n (k, l))k,l≥0, connected to the previous generation by

an inbound half-edge is an ”in-type”, and individuals with offspring distribution (f
∗(out)
n (k, l))k,l≥0,

connected to the previous generation by an outbound half-edge is an ”out-type”.

The forward and backward exploration only expands by their respective out- or inbound half

edges. Hence, the forward exploration is represented by the branching process Z(out)
n with root

distribution D
(out)
n and for the following generations f

(out)
n (l) =

∑
k

k

E[D(out)
n ]

fn(k, l), denoting the

total number of inbound half-edges attached to vertices with out-degree l. For the same reasoning,

the backward exploration is represented by the branching process Z(in)
n with root distribution D

(in)
n

and for the following generations the offspring distribution f
(in)
n (k) =

∑
l

l

E[D(in)
n ]

fn(k, l). We will

write

6 Ultra-small world phenomenon in the directed configuration model



CHAPTER 1. INTRODUCTION1.3. DIRECTED BRANCHING PROCESS APPROXIMATION

F (out)
n (x) =

∑
l≤x

f (out)n (l) =
1

ln

∑
u∈[n]

d(in)u 1{d(out)u ≤ x} = P(D∗(out)
n ≤ x)

F (in)
n (x) =

∑
k≤x

f (in)n (k) =
1

ln

∑
u∈[n]

d(out)u 1{d(in)u ≤ x} = P(D∗(in)
n ≤ x),

(1.13)

with

D∗(out)
n = (size biased version of D(out)

n w.r.t. the in-degree),

D∗(in)
n = (size biased version of D(in)

n w.r.t. the out-degree).
(1.14)

Denoting the respective generation sizes of Zn, Z(out)
n and Z(in)

n as (Z
(n)
k )k≥0, (Z

(n;out)
k )k≥0 and

(Z
(n;in)
k )k≥0, the precise result of the coupling is the following:

Lemma 1.3.3. Consider the directed configuration model for which regularity Assumptions 1.3.2

hold. Define dmax = maxu∈[n]{d
(in)
u , d

(out)
u } and take r such that for uniformly chosen vertex o

|B(Gn)
r (o)| ≤ (n/dmax)

1
2−δ, (1.15)

for some δ > 0. Then B
(Gn)
r (o) can be coupled to the branching process with generation sizes

(Z
(n)
k )k≥0. Moreover, take r such that for two uniformly and independently chosen vertices o1 and

o2
|B(Gn;out)

r (o1) ∪B(Gn;in)
r (o2)| ≤ (n/dmax)

1
2−δ, (1.16)

for some δ > 0. Then, (B
(Gn;out)
r (o1), B

(Gn;in)
r (o2)) can be coupled to the two independent branch-

ing processes with generation sizes (Z
(n;out)
k , Z

(n;in)
k )k≥0.

Next, we study the local behaviour of the graph with sizes in the limiting regime. Before we
do this, we introduce marked (undirected) graphs.

1.3.2 Marked graphs

A marked graph is the undirected graph G̃n = (V (G̃n), E(G̃n)) together with a set of marks
M(G̃n), containing the mappings from V (G̃n) and E(G̃n) to the complete and separable metric
space Ξ. As shown in ([14], Section 2), there are convenient tools for the marked graph that
describe its local convergent properties. Conveniently, we will show that it is possible to describe
the directed graph as a marked graph. This will enable us to define an one-to-one mapping of the
directed graph to the marked graph, allowing us to make use of these tools to study the directed
graph. As the marked graph is undirected, the information about the direction of the edges are
stored in their respective marks, i.e.,

Ξ = {{(u, k), (v, l)}, {u, v} ∈ En, k, l ∈ {out, in}, k ̸= l}}. (1.17)

Although the edges are not directed, we will say an edge u, v with mark {(u, out), (v, in)} is an
out-edge of u and an in-edge of v. Take Gn = DCMn(d) and denote the mapping to the space
marked graph as ψ : Gn 7→ (G̃n,M(G̃n)), where the mapping is defined as

(u, v) ∈ En ⇒ {u, v} ∈ Ẽn, with m({u, v}) = {(u, out), (v, in)} ∈M(G̃n). (1.18)

As no information about the directed edge is lost, we also have the inverse mapping ψ−1 :
(G̃n,M(G̃n)) 7→ Gn, defined as

{u, v} ∈ Ẽn with m({u, v}) = {(u, out), (v, in)} ∈M(G̃n) ⇒ (u, v) ∈ En. (1.19)

As we study the neighborhood of a vertex a root vertex is also included, which will act as the
centre of the neighborhood. Including this root, we obtain the marked rooted graph, denoted as
(G̃, o,M(G̃)). Next, we define the neighborhood of the root.

Ultra-small world phenomenon in the directed configuration model 7
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Definition 1.3.4. (Marked neighborhood) Let distG denote the graph distance of graph G =
(V (G), E(G)). For a marked rooted graph (G, o,M(G)), the subgraph containing all vertices at

most distance r from o is denoted as B
(G,M(G))
r (o), such that

V (B(G,M(G))
r (o)) = {v ∈ V (G) : distG(o, v) ≤ r}

E(B(G,M(G))
r (o)) = {{u, v} ∈ E(G) : distG(o, u) ≤ r, distG(o, v) ≤ r}.

(1.20)

This is defined as the r-neighborhood of o.

Note that ψ(B
(Gn)
r (o)) = B

(G̃n,M(G̃n))
r (o). For ease of notation, we will denote B

(G̃n)
r (o) =

B
(G̃n,M(G̃n))
r (o) and simply mention whether we are using a marked graph. In order to study the

local weak convergence, we first need to know the topology which we are working with. Let

x(i)m := #{e ∈ E(G̃i) : m(e) = m} m ∈ Θ, k, l ∈ Ξ, (1.21)

denote the number of edges in E(Gi) with label m ∈ Ξ. The following definition shows when
marked graphs are considered to be equal.

Definition 1.3.5. (Marked rooted graph isomorphism) Two marked rooted graph
(G̃1, o1,M1(G̃1)) and (G̃2, o2,M2(G̃2)) are called isomorphic, notated as (G̃1, o1,M1(G̃1)) ≃ (G̃2, o2,M2(G̃2)),
when there exists a bijection ϕ : V (G1) 7→ V (G2), such that

1. ϕ(o1) = o2,

2. x
(1)
m = x

(2)
ϕ(m) for all m ∈ Ξ,

where for m({u, v}) = {(u, k), (v, l)} we have ϕ(m({u, v})) = {(ϕ(u), k), (ϕ(v), l)}.

The bijective function ϕ ensures that the given indexes of the vertices is not taken into con-
sideration when comparing marked rooted graphs. We let G∗ be the set of marked rooted graphs
modulo isomorphisms. Next, we introduce the metric which we use to compare marked graphs.

Definition 1.3.6. (Marked rooted graphs metric) Let (G̃1, o1,M1(G̃1)) and (G̃2, o2,M2(G̃2)) de-
note two marked rooted graphs. Let

R∗ = sup{r : BG̃1
r (o1) ≃ BG2

r (o2)}, (1.22)

and define

dG∗((G̃1, o1,M1(G̃1)), (G̃2, o2,M2(G̃2))) = 1/(R∗ + 1) (1.23)

The value R∗ is the largest value of r such that BG̃1
r (o1) is isomorphic to BG̃2

r (o2). It can be
shown that the space G∗ with the metric dG∗ is a separable metric space.

Finally, we define the marked local weak convergence of a marked rooted graph.

Definition 1.3.7. (Marked local weak convergence) Let (G̃n, on,M(G̃n)) denote a marked random
graph. Then,

(a) we say that (G̃n,M(G̃n)) converges marked locally weakly to (G, o,M(G)) having law µ,
when

E[h(G̃n, on,M(G̃n))]
n→∞−−−−→ Eµ[h(G̃, o,M(G̃))], (1.24)

for every bounded and continuous function h : G∗ 7→ R, where the expectation E is w.r.t.

the random vertex on, and the random graph G̃n. This is equivalent to (G̃n, on,M(G̃n))
d−→

(G̃, o.M(G̃)),

(b) we say that (G̃n,M(G̃n)) converges locally in probability to (G̃, o,M(G̃)) having law µ when

E[h(G̃n, on,M(G̃n))|G̃n]
P−→ Eµ[h(G̃, o,M(G̃))] (1.25)

for every bounded and continuous function h : G∗ 7→ R.
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1.3.3 Marked locally weak convergence

To describe the local asymptotic behaviour of the directed configuration model, we introduce the
asymptotic versions of the branching processes used in the coupling. As we use first show the
properties on the marked graphs, the edges need to be labeled as described before. First, we have
the (edge) marked branching process Z, with root distribution (f(k, l))k,l≥0 and the two types of
offspring distribution (f∗(out)(k, l))k,l≥0 or (f∗(in)(k, l))k,l≥0, with

f(k, l) = lim
n→∞

fn(k, l)

f∗(out)(k, l) = lim
n→∞

f∗(out)n (k, l), f∗(in)(k, l) = lim
n→∞

f∗(in)n (k, l),
(1.26)

which are properly defined under Assumption 1.3.2. The marked forward branching process Z(out)

has root distribution D(out) and f (out)(l) = limn→∞ f
(out)
n (l) for the following generations. Note

that each generation is connected by their respective (undirected) out-edges to the following gen-
eration. The marked backward branching process Z(in) is defined similarly, except the role of the
out- and in- is reversed.

Theorem 1.3.8. (Locally tree-like nature directed configuration model) Consider the DCMn(d),
where the in- and out-degrees d = (d(in),d(out)) satisfy Assumptions 1.3.2. Then, the directed
configuration model converges marked locally weakly in probability to the marked branching pro-
cess. Consequently, the respective forward and backward neighborhoods converges marked weakly
in probability to the marked forward and backwards branching process.

It can be convenient to view the neighborhoods that are approximated by the branching process
as a single vertex, for which the total degree of the final generation indicates the degree of this
vertex. To do this, we take the two uniformly chosen vertices o1, o2 ∈ [n]. For convenience,

we take H
(n;out)
r = H

(n;in)
0 = 1, and let H

(n;out)
r denote the number of unpaired outbound half-

edges attached to the vertices at graph distance r − 1 from vertex o1, after forward exploring

B
(Gn;out)
r (o1) in a breadth-first manner. And let H

(n;in)
r denote the number of unpaired inbound

half-edges attached to the vertices at graph distance r − 1 towards vertex o2, after backward

exploring B
(Gn;in)
r (o1) in a breadth-first manner. Thus, H

(n;out)
1 = d

(out)
o1 and H

(n;in)
1 = d

(in)
o2 .

Note that you might think that H
(n;q)
r = |∂B(Gn;q)

r |, which is only the case when B
(Gn;q)
r is a

tree. As this is whp indeed the case for for fixed r according to Theorem 1.3.8, we obtain the

following corollary which shows that (H
(n;out)
k , H

(n;in)
k )mk=0 are close to the independent forward

and backward branching processes.

Corollary 1.3.9. Consider the directed configuration model Gn = DCMn(d), where the out- and

in-degrees satisfy Assumption 1.3.2. Let Z
(out)
k denote the number of vertices in the k’th generation

of the marked forward branching process, and Z
(in)
k similarly for the marked backward branching

process. Then, for m > 0 arbitrary small

(H
(n;out)
k , H

(n;in)
k )mk=0

d−→ (Z
(out)
k , Z

(in)
k )mk=0. (1.27)

1.4 Strongly connected component

Let us look at the strongly connected component, which is the set of vertices u, v ∈ [n] such that a
directed path exists from u to v and from v to u. Our goal is to construct a directed graph for which
nearly all vertices are contained in the same strongly connected component, such that two typical
vertices are whp connected. To find sufficient conditions, we will make use of a theorem that
describes the dependence of the strongly connected components size on the survival probability of
a forward and backward branching process [6] [13].

To start with, let denote θ(out) and θ(in) denote the survival probability of the branching
processes with respective distribution (f (out)(k))k≥0 and (f (in)(k))k≥0. Note that these branching
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processes are the undelayed versions of the marked forward and backward branching processes,
described in Section 1.3.3. Next, take

ζ(in) = 1−
∑
k,l≥0

f(k, l)(1− θ(in))k, ζ(out) = 1−
∑
k,l≥0

f(k, l)(1− θ(out))l, (1.28)

where (f(k, l))k,l≥0 denotes the asymptotic degree distribution. Define a backward cluster of vertex
v as all the vertices u with a path to v, and a forward cluster of v to be all vertices u for which
there is a path from v to u. Then, we can interpret ζ(out) as the asymptotic probability that a
typical vertex has a large forward cluster, and ζ(in) as the asymptotic probability a typical vertex
has a large backward cluster. Further, we take

γ =
∑
k,l≥0

f(k, l)(1− θ(in))k(1− θ(out))l, (1.29)

which then represents the asymptotic probability that a typical vertex has both a large forward
and backward cluster. It follows that 1 − γ can be interpreted as the asymptotic probability an
uniform vertex has either a large forward or large backward cluster. Hence,

ζ = ζ(in) + ζ(out) − (1− γ), (1.30)

represents the asymptotic probability a typical vertex has both a large forward and large backward
cluster. For

ν =
E[D(in)D(out)]

E[D(out)]
, (1.31)

the following theorem describes when the directed configuration model is dominated by a unique
strongly connected component [13].

Theorem 1.4.1. (Phase transition in DCMn(d)) Suppose that the in- and out- degrees of the
directed configuration model satisfy Assumption 1.3.2. Let Cmax and C(2) denote the vertices in
the respective largest and second largest strongly connected component.

(a) When ν > 1, ζ in (1.30) satisfies ζ ∈ (0, 1], and

|Cmax|/n
P−→ ζ, (1.32)

while |C(2)|/n
P−→ 0.

(b) When ν < 1, ζ in (1.30) satisfies ζ = 0 and |Cmax|/n
P−→ 0.

The theorem tells us that for ν < 1 it is very unlikely a path exists between two uniformly
chosen vertices. We are interested in the conditions for which ν > 1, which brings us the following
assumption.

Assumption 1.4.2. (Minimal out- and in-degree)

min
u∈[n]

d(out)u ≥ 1 and min
u∈[n]

d(in)u ≥ 1. (1.33)

Notice that if P(D(in) > 1, D(out) > 1) > 0 that under Assumption 1.4.2 we clearly have ν > 1.
Moreover, we have that θ(out) = θ(in) = 1, as each individual in the branching processes have at
least one offspring. It follows that ζ = 1, such that Theorem 1.4.1 states that under Assumption
1.3.2 the directed configuration model contains a unique strongly connected component of size
n− oP(1).

10 Ultra-small world phenomenon in the directed configuration model



CHAPTER 1. INTRODUCTION1.5. ULTRA-SMALL PHENOMENON IN THE DIRECTED CONFIGURATION MODEL

1.5 Ultra-small phenomenon in the directed configuration
model

Recall that in small world directed networks, the in- or out-degree follows a power law, which is
formally defined as follows:

Definition 1.5.1. (Slowly varying functions and power-law distributions) A function x 7→ L(x)
is slowly varying at infinity when, for every t > 0,

lim
x→∞

L(tx)

L(x)
= 1. (1.34)

We say that X has a power-law distribution with exponential τ when there exists a function x 7→
L(x) that is slowly varying at infinity, such that

[1− FX ](x) = P(X > x) = L(x)x−(τ−1). (1.35)

If the function L(x) is constant for all x, we say X has a pure power-law distribution.

To study the behaviour of the large directed graphs in the limiting regime, the specific slowly
varying function of the degree distribution is not important. Thus, we shall use Potter’s Theorem
([2], Theorem 1.5.6) to bound the slowly varying functions in the degree distribution to simplify
calculations.

Theorem 1.5.2. (Potter’s Theorem) Let x 7→ L(x) be slowly varying at infinity. For every δ,
there exists a constant c = c(δ), such that, for all x ≥ 1

x−δ/c ≤ L(x) ≤ cxδ. (1.36)

Potter’s Theorem implies that the tail of any power-law distribution can be bounded from both
sides by a pure power-law distribution, with a slightly adapted power-law exponent. Remember

that F
(in)
n (x) (resp., F

(out)
n (x)) denotes the respective proportion of outbound (resp., inbound)

half-edges attached to vertices with in-degree (resp., out-degree) at most x, with

F (in)
n (x) =

1

ln

∑
u∈[n]

d(out)u 1{d(in)u ≤ x}, F (out)
n (x) =

1

ln

∑
u∈[n]

d(in)u 1{d(out)u ≤ x}. (1.37)

For our directed configuration model, we impose these distribution functions satisfy the conditions
of the folliwng assumption:

Assumption 1.5.3. (Power-law bounds) For both q ∈ {out, in} there exists τ (q) ∈ (2, 3), and for

all δ(q) > 0, there exists c
(q)
1 = c

(q)
1 (δ(q)), c

(q)
2 = c

(q)
2 (δ(q)) such that, uniformly in n,

c
(q)
1 x−(τ(q)−2+δ(q)) ≤ [1− F (q)

n ](x) ≤ c
(q)
2 x−(τ(q)−2−δ(q)) (1.38)

where the upper bound holds for all x ≥ 1, while the lower bound is only required to hold for
1 ≤ x ≤ lβn, for some β ∈ (1/2, 1).

Note that the assumption states that [1 − F
(in)
n ](x) and [1 − F

(out)
n ](x) obey the power-law

bounds shown in Potter’s Theorem 1.5.2. This is a more general assumption than simply taking
them to be power-law. Under Assumption 1.3.2 and 1.5.3 it can be shown that∑

k≥0

∑
l≥0

klfn(k, l) ≥ ln
∑
x≥1

c
(q)
1 x−(τ(q)−2+δ(q)) n→∞−−−−→ ∞. (1.39)

As E[D(out)
n ] → E[D(out)] and E[D(in)

n ] → E[D(in)], it follows that the covariance of the in- and out-
degree of a typical vertex is infinite. The following is the first main result of this thesis, describing
the ultra-small typical distances of the directed configuration model under the conditions that
were described along this section so far.
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Theorem 1.5.4. (Typical distance for infinite covariance directed configuration model) Consider
the directed configuration model DCMn(d) with empirical in- and out-degree distribution satisfying
Assumption 1.3.2, 1.4.2 and the size-biased in- and out-degrees satisfying Assumption 1.5.3, for
some τ (in), τ (out) ∈ (2.3). Then, for the uniformly and independently chosen vertices o1 and o2, it
follows that

distDCMn(d)(o1, o2)

log log n

P−→ 1

| log(τ (out) − 2)|
+

1

| log(τ (in) − 2)|
. (1.40)

To intuitively understand this result, note that the vertices o1 and o2 are taken randomly and
independent from each other. Hence, the distance between these vertices is smaller than some
value k, if either: we pick the starting vertex o1 first and then by chance pick o2 from the set of

vertices that can be reached in k or less steps from o1, denoted by B
(Gn:out)
k (o1), or we pick the

target vertex o2 first and then by chance o1 is picked from the set of vertices that can reach o2 in

k or less steps, denoted by B
(Gn:in)
k (o2). It follows that

P(distDCMn(d)(o1, o2) ≤ k) =
E[|B(Gn:out)

k (o1)|]
n

=
E[|B(Gn:in)

k (o2)|]
n

, (1.41)

which seems to indicate that the k is related to the size of the forward and backward neighborhoods.
Consequently, the equality (1.41) show that for the probability to be non-zero for large n, it is

required that both E[|B(Gn:out)
k (o1)|] and E[|B(Gn:in)

k (o2)|] are both of order Θ(n). In Section 1.3.3

we have shown the branching process approximations |B(Gn:out)
k (o1)| ≈ Z

(out)
k and |B(Gn:in)

k (o2)| ≈
Z

(in)
k under the regularity conditions from Assumption 1.3.2, given that k is not too large. Under

the power-law Assumptions 1.5.3 the offspring distribution for both of these branching processes
have an infinite mean. For such branching processes it is known that they experience super-
exponential generational growth [7], i.e. for some constant Cq > 0 and q ∈ {out, in}

Z
(q)
k ≈ C

1

(τ(q)−2)k

q . (1.42)

The equality (1.41) suggest that we need to take k
(q)
n such that Z

(q)

k
(q)
n

= Θ(n), which is the case

for k
(q)
n ≈ log log n/| log(τ (q) − 2)|. To keep the approximation accurate we use

P(distDCMn(d)(o1, o2) ≤ k(out)n + k(in)n ) = P(B(Gn:out)

k
(out)
n

(o1) ∩B(Gn:in)

k
(in)
n

(o2) ̸= ∅), (1.43)

and approximations both |B(Gn:out)
k (o1)| and |B(Gn:in)

k (o2)| simultaneously. This shows that under
the additional Assumption 1.4.2 on the minimal in- and out-degree, such that typical vertices are
likely in the same component, it follows that

distDCMn(d)(o1, o2) ≈
log log n

| log(τ (out) − 2)|
+

log log n

| log(τ (in) − 2)|
. (1.44)

Remember that the typical paths make use of the highest order out- and in-degree vertices. Here,
log logn

| log(τ(out)−2)| is the contribution of the part of the path with rapidly increasing out-degree vertices

towards the outbound hub and log logn
| log(τ(in)−2)| the contribution of the part with rapidly decreasing

in-degree vertices from the inbound hub to the target vertex.

1.6 Fluctuations of the typical distances

We now study how the typical distances fluctuate with the size of the directed configuration model
and add a possible truncation to the power-law distributions. The choice of these assumptions are
taken to recreate the conditions of [15], in which these properties are studied in the configuration
model. To be able to do this we will need to know how the in- and out-degree distribution behaves
with changes to the graph size n. Hence, for the power-law assumption we include the slowly
varying function in the defined pure power-law.
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Assumption 1.6.1. For both q ∈ {out, in} define γ(q)(x) = C(q)(log x)γ
(q)−1 for some γ(q) ∈ [0, 1)

and C(q) > 0 and take τ (q) ∈ (2, 3). Then there exists β
(q)
n such that for all ε > 0, F

(q)
n = 1 for

x ≥ l
β(q)
n (1+ε)

n , and

x−(τ(q)−2)−γ(q)(x) ≤ [1− F (q)
n ](x) ≤ x−(τ(q)−2)+γ(q)(x), ∀x ≤ l

β(q)
n (1−ε)

n , (1.45)

given that
β(in)
n + β(out)

n (τ (out) − 2) = β(out)
n + β(in)

n (τ (in) − 2) ∈ (0, 1). (1.46)

Note that the equality (1.46) is the same as stating that β
(in)
n (3 − τ (in)) = β

(out)
n (3 − τ (out)).

This equality condition arises naturally as each outbound half-edge is paired with an inbound
half-edge. This ensures that the heavier tailed distribution is truncated earlier, such that the total
number of out- and inbound half-edges remains in proportion. Next, we want to be able to relate

the behaviour of Fn, F
(out)
n and F

(in)
n for different values of n to their limiting distributions. Let

dTV (F,G) =
1

2

∑
x∈N

|F (x+ 1)− F (x)− (G(x+ 1)−G(x))|, (1.47)

denote the total variation distance between two discrete probability measures. The weakest form
of assumption we can state to show this relation is of the following form.

Assumption 1.6.2. Assume there exist distribution functions F (x), F (out) and F (in) such that

Fn → F , F
(out)
n → F (out) and F

(in)
n → F (in) in all continuity points of F (x), F (out) and F (in).

Moreover, there exists some κ > 0, such that for βn = max{β(out)
n , β

(in)
n }

max{dTV (F
(out)
n , F (out)), dTV (F

(in)
n , F (in)), dTV (Fn, F )} ≤ n−βnκ. (1.48)

As the total variance convergence equals weak convergence for discrete random variables, Dn →
D, D

∗(out)
n → D∗(out) and D

∗(in)
n → D∗(in) under Assumption 1.6.2. Note that the limiting random

variables F, F (out) and F (in) are not truncated. It follows that under Assumption 1.6.1 the bound
(1.48) is the best possible we can take, as for both q ∈ {out, in}

dTV (F
(q)
n , F (q)) ≥ P(D∗(q) > l

β(q)
n

n ) ≥ n−βn(τ
(q)−2−δ). (1.49)

The second main result uses a random variable, that describes the super exponential growth rates

of both the branching processes (Z
(out)
k )k≥0 and (Z

(in)
k )k≥0, which are coupled with the respective

forward and backward explorations. So before we can state the result, we define the following:

Definition 1.6.3. Let Z
(out)
k and Z

(in)
k denote the size of the k’th generation of a marked forward

branching process and marked backward branching process, described in Section 1.3.3. Then, for
τ = max{τ (out), τ (in)} and some

δ′ < (τ − 2)min{n−β(in)
n (κ−δ), n−β(out)

n (κ−δ), n(1−β(out)
n (1+ε)−δ)/2, n(1−β(in)

n (1+ε)−δ)/2}, (1.50)

define

Y (out)
n = (τ (out) − 2)t(n

δ′ )Z
(out)

t(nδ′ )
Y (in)
n = (τ (in) − 2)t(n

δ′ )Z
(in)

t(nδ′ )
, (1.51)

where t(nδ
′
) = infk{max{Z(out)

k , Z
(in)
k } ≥ nδ

′}. Further define

Y (out) = lim
k→∞

(τ (out) − 2)kZ
(out)
k , Y (in) = lim

k→∞
(τ (in) − 2)kZ

(in)
k . (1.52)

Note that the pair (Y
(out)
n , Y

(in)
n ) is a subsequence of the convergent sequence ((τ (out) −

2)kZ
(out)
k , (τ (in) − 2)kZ

(in)
k ). As for any δ′ > 0 t(nδ

′
) → ∞ with n → ∞, it follows that un-

der Assumption 1.6.2 (Y
(out)
n , Y

(in)
n )

d−→ (Y (out), Y (in)). For ease of notation, we make numerous
use of the following definition:

Ultra-small world phenomenon in the directed configuration model 13



1.6. FLUCTUATIONS OF THE TYPICAL DISTANCES CHAPTER 1. INTRODUCTION

Definition 1.6.4. (∼ notation) We use the short-hand notation Xn ∼ an to indicate the property

Xn ∼ an ⇔ P
(
Xn ∈ [ane

− log(an)
θ

, ane
log(an)

θ

]
)
, (1.53)

for some θ ∈ (0, 1).

Note that Xn ∼ na is a stronger statement than Xn = na(1+oP(1)). We will call vertices with

out-degree ∼ l
β(out)
n (τ(out)−2)

n outbound hubs and vertices with in-degree ∼ l
β(in)
n (τ(in)−2)

n inbound
hubs. To state the main result shortly, define

T(out) = T(out)(β
(out)
n ) = −1 +

⌊
log log(l

β(out)
n

n )− log(Y
(out)
n )

| log(τ (out) − 2)|

⌋

T(in) = T(in)(β
(in)
n ) = −1 +

⌊
log log(l

β(in)
n

n )− log(Y
(in)
n )

| log(τ (in) − 2)|

⌋ (1.54)

and

b(out)n =

{
log log(l

β(out)
n

n )− log(Y
(out)
n )

| log(τ (out) − 2)|

}
, b(in)n =

{
log log(l

β(in)
n

n )− log(Y
(in)
n )

| log(τ (in) − 2)|

}
, (1.55)

where {x} = x−⌊x⌋ denotes the fractional part of x. Thing brings us to the main result, describing
how the typical distances fluctuate with the size of the graph and the truncation values.

Theorem 1.6.5. (Distance in truncated power-law directed configuration models) Consider the
directed configuration model DCMn(d) with empirical degree distribution satisfying Assumption

1.4.2,1.6.1 and 1.6.2 and for both q ∈ {out, in}, β(q)
n (log n)η → ∞ for some η ∈ (0, 1). Then, for

two uniformly chosen vertices o1, o2 ∈ [n]

distDCMn(d)(o1, o2) = T(out)+T(in)+

⌈
1− β

(out)
n (τ (out) − 2)b

(out)
n − β

(in)
n (τ (in) − 2)b

(in)
n

1
2 (β

(out)
n (3− τ (out)) + β

(in)
n (3− τ (in)))

⌉
+1. (1.56)

Note that the condition that for both q ∈ {out, in} β(q)
n (log n)η → ∞ is slightly stronger than

the condition that empirical second moment of Dn and thus, the first moment of the forward out-

and in-degrees D
∗(out)
n and D

∗(in)
n are infinite. This is can be seen in (3.106), where it is shown that

v
(q)
n = E[D∗(q)

n ] ∼ l
β(q)
n (3−τ(q)

n , as in definition (1.53). This value tends to infinity if β
(q)
n log n→ ∞.

Note that ∑
k≥0

∑
l≥0

klfn(k, l) =
∑
k≥0

k
∑
l≥0

l
1

n

∑
u∈[n]

1{du = (k, l)}

=
∑
k≥0

k
1

n

∑
u∈[n]

d(out)u 1{d(in)u = k}

=
ln
n

∑
k≥0

kf (in)n (k) = E[D(in)
n ]E[D∗(in)

n ].

(1.57)

So also the covariance of the in- and out-degree of a typical vertex, which equals

E[D(q)
n ]E[D∗(q)

n ]− E[D(q)
n ]2, (1.58)

tends to infinity under this condition. As the expectation of the empirical first moment of the

degrees is finite, this shows the same dependence on the value of v
(q)
n .
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Let us now compare this result with the typical distances in the non-truncated model. For

the truncated model, the highest out-degree vertices with degree l
β(out)
n

n in the outbound-hub and

the highest in-degree vertices with degree l
β(in)
n

n in the inbound-hub. The approximation from

(1.42) suggests that a typical vertex has a path of length log log(l
β(out)
n

n )/(| log(τ (out) − 2)|)+ tight
number of steps to the outbound hub, and can be reached from the inbound hub by a path of

length log log(l
β(in)
n

n )/(| log(τ (in) − 2)|)+ tight number of steps. In contrary to the non-truncated
model, the vertices in the outbound hub are not necessarily likely connected to the vertices in
the inbound hub. For the distance from the out- to the inbound hub, we use the approximation

Z
(n;q)
k ≈ E[Z(n;q)

k ] = E[D(q)
n ](ν

(q)
n )k−1. Note that as the main contribution of ν

(q)
n comes from

the degrees of the vertices in the hubs, this approximation is only remotely accurate for the

neighborhood of these particular vertices. As v
(q)
n ∼ l

β(q)
n (3−τ(q)

n , this shows that an additional

log n/ log(ν
(q)
n ) = 1

β
(q)
n (3−τ(q))

+ tight number of steps are needed to get from the outbound hub to

the inbound hub, where under the condition (1.46) from Assumption 1.6.1

1

β
(q)
n (3− τ (q))

=
2

β
(out)
n (3− τ (out)) + β

(in)
n (3− τ (in))

. (1.59)

This explains how these typical distances arise.
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Chapter 2

Ultra-small world phenomenon on
the directed configuration model

This section we will prove the ultra-small world phenomenon on the strongly connected directed
configuration model with infinite covariance between the in- and out-degrees. The proof uses many
arguments from ([14], Section 7), which shows the conditions under which the configuration model
experiences the ultra-small world phenomenon. As the construction process of the directed and
the undirected configuration model are very similar, it is natural to assume that both models can
be approached similarly when studying their properties. For this reason, we start Section 2.1 with
a summary of the conditions used in ([14], Section 7), which lead to the ultra-small phenomenon in
of the configuration model (Remco vd Hofstad, [14]). The precise proofs are omitted, but we will
discuss the importance of each of the conditions, by explaining their effect on the behaviour of the
graph. In addition, we introduce the methods how these effects are used to prove the properties.
In Section 2.2 the local tree-like structure of the directed configuration model is proven, where we
first show the coupling of each type of breadth-first exploration process with a properly defined
branching process in Section 2.2.1, which we shall use to prove the local convergence results in
Section 2.2.2. In Section 2.3 we show an upper bound on the typical distances shown in Theorem
1.5.4 by proving the typical vertices are connected by a path passing the out- and inbound hub.
Finally, we apply path-counting techniques in Section 2.4 to bound the path probabilities to obtain
a matching lower bound for Theorem 1.5.4.

2.1 Inspiration from the configuration model

The properties of the configuration model have been extensively studied ever since it was intro-
duced by B. Bollobas [3]. This includes the conditions under which the model experiences double
logarithmic typical distances. It feels natural to study the effects of these conditions as a starting
point and see where their desired results fail in the directed setting, which will give a good insight
how the conditions need to be adapted. This section we will study the conditions under which
the ultra-small phenomenon on the configuration model is proven in ([14], Section 7). The precise
proofs of most results is omitted, but how the given conditions lead to the result is discussed in
detail.

Important remark : Section 2.1 is a stand alone part of the thesis. Instead of using new notation to
indicate each object of the graph, a lot of the notation used for the directed configuration model is
reused. This decision is made in order to restrict the number of different symbols used along this
thesis, which could otherwise confuse the reader. Hence, the notation used this section, should
not be confused with their meaning in the remainder of the thesis.

Ultra-small world phenomenon in the directed configuration model 17
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2.1.1 Model construction and branching process approximation

Start by fixing a sequence d = (d1, ..., dn) of non-negative integers, for which du denotes the
number of half-edges assigned to vertex u ∈ [n], under the condition that

ln =
∑
u∈[n]

du (2.1)

is an even number. The edges of the graph are constructed from pairs of half-edges, which are
randomly taken without replacement. This process is repeated such that at step k+1, an arbitrary
half-edge is chosen from the ln−2k remaining, and randomly paired to one of the other ln−2k−1
remaining free half-edges. After all the half-edges have been paired, the configuration model with
degrees d is constructed, denoted as CMn(d). A typical vertex in the configuration model has
degree distribution Dn, for which

P(Dn = k) =
1

n

∑
u∈[n]

1{du = k}, (2.2)

denotes the proportion of vertices with degree k. The cumulative degree distribution is written as

Fn(x) =
1

n

∑
u∈[n]

1{du ≤ x}. (2.3)

The graph distance between vertices u and v equals k, denoted by the event {distCMn(d)(u, v) = k},
when this is the least amount of edges that need to be traversed to get from u to v. Note that as
the edges are not directed it follows that distCMn(d)(u, v) = distCMn(d)(v, u). The typical distance
of the graph is the distance between two uniformly and independently chosen vertices o1 and o2.

Exploration process: The similar construction of the undirected configuration model, allows
it to be constructed in a breadth-first manner, similarly to the exploration process described
in Section 1.3. Though note that as distCMn(d)(u, v) = distCMn(d)(v, u), there is only one type
of exploration and thus, one type of neighborhood to be explored. Taking Gn = CMn(d), the
r-neighborhood of a typical vertex o is denoted by BGn

r (o), such that

V (BGn
r (o)) = {u ∈ V (Gn) : distCMn(d)(o, u) ≤ r},

E(BGn
r (o)) = {{u, v} ∈ E(Gn) : distCMn(d)(o, u) ≤ r, distCMn(d)(o, v) ≤ r}.

(2.4)

For fixed values of r, the size of the this neighborhood stays bounded as n→ ∞ under the following
regularity conditions:

Assumption 2.1.1. (Regularity conditions)

(a) Weak convergence of vertex degrees. There exists a distribution function F , such that

Dn
d−→ D, (2.5)

where Dn and D have cumulative distribution Fn and F , respectively.

(b) Convergence of average vertex degrees. There exists a distribution function F , such
that

lim
n→∞

E[Dn] = E[D], (2.6)

where Dn and D have cumulative distribution functions, Fn and F , respectively.

The topology on which the local convergence results are shown is described in detail in ([14],
Section 2). It is very similar to the topology described for the marked graphs in Section 1.3.2.
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The main difference is that there is no need to mark the edges as there is only one type of half-
edge. To understand the local convergence results that will be introduced shortly, note that the
asymptotic degree has distribution D, where P(D = k) = limn→∞ P(Dn = k). Under Assumption
2.1.1 it follows that ln/n = E[Dn] → E[D] > 0, such that the total number of half-edges is very
large for large values of n. So after a bounded number of exploration steps the depletion of the
number of available half-edges is barely noticeable. Ignoring the fact that some half-edges are
attached to the root, the probability a half-edge of the root pairs with a half-edge attached to a
vertex with degree k equals k

E[Dn]
pn(k). As one half-edge has been used to connect with the root,

the vertex needs to have degree (k + 1) to have k available half-edges from which the exploration
process can expand. So the offspring distribution D∗

n, also called the forward degree, equals

p∗n(k) = P(D∗
n = k) =

(k + 1)

E[Dn]
P(Dn = k + 1), (2.7)

for which the distribution function can be written as

F ∗
n = P(D∗

n ≤ k) =
1

ln

∑
u∈[n]

du1{du ≤ k + 1}. (2.8)

Under Assumption 2.1.1 it follows that

lim
n→∞

P(D∗
n = k) = P(D∗ = k) =

(k + 1)

E[D]
P(D = k + 1). (2.9)

The precise result of the local convergence in the configuration model that is proven in ([14],
Theorem 4.1) is the following:

Theorem 2.1.2. (Local tree-like nature configuration model) Consider the configuration model
CMn(d) for which Assumption 2.1.1 is satisfied. Then CMn(d) converges locally in probability
to the branching process with root distribution D and offspring distribution D∗ for the following
generations.

It can be convenient to view the breadth-first explored neighborhood as a singe super vertex, for
which the free half-edges denote the degree of this super vertex. Take the uniformly chosen vertices

o1 and o2, r ≥ 1 and i ∈ {1, 2}. Let H
(n;i)
r denote the number of unpaired half-edges incident to

vertices that are at distance r− 1 from uniformly chosen vertex oi, where we take H
(i)
0 = 1. So by

definition we have H
(n;i)
1 = doi , and H

(n;i)
2 is obtained by pairing the doi half-edges and counting

the number of unpaired half-edges at distance 1 from oi. The following Corollary shows that the

process (H
(n;1)
l , H

(n;2)
l )rl=0 is close to two independent branching processes with root distribution

D, and offspring distribution D∗ for the following generations

Corollary 2.1.3. (Approximating neighborhoods with independent branching processes) Let the

degrees d satisfy Assumption 2.1.1, and let (Z
(1)
l , Z

(2)
l )rl=0 denote two delayed branching processes

with root distribution D and offspring distribution D∗ for the following generations. Then for
every r ≥ 1,

(H
(n;1)
l , H

(n;2)
l )rl=0

d−→ (Z
(1)
l , Z

(2)
l )rl=0. (2.10)

2.1.2 Ultra-small phenomenon on the configuration model

To ensure the degree distribution has an infinite variance, we introduce the following assumption:

Assumption 2.1.4. There exists a τ ∈ (2, 3) and for all δ > 0, there exist c1 = c1(δ) and
c2 = c2(δ), such that, uniformly in n,

c1x
−(τ−1+δ) ≤ [1− Fn](x) ≤ c2x

−(τ−1−δ), (2.11)

where the upper bound holds for every x ≥ 1 and the lower bound is only required to hold for
1 ≤ x ≤ nβ, for some β ≥ 1/2.
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Note that [1 − Fn](x) > 0 implies that [1 − Fn](x) ≥ 1
n , which means at least one vertex has

a degree of x or larger. Hence, if x >> n1/(τ−1) the lower and upper bound will contradict each
other. For this reason the lower bound can only hold for x = O(n1/(τ−1)). As for τ ∈ (2, 3) we
have 1/(τ − 1) ∈ (1/2, 1), it is only required that the lower bound holds for x ≤ nβ , for some
β ∈ (1/2, 1). Finally, we introduce the following condition on the minimal degrees.

Assumption 2.1.5. (Minimal degree)

min
u∈[n]

du ≥ 2. (2.12)

Under Assumption 2.1.4 and Assumption 2.1.5 the configuration model almost surely has a unique
connected component of size n(1− oP(1)) [11]. The main result describing the typical distances in
the configuration under the introduced conditions is shown in the following theorem ([14], Theorem
7.2):

Theorem 2.1.6. Consider the configuration model for which the empirical degree distribution
satisfies Assumption 2.1.1, 2.1.4 and 2.1.5. Then, for τ ∈ (2, 3) it holds that

distCMn(d)(o1, o2)

log log n

P−→ 2

| log(τ − 2)|
. (2.13)

In the following section we will describe how these conditions lead to these double logarithmic
typical distances. In Section 2.1.3 how the ultra-small typical distances results from the condition,
and describe the characteristics of these typical paths. Next, we introduce path-counting tech-
niques in Section 2.1.4, and show they they can be applied to show it is unlikely an even shorter
path exists between typical vertices.

2.1.3 Upper bound typical distances configuration model

Here we will summarise the results of ([14], Section 7.3.4), providing an upper bound on the typical
distances. First, we introduce the following lemma which plays an important role is describing the
connectivity between vertices in the configuration model:

Lemma 2.1.7. (Connectivity set in CMn(d)) For any two sets of vertices A,B ⊆ [n],

P(A not directly connected to B) ≤ e−dAdB/(2ln), (2.14)

where, for any A ⊆ [n],

dA =
∑
u∈A

du (2.15)

denotes the total degree of vertices in A.

Proof. There are a total of dA half-edges incident to vertices of set A, which will be paired to dA
different half-edges. Assume that the first k half-edges are paired with half-edges not incident to
vertices of set B. The probability that the next half-edge is also not paired with any half-edges
incident to set B equals

1− 1

ln − 2k + 1
≤ 1− 1

ln
. (2.16)

Note that half-edges incident to vertices in set A can be paired to other half-edges incident to
vertices in set A, such that two half-edges are used during the pairing. This means that we have
to do at least dA/2 pairings, such that we obtain the upper bound

P(A not directly connected to B) ≤
(
1− 1

ln

)dA/2

≤ e−dAdB/(2ln), (2.17)

where we use that 1− x ≤ e−x.

20 Ultra-small world phenomenon in the directed configuration model



CHAPTER 2. ULTRA-SMALL WORLD PHENOMENON ON THE DIRECTED
CONFIGURATION MODEL 2.1. INSPIRATION FROM THE CONFIGURATION MODEL

Lemma 2.1.3 shows that the probability a vertex with degree d is not connected to a vertex
with degree greater than y is bounded by

e−d
∑

u∈[n] du1{du>y}/(2ln) = e−d[1−F∗
n ](y)/2, (2.18)

for F ∗
n(x) defined in (2.8). Under power-law conditions from Assumption 2.1.4 it follows that

[1− F ∗
n ](y) is close to y−(τ−2). So the probability that a vertex with degree d is not connected to

a vertex with degree greater than y is at most e−dy−(τ−2)/2. For large values of d, this probability

becomes very small when y < d
1

(τ−2+ε) for arbitrary small ε > 0. This shows that a vertex with a

large degree d is whp connected to a vertex with approximate degree d
1

(τ−2) . Moreover, the highest
order degree vertices in the hub have degree nβ , where β ∈ ( 12 , 1). So the probability they are not

connected is at most en
2β/2ln , where n2β/ln → ∞ as n→ ∞. This shows that whp the vertices in

the hub form a clique.
So far we have discussed the connectivity of high-degree vertices, though typical vertices are not

likely to have such a large degree. This is where the neighborhood approximation from Theorem

2.1.3 with the pair of branching processes with generation sizes (Z
(1)
l , Z

(2)
l )l≥0 is applied. It can

be shown that under Assumption 2.1.4 there exists c∗1 = c∗1(δ) and c
∗
2 = c∗2(δ), such that

c∗1x
−(τ−2+δ) ≤ [1− F ∗

n ](x) ≤ c∗2x
−(τ−2−δ), (2.19)

where F ∗
n is the offspring distribution function of the branching process, defined in (2.8). This

shows the offspring distribution has an infinite mean, for which we have mentioned before that
they experience super-exponential generational growth[7]. With the approximation from Theorem
2.1.3 we view the respective neighborhoods BGn

k (o1) and B
Gn

k (o2) as two super vertices with degree

Z
(1)
k and Z

(2)
k , which both grow super-exponential with k. By using these two super vertices as a

start and end of the path, Lemma 2.1.7 shows the likely existence of a path connecting o1 and o2
for which the degrees grow larger with every vertex we move away from o1 or o2. In other words,
starting at o1 the degrees grows super-exponential every step we move forward till we reach the
hub containing the highest order degree vertices, after which the degrees will shrink in the same
order till we reach the target vertex o2. This explains how the double logarithmic distances from
Theorem 2.1.6 arise.

2.1.4 Lower Bound typical distances configuration model

Here we will summarise the proof given in ([14], Theorem 7.8), of the double logarithmic lower
bound of the typical path length. The proof makes use of path-counting techniques to obtain an
upper bound on the expected number of a certain type of path in the graph. By applying Markov’s
inequality, this is used to bound the probability that such a path exists.

First, we need a precise definition of a path. Let Pk(u, v) denote the set of paths of length k
from vertex u to vertex v. The elements π ∈ Pk(u, v) of the set are the paths

π = ((π0, t0), (π1, s1, t1), ..., (πk−1, sk−1, tk−1), (πk, sk)), (2.20)

where πi denotes the index of the i’th vertex in the path, and ti is the half-edge attached to vertex
πi, which is paired to the half-edge si+1 which is attached to the following vertex in the path πi+1,
for all i = 0, ..., k − 1 (note π0 = u and πk = v in this case). When two half-edges are paired
during the construction process, we say that the edge they formed is occupied. Such that a path
is occupied if all of its edges are occupied. For any π ∈ Pk(u, v), the probability this is the case
equals

P(π occupied) =

k∏
i=1

1

ln − 2i+ 1
. (2.21)

For the fixed sequence of vertices π0, π1, ..., πk, there are dπ0
ways to leave the first vertex π0, dπk

ways to enter the last vertex πk, and dπi(dπi − 1) ways to travel though vertex i ∈ [1, k− 1] along
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the path. Hence, the number of ways to create paths with this sequence of fixed vertices equals

dπ0

(
k−1∏
i=1

dπi
(dπi

− 1)

)
dπk

. (2.22)

Now let us see how we can use these expression to bound the path probabilities. First note that

P(distCMn(d)(o1, o2) ≤ kn) =
1

n2

∑
u,v∈[n]

P(distCMn(d)(u, v) ≤ kn)

=
1

n
+

1

n2

∑
u,v∈[n]
u̸=v

kn∑
k=1

P(distCMn(d)(u, v) = k),
(2.23)

where the second equality follows as for all u ∈ [n] it holds that distCMn(d)(u, u) = 1. Note that
distCMn(d)(u, v) ≤ kn if there exists an occupied path π ∈ Pk(u, v) with k ≤ kn. Hence, by taking

νn =
∑

u∈[n]
du(du−1)

ln
we obtain the bounds

P(distCMn(d)(u, v) = k) ≤ P(∃π ∈ Pk(u, v) : π occupied)

≤
∑

π∈Pk(u,v)

P(π occupied)

≤ dudv
ln − 2k + 1

∗∑
π1,...,πk−1

k−1∏
i=1

dπi
(dπi

− 1)

ln − 2i+ 1

≤ dudv
ln

(ln − 2k − 1)!!

(ln − 1)!!
νk−1
n ,

(2.24)

where
∑∗

indicates the sum over distinct vertices. Here, the last inequality follows by including
paths without the restriction that it uses unique vertices. The problem with this upper bound
is that under the power-law Assumption 2.1.4, the value of νn is dominated by the high degree
vertices, and thus too large to provide any useful bound. The reason this upper bound is so large,
is because it does not consider the fact that it is unlikely that a typical vertex is connected with
a vertex with a high degree. This can be seen, as the probability that a vertex with degree d is
connected with a vertex with degree at least y is at most

1

ln

∑
u∈[n]

d · du1{du > y)} = d[1− F ∗
n ](y), (2.25)

which is small for large values of y.
This issue is resolved by adding a suitable truncation argument on the degrees of the vertices

along the paths. This will split the set of paths in so called ”good paths” containing vertices with
relatively small degree and ”bad paths” containing high degree vertices. As we expect to pass
vertices with increasingly large degrees the further we move away from a vertex, the truncation
values along the path are indicated by an increasing sequence of positive numbers (bl)

∞
l=0. We say

a path π ∈ Pk(u, v) is good when dπl
≤ bl ∧ bk−l for l = 0, ..., k, and a bad path otherwise. Denote

the set of these good paths by

GPk(u, v) = {π ∈ Pk(u, v) : dπl
≤ bl ∧ bk−l, l = 0, ..., k}, (2.26)

where
Ek(u, v) = {∃π ∈ GPk(u, v) : π occupied}, (2.27)

denotes the event that such a good path exists. Let Pk(u) =
⋃

v∈[n] Pk(u, v) be the set of all paths
of length k starting from vertex u, and denote the subset of bad paths as

BPk(u) = {π ∈ Pk(u) : dπk
> bk, dπs ≤ bs, ∀s < k}. (2.28)
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Furthermore, denote the event that a bad path π ∈ Pk(u) is occupied as

Fk(u) = {∃π ∈ BPk(u) : π occupied}. (2.29)

Note that if distCMn(d)(u, v) ≤ kn, a path of length k from vertex u to vertex v is occupied with
k ≤ kn. This path can either be a good path π ∈ GPk(u, v), or there exists a l ≤ ⌈k/2⌉ such that
dπs ≤ bs for all s < l and dπl

> bl, or it is the case that dπk−s
≤ bk−s for all s < l and dπk−l

> bk−l.
This yields the bound

{distCMn(d)(u, v) ≤ kn} ⊆
⋃

k≤kn

(Fk(u) ∪ Fk(v) ∪ Ek(u, v)) . (2.30)

From (2.23) and Boole’s inequality it follows that

P(distCMn(d)(u, v) ≤ kn) ≤
1

n
+

kn∑
k=1

 2

n

∑
u∈[n]

P(Fk(u)) +
1

n2

∑
u,v∈[n]
u ̸=v

P(Ek(u, v))

 . (2.31)

Denoting

νn(b) =
1

ln

∑
u∈[n]

du(du − 1)1{du ≤ b}, (2.32)

the following Lemma shows bound on the good and bad path probabilities.

Lemma 2.1.8. (Truncated path probabilities) For every k ≥ 1, (bl)l≥0 with bl ≥ 0 and l 7→ bl
non-decreasing,

P(Fk(u)) ≤ du
lkn(ln − 2k − 1)!!

(ln − 1)!!
[1− F ∗

n ](bk)

k−1∏
l=1

νn(bl), (2.33)

and

P(Ek(u, v) ≤
dudv
ln

lkn(ln − 2k − 1)!!

(ln − 1)!!

k−1∏
l=1

νn(bl ∧ bk−l). (2.34)

Moreover,

νn(b) ≤ cνb
3−τ . (2.35)

These bounds are obtained by applying the same path counting techniques that were used
to obtain (2.24). For some constant C > 0 and arbitrary small δ ∈ (0, τ − 2) define bl =

C(τ−2−δ)−l

, such that bl+1 = b
1

(τ−2−δ)

l . It is shown that under this truncation sequence for
kn = 2 log log n/| log(τ − 2)|, that the bound (2.31) becomes arbitrary small. Intuitively, this
bound on the bad paths tells us that it is unlikely a typical vertices are connected by a path
through the hub, which is shorter than the path from the upper bound. And the bound on the
good paths shows that it is unlikely there exists a shorter path that does not make use of the
vertices with highest order degrees.

2.2 Local tree-like structure

This section we will prove the local tree-like structure of the locally finite directed configuration
model. First, we will show how each exploration process can be coupled to a properly defined
branching process in Section 2.2.1. Then in Section 2.2.2, we make use of the marked graphs and
its available tools described in Section 1.3.2, to prove the marked local convergence in probability.
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2.2.1 Coupling of the exploration process with a branching process

Take DCMn(d) = Gn for ease of notation and let (Gn(s))(s)∈N0
denote the forward-backward

exploration of Gn. Here, Gn(s) is the graph after pairing a combined total of s out- and inbound
half-edges, where Gn(0) only contains the root and Gn(1) = do. Let Zn denote the branch-

ing process with root distribution (gn(k, l))k,l≥0 and offspring distribution (g
∗(out)
n (k, l))k,l≥0 and

(g
∗(in)
n (k, l))k,l≥0 for the following generations. Note the branching process is not constructed by

pairing half-edges. So we define the tree-exploration, where the number of children of each vertex is
inspected in a bread-first manner. Let Zn(s) denotes the branching process after s tree-exploration
steps. Similarly, Zn(0) only contains the root o, and Zn(1) the root o in addition with its de-
gree d0. The following Lemma shows that we can couple the forward-backward exploration and
tree-exploration in such a way, that (Gn(s))

mn

s=0 equals (Zn(s)
mn
s=0 for mn → ∞ arbitrary slowly.

Lemma 2.2.1. (Coupling graph exploration to a branching process) Take dmax = max
u∈[n]

{d(out)u , d
(in)
u },

denoting the maximal value of all the in- and out-degrees. Under Assumption 1.3.2 it holds that

dmax = o(n), and there exists a coupling
(
Ĝn(s), (Ẑn(s)

)
(s)∈N0

of (Gn(s))s∈N0
and (Zn(s))s∈N0

,

such that

P
(
(Ĝn(s))

mn
s=0 ̸= ˆ(Zn(s))

mn
s=0

)
≤ m2

n(2 + dmax)

ln
. (2.36)

Proof. Start by taking a uniformly chosen root o ∈ [n] with degrees do = (d
(in)
o , d

(out)
o ), such that

Ĝn(0) = Ẑ(0) and Ĝn(1) = Ẑ(1). (2.37)

Given that for the first mn − 1 coupling steps it holds that

(Ĝn(s))
mn−1
s=0 = (Ẑn(s))

mn−1
s=0 , (2.38)

we construct Ĝn(mn) depending or the first free half-edge of Ĝn(mn−1) is an out- or inbound half-
edge. If it is an outbound half-edge, the construction will go as follows. We let xmn

denote the first
unpaired outbound half-edge of Ĝn(mn − 1). Next, we draw an inbound half-edge ymn

uniformly
at random from all inbound half-edges. Let vertex Un be the vertex to which inbound half-edge

ym is attached. Then let the mn’th individual Ẑn(mn) have d
(in)
Un

− 1 ”in” marked offspring and

d
(out)
Un

”out” marked offspring. If ymn
has not been paired yet in the process (Ĝn(s))

mn−1
s=0 , we pair

the half-edges and construct (Ĝn(t))
mn
s=0. However, if it has already been paired, we draw a new

inbound half-edge ŷmn
from the set of unpaired inbound half-edges and then, pair this with xmn

.
Note that differences between the explorations can occur, when a new inbound or outbound

half-edge has to be selected. Another possibility is that an outbound or inbound is paired with
an respective inbound or outbound half-edge attached to a vertex that has already been used,
resulting in a cycle. We will look at the probability that one of these errors occurs, and show that
that the bound in holds.

Half-edge reuse: After mn−1 pairing steps, there are mn−1 inbound and outbound half-edges
that will result in reuse. Hence, the probability that in- or outbound half edge ym is already used
is equal to mn−1

ln
. It follows that the expected number of in- or outbound reuses before step mn is

mn∑
m=1

(m− 1)/ln ≤ (mn)
2

ln
, (2.39)

which we can use as an upper bound on the half-edge reuse probability by applying Markov’s
inequality.
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Vertex reuse: Denoting dmax
u = max{d(in)u , d

(out)
u }, the probability that an inbound or outbound

half-edge incident to vertex u ∈ [n] is chosen is bounded by dmax
u /ln, such that the probability

that an inbound or outbound half-edge incident to vertex u ∈ [n] is chosen at least twice before
step mn is at most

mn(mn − 1)

2

(
dmax
u

ln

)2

. (2.40)

From (2.40) it follows that the expected number of vertex reuses before step mn is at most∑
u∈[n]

mn(mn − 1)

2

(
dmax
u

ln

)2

≤ 1

2

(
mn

ln

)2 ∑
u∈[n]

(dmax
u )2. (2.41)

Note that by Assumption (1.3.2) , we have that

dmax = max
u∈[n]

{dmax
u } = o(n). (2.42)

As under Assumption (1.3.2) ln is of order n, we can further bound (2.41) by

dmaxm
2
n

2ln
. (2.43)

We can again apply Markov’s inequality to bound the probability of vertex reuse before step mn

by (2.43). Summarizing both the bounds (2.39) and (2.43) results in the bound of the claim
(2.36).

Note that the same bound (2.36) holds when we couple the respective forward and back-

ward exploration to branching processes Z(out)
n and Z(in)

n with generation sizes (Z
(n;out)
k )k≥0 and

(Z
(n;in)
k )k≥0, described in Section 1.3.1. This will only add one vertex, which slightly increases

the probability of vertex reuse, but the bound (2.41) will still hold, and with it the bound (2.36)

in Lemma 2.2.1. Denoting the respective forward and backward explorations as
(
G

(out)
n (s)

)
s∈N(

G
(in)
n (s)

)
s∈N

, this result is shown in the following corollary:

Corollary 2.2.2. Consider the directed configuration model for which Assumption 1.3.2 is satis-
fied. Then there exists a coupling(

(Ĝ(out)
n (s), Ĝ(in)

n (t)), (Ẑ(out)
n (s), Ẑ(in)

n (t))
)mn

s+t=0
(2.44)

of (G
(out)
n (s), G

(in)
n (t))s+t∈N0 and the couple of independent branching processes (Z(out)

n (s),Z(in)
n (t))s+t∈N0 ,

such that

P
(
(Ĝ(out)

n (s), Ĝ(in)
n (t))mn

s+t=0 ̸= (Ẑ(out)
n (s), Ẑ(in)

n (t))mn
s+t=0

)
≤ m2

n(2 + dmax)

ln
. (2.45)

2.2.2 Marked Local weak convergence

This section we will prove asymptotic properties for the neighborhood of a typical vertex. To do
this, we will apply the mapping of the directed graph to the marked graph described in Section
1.3.2. This will allow us to make use of the tools for the marked graph, that are introduced in
the same section. We will reuse some notation and denote the marked graph by (Gn,M(Gn). To
start, we prove that the branching processes that we have used in the coupling in Lemma 2.2.1
converge to the marked branching processes Z defined in 1.3.3.

Lemma 2.2.3. Let Assumption 1.3.2 be satisfied. Let Z(s) denote the tree exploration process on
the marked branching process after exploring s vertices. Then, for all trees t ∈ G∗, we have

P(Zn(s) ≃ t(s))
n→∞−−−−→ P(Z(s) ≃ t(s)) (2.46)
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Proof. Excluding the root, let t(out) and t(in) denote the respective number of ”out” and ”in”
vertices in the first s explored vertices of t. Starting from the root with index 0, we index the ”in”
vertices as 1, . . . , t(in), and the ”out” vertices as t(in) +1, . . . , t(out), such that s = t(in) + t(out) +1.
Under Assumption 1.3.2, it follows that

fn(k, l)
n→∞−−−−→ f(k, l),

f∗(out)n (k, l)
n→∞−−−−→ g∗(out)(k, l),

f∗(in)n (k, l)
n→∞−−−−→ f∗(in)(k, l).

(2.47)

So given that t has the degree-sequence (d̂(in)(i), d̂(out)(i))i∈[s], we have

lim
n→∞

P(Zn(s) ≃ t(s)) = lim
n→∞

fn(d̂
(in)(0), d̂(out)(0))

t(out)∏
i=1

f∗(out)n (d̂(in)(i), d̂(out)(i))

×
t(in)+t(out)∏
j=t(out)+1

f∗(in)n (d̂(in)(j), d̂(out)(j))

=f(d̂(in)(0), d̂(out)(0))

t(out)∏
i=1

f∗(out)(d̂(in)(i), d̂(out)(i))

×
t(in)+t(out)∏
j=t(out)+1

f∗(in)(d̂(in)(j), d̂(out)(j))

= P(Z(s) ≃ t(s)).

(2.48)

To prove the marked local convergence results, we will make use of the following convenient
theorem from ([14], Theorem 2.15):

Theorem 2.2.4. Let (Gn, (M(Gn))n≥1 be a sequence of marked graphs. Then

1. (Gn, on,M(Gn))
d−→ (G, o,M(G)) having probability law µ when, for every marked rooted

graph t ∈ G∗ and all integers r ≥ 0,

E[1{B(Gn)
r (o) ≃ t}] = 1

n

∑
u∈[n]

P(B(Gn)
r (v) ≃ t)

n→∞−−−−→ µ(B(G)
r (o) ≃ t), (2.49)

2. (Gn,M(Gn)) converges marked locally weakly in probability to (G, o,M(G)) having probab-
ility law µ when, for every marked rooted graph t ∈ G∗ and all integers r ≥ 0,

1

n

∑
u∈[n]

1{B(Gn)
r (v) ≃ t} P−→ µ(B(G)

r (o) ≃ t). (2.50)

Next, with the following claim we show that any bounded mapping on a bounded neighborhood
is bounded and continuous, such that Theorem 2.2.4 applies.

Claim 2.2.5. (Mappings on neighborhoods are continuous) Take the marked rooted graph (G, o,M(G)).
Then for all r ≥ 1 mappings on the neighborhood BG

r (o) are continuous on G∗.
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Proof. For every marked rooted graph (G1, o1,M(G1)) and r ≥ 1 we can take a marked rooted
graph (G2, o2,M(G2)) ∈ G∗ such that

dG∗((G1, o1,M1(G1)), (G2, o2,M2(G2))) < 1/(r + 1). (2.51)

It follows by Definition 1.3.5 that BG1
r (o1) ∼ BG2

r (o2), such that they are mapped to the same
element. So the claim follows.

For all t ∈ G∗, let

Nn,r(t) =
∑
u∈[n]

1{B(Gn)
r (u) ≃ t}, t ∈ G∗ (2.52)

denoting the number vertices u ∈ [n] such that the neighborhood B
(Gn)
r (u) is identical to t modulo

isomorphism.

Theorem 2.2.6. Denote the marked branching process restricted to the first r generations as
Z≤r. Given that regularity Assumption 1.3.2 is satisfied, it follows that for all marked rooted trees
t ∈ G∗

1

n
Nn,r(t)

P−→ µ(Z≤r ≃ t). (2.53)

Consequently, (Gn,M(Gn)) converges marked locally weakly in probability to the marked branching
process.

Proof. For the proof we will make use of the second moment method, i.e., we will show that for
all t ∈ G∗, the first moment

E[Nn,r(t)]/n
n→∞−−−−→ µ(Z≤r ≃ t), (2.54)

and for the second moment it holds that Var(Nn,r(t)]/n) = o(n2). Then, we will apply Chebyshev’s
inequality to prove the claim.

First moment Let tr denote the number of individuals of the first r − 1 generations in t ∈ G∗,
and (t(s))s∈[tr] denote the breadth-first tree exploration of the first tr individuals. Then,

E[Nn,r(t)]/n =P((Gn(s))s∈[tr] = (t(s))s∈[tr])

=µ((Zn(s))s∈[tr] = (t(s))s∈[tr]) + o(1)

=µ((Z(s))s∈[tr] = (t(s))s∈[tr]) + o(1)

=µ (Z≤r ≃ t) + o(1),

(2.55)

where the second equality follows from the coupling of Lemma 2.2.1, and the third equality from
the convergence of the branching process from Lemma 2.2.3.

Second moment For the second moment, we first note that for uniformly chosen vertices o1
and o2 we have the equality

E

[(
Nn,r(t)

n

)2
]
=P
(
B(Gn)

r (o1), B
(Gn)
r (o2) ≃ t

)
. (2.56)

Note that with Theorem 2.2.4 we can conclude from (2.55) that (Gn, on,M(Gn))
d−→ Z. Moreover,

by Claim 2.2.5 the mapping (Gn, on,M(Gn)) 7→ 1{|BGn
r (o)| = k} is bounded and continuous on

G∗, such that again by Theorem 2.2.4 |BGn
r (on)|

d−→ |Z≤r|, which is a tight random variable. It

follows that |B(Gn)
r (o1)|/n = o(1), such that

E

[(
Nn,r(t)

n

)2
]
= P

(
B(Gn)

r (o1), B
(Gn)
r (o2) ≃ t, o2 ̸∈ B

(Gn)
2r (o1)

)
+ o(1). (2.57)
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Furthermore, by conditioning on B
(Gn)
r (o2) ≃ t, we can take

P(B(Gn)
r (o1), B

(Gn)
r (o2) ≃ t, o2 ̸∈ B

(Gn)
2r (o1))

= P
(
B(Gn)

r (o2) ≃ t|B(Gn)
r (o1) ≃ t, o2 ̸∈ B

(Gn)
2r (o1)

)
× P(B(Gn)

r (o1) ≃ t, o2 ̸∈ B
(Gn)
2r (o1)).

(2.58)

For the first moment, we have already shown that P(B(Gn)
r (o1) ≃ t)

n→∞−−−−→ µ (Z≤r ≃ t), such that

P(B(Gn)
r (o1) ≃ t, o2 ̸∈ B

(Gn)
2r (o1))

n→∞−−−−→ µ (Z≤r ≃ t) . (2.59)

As |B(Gn)
2r (o1)| is a tiht random variable, given that o2 ̸∈ B

(Gn)
2r (o1) and B

(Gn)
r (o1) ≃ t, the

probability that B
(Gn)
r (o2) ≃ t is the same as the probability this event happens in DCMn(d

′),

which is obtained by removing all the vertices in B
(Gn)
2r (o1) from DCMn(d). The important result

is that the regularity assumptions 1.3.2 still hold for DCMn(d
′), such that

lim
n→∞

P(B(Gn)
r (o2) ≃ t|B(Gn)

r (o1) ≃ t, o2 ̸∈ B
(Gn)
2r (o1))

= µ (Z≤r ≃ t) .
(2.60)

Applying (2.59) and (2.60) on (2.58). we obtain that

E

[(
Nn,r(t)

n

)2
]

n→∞−−−−→ µ (Z≤r ≃ t)
2
. (2.61)

Chebyshev’s inequality To finish the proof of the first claim, we use Chebyshev’s inequality,
and the results of the first and second moment to conclude

P(|Nn,r(t)

n
− µ(Z≤r ≃ t)| ≥ ε)

≤ P(|Nn,r(t)

n
− E[

Nn,r(t)

n
]| ≥ ε− |E[Nn,r(t)

n
]− µ(Z≤r ≃ t)|)

≤
Var(

Nn,r(t)
n )

ε− |E[Nn,r(t)
n ]− µ(Z≤r ≃ t)|

n→∞−−−−→ 0.

(2.62)

As B
(Gn;out)
r (on) and B

(Gn;in)
r (on) are subgraphs of B

(Gn)
r (on), the marked forward and marked

backward locally weak convergence follows immediately from Theorem 2.2.4 and Claim 2.2.5.

Next, we will prove that the respective number of vertices that are k steps away from a typical
vertex, and the number of vertices that can reach an independently chosen typical vertex in k

steps, converges locally weakly in distribution to Z
(out)
k and Z

(in)
k .

Theorem 2.2.7. Assume that regularity Assumption 1.3.2 is satisfied. Let Z
(out)
k denote the

number of vertices in the k’th generation of the marked forward branching process Z(out), and

Z
(in)
k similarly for the marked backward branching process Z(in). Then, for m > 0 arbitrary small

(H(n;out)
r , H(n;in)

r )mr=0
d−→ (Z(out)

r , Z(in)
r )mr=0. (2.63)

Proof. Note that by Claim 2.2.5 both the functions q ∈ {out, in}

1{|∂B(Gn:q)
r (o)| = lr,∀r ≤ m}, (2.64)

are bounded and continuous functions on G∗. It follows from Theorem 2.2.4 and Theorem 2.2.6

that both
(
|∂BGn;q)

r (o)|
)m
r=0

P−→
(
Z

(q)
r

)m
r=0

. Now note if B
Gn;q)
r (o) is a tree, which happens whp
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for fixed r according to Theorem 1.3.8, that |∂BGn;q)
r (o)| = H

(n;q)
r . Thus, we also have that(

H
(n;q)
r

)m
r=0

P−→
(
Z

(q)
r

)m
r=0

. For ease of notation, denote the events

H(q) = {H(n;q)
r = lr,∀r ≤ m}

T (q) = {Z(q)
r = lr,∀r ≤ m}.

(2.65)

As o1 and o2 are independently and uniformly chosen, and the two branching processes are inde-
pendent, it follows that

1{H(out), H(in)} = 1{H(out)}1{H(in)}, 1{T (out), T (in)} = 1{T (out)}1{T (in)}. (2.66)

Take

|E[1{H(out)}1{H(in)}]− µ(T (out))µ(T (in))| ≤ E[|1{H(out)}1{H(in)} − µ(T (out))µ(T (in))|]. (2.67)

By adding and subtracting the term 1{H(out)}µ(T (in)) inside the expectation, we can apply the
triangle inequality to bound (2.67) by

E[|µ(T (in)|||1{H(out)} − µ(T (out))|] + E[|1{H(out)}||1{B(in)} − µ(T (in))|]
≤ E[||1{H(out)} − µ(T (out))|] + E[|1{H(in)} − µ(T (in))|].

(2.68)

For ease for notation let E<ε[X] = E[X1{X < ε}] and E≥ε[X] = E[X1{X ≥ ε}] for some ε > 0.
We can split both terms on the RHS by

E<ε[||1{H(q)} − µ(T (q))|] + E≥ε[||1{H(q)} − µ(T (q))|], (2.69)

for q ∈ {out, in}. The expectation on the left clearly is smaller than ε. Moreover, from the marked
weak local convergence in probability,

E≥ε[|1{H(q)} − µ(T (q))|] ≤E[1{|1{H(q)} − µ(T (q))| ≥ ε}]
=P(|1{H(q)} − µ(T (q))| ≥ ε) = o(1).

(2.70)

Hence, the limit as n → ∞ of the expression in (2.67) becomes smaller than any arbitrary ε > 0.
This proves the marked local weak convergence in distribution.

2.3 Upper bound typical distances directed configuration
model

This section we will prove a double logarithmic upper bound for the typical distance in the directed
configuration model under the conditions that are given in Theorem 1.5.4. To do this, we adapt
the approach used for the configuration Model shown in Section 2.1.3 to the directed setting. We
first prove that under the assumptions of Theorem 1.5.4, a vertex with a sufficiently large out-
degree is likely to have a neighbor with an even exponentially larger out-degree. And similarly, a
vertex with a high in-degree is likely to be the neighbor of a vertex with an exponentially larger
in-degree. Consequently, we shall see that the number of steps needed to get from any of these high
out-degree vertices to any high in-degree vertex, grows at most double logarithmic with the size
of the graph. To finish the proof, we will apply the approximation of the forward and backward
explored neighborhoods with their respective branching processes, as shown in Theorem 1.3.9.
This will show the length of a path from typical vertex to a high-degree vertex, and the path
from a high in-degree vertex to a typical vertex, are both at most of order log log(n). We will
consistently apply the lower bound given by Potter’s Theorem 1.5.2. Hence, for ease of notation
we take

γ(q) = γ(q)(δ(q)) = (τ (q) + δ(q)), q ∈ {out, in}, (2.71)

and show at the end of this section that each proof holds for all δ(q) > 0 arbitrary small.
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2.3.1 Distances from the outbound to the inbound core

To analyze the connectivity between the high in- and high out-degree vertices, we start with the
following adaption of Lemma 2.3.2 which provides a bound on the probability that two sets are
not connected.

Lemma 2.3.1. (Connectivity between sets in DCMn(d)) For any two sets of vertices A,B ⊆ [n],

P(A not directly connected to B) ≤ e−d
(out)
A d

(in)
B /ln , (2.72)

where
d
(out)
A =

∑
u∈A

d(out)u , d
(in)
B =

∑
u∈B

d(in)u (2.73)

denotes the respective total out-degree of A and total in-degree of B.

Proof. From the construction of the directed configuration model, we are allowed to pick the
outbound half-edges attached to the vertices in the set A one by one, and pair them with an
uniformly chosen unpaired inbound half-edge. If the first k outbound half-edges are not paired

with any of the d
(in)
B inbound half-edges attached to vertices of set B, then the probability that

this also holds for the following outbound half-edge is

1−
d
(in)
B

ln − k
≤ 1−

d
(in)
B

ln
. (2.74)

We apply (2.74) to bound the probability that this happens for all of the d
(out)
A outbound half-edges

by

P(A not directly connected to B) ≤

(
1−

d
(in)
B

ln

)d
(out)
A

≤ e−d
(out)
A d

(in)
B /ln , (2.75)

where we have used that 1− x ≤ e−x for all real valued x.

The bound (2.72) appears sharper than the bound for the undirected configuration model
from Lemma 2.3.2, which contains an extra 1/2 in the exponent. This difference arises as the
configuration model contains only one type of half-edge. Therefore, a half-edge of set A can pair
with another half-edge of set A, using two half-edges in one step. This reduces the number of
chances the set A has to connect with a half-edge attached to set B. As for the DCMn(d) the
outbound half-edges can only pair with an inbound half-edge, there is no possibility of a single
pairing step using two outbound half-edges. But before comparing the sharpness of the bounds, we
need to take some more factors into consideration. For one, while in the configuration model the
set A has a chance to connect with B through all of set A and B’s available half-edges, the directed
configuration needs to connect A’s outbound half-edges to B’s inbound half-edges. This reduces
the number of chances for the sets to connect for the two-type half-edges model, compared to the
one-type model. However, the ln in the configuration model denotes the number of all half-edges,
and for the directed configuration model it only denotes the number of one type of half-edges,
which is half of the total number. Considering all these factors, we can not make any comparisons
between the two bounds without further knowledge about the sets A and B.

Define the vertex sets

N (out)(v) := {u ∈ [n] : distDCMn(d)(v, u) = 1}
N (in)(v) := {u ∈ [n] : distDCMn(d)(u, v) = 1},

(2.76)

such that N (out)(v) denotes the set of neighboring vertices of v and N (in)(v) denotes the set of
vertices that have v as a neighbor. Lemma 2.3.1 can be used to provide a bound on the probability
that some vertex u is connected to a vertex v, depending on the out-degree of u and the in-degree
of v. For the configuration model we have shown in Section 2.3 that given that the degree
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distribution follows a power law, each high degree vertex is likely to have a neighbor which has an
even exponentially larger degree, creating a log log n paths toward the highest order vertices. To
create a similar phenomenon in the directed configuration model, it will not be enough to directly
assume the out- and the in-degree distributions to follow a power law. As Lemma 2.3.1 provides a
bound depending on the out-degree of u and in-degree of v, this will not ensure any properties for
the out-degree of v. So a vertex might have a large number ”entrances” (inbound half-edges), it
does not have to contain a large number of ”exits” (outbound half-edges) out-degree. So it might
would not be likely to find such a path of rapidly increasing out-degree vertices toward the high
order out-degree vertices. To resolve this issue, we adapt the power law assumption to hold for

the forward out- and in-degree distributions F
(out)
n and F

(in)
n , as defined in (1.37). Lemma 2.3.1

shows that for a vertex with degree dv = (d
(in)
v , d

(out)
v ), the probability that it does not have a

neighbor with an out-degree larger than y1, and the probability that it is not the neighbor of a
vertex with an in-degree larger than y2, can be bounded by

P
(
∀u ∈ N (out)(v), d(out)u ≤ y1

)
≤ e−

d
(out)
v
ln

∑
u d(in)

u 1{d(out)
u >y1} = e−d(out)

v [1−F (out)
n ](y1),

P
(
∀u ∈ N (in)(v), d(in)u ≤ y2

)
≤ e−

d
(in)
v
ln

∑
u d(out)

u 1{d(in)
u >y2} = e−d(in)

v [1−F (in)
n ](y2).

(2.77)

With the power-law Assumption 1.5.3, the tail distribution [1 − F
(q)
n ](y) is close to y−(τ(q)−2)

for both q ∈ {out, in}. So the bounds (2.77) become extremely small for d
(q)
v large, when y ≪

d
1/(τ(q)−2)
v . This shows that a vertex with a large out-degree d

(out)
v is likely to have at least one

neighbor with approximate out-degree d1/(τ
(out)−2). Similarly, a vertex with large in-degree d

(in)
v

is likely to be the neighbor of a vertex with approximate in-degree d
1/(τ(in)−2)
v . To further study

this phenomenon, take

σ(out) > 1/(3− γ(out)), σ(in) > 1/(3− γ(in)), (2.78)

and define the set of high in- or out-degree vertices, called the inbound core and the outbound core,
as

Core(in)n = {u : d(in)u ≥ (log n)σ
(in)

}, Core(out)n = {u : d(out)u ≥ (log n)σ
(out)

}. (2.79)

We will give a precise proof of the previous arguments, and apply this phenomenon to show that

each vertex in Core(out)n has a path to the highest order out-degree vertices {u : d
(out)
u ≥ lβn}, and

each of the highest in-degree vertices {u : d
(in)
u ≥ lβn} has a path to any vertex in Core(in)n , for

which the length of both is at most order log log(n).

To construct these paths we divide both Core(out)n and Core(in)n into segments. Then we show

that each vertex in a segment of Core(out)n has a neighbor in the subsequent segment, and each

vertex a segment of Core(in)n has a neighbor in the previous segment. For both q ∈ {out, in}, take
u
(q)
1 = lβn, and define the first segment as

Γ
(q)
1 = {u : d(q)u ≥ u

(q)
1 }, (2.80)

containing the highest order in- or out-degree vertices. To construct the following segments, take
some constant C > 0 and for k ≥ 2 define

u
(q)
k = C log n(u

(q)
k−1)

γ(q)−2, (2.81)

with segments

Γ
(q)
k = {u : d(q)u ≥ u

(q)
k }. (2.82)

As u
(q)
k ≤ u

(q)
k−1 for all k ≥ 1, the segments are ordered as Γ

(q)
k−1 ⊂ Γ

(q)
k . Recursively solving (2.81)

for every k ≥ 1, leads to the expression

u
(q)
k = (C log(n))

a
(q)
k l

b
(q)
k

n , (2.83)
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where

a
(q)
k =

k−1∑
i=1

(γ(q) − 2)i−1 =
1

3− γ(q)
[1− (γ(q) − 2)k−1], b

(q)
k = β(γ(q) − 2)k−1. (2.84)

This can be verified, by simply substituting these results in the expression (2.81). The follow-
ing lemma is an adaption of ([14], Prop 7.14), which shows the connectivity of the segments as
previously described:

Lemma 2.3.2. (Connectivity between Γ
(q)
k and Γ

(q)
k−1) Let Assumptions 1.3.2 and 1.5.3 be satisfied.

Fix k ≥ 2 and for c = max{c(out)2 , c
(in)
2 } defined in 1.5.3, take C > 1/c. Then the probability that

there exists an u ∈ Γ
(out)
k that does not have a neighbor in the set Γ

(out)
k−1 is at most

P
(
∃u ∈ Γ

(out)
k : N (out)(u) ∩ Γ

(out)
k−1 = ∅

)
≤ n1−c

(out)
2 C = o(1). (2.85)

Moreover, the probability that there exists an u ∈ Γ
(in)
k that is not the neighbor of some vertex in

the set Γ
(in)
k−1 is at most

P
(
∃u ∈ Γ

(in)
k : N (in)(u) ∩ Γ

(in)
k−1) = ∅

)
= n1−c

(in)
2 C = o(1). (2.86)

Furthermore, every vertex v ∈ Γ
(in)
1 is whp a neighbor of every u ∈ Γ

(out)
1 , i.e.

P
(
Γ
(in)
1 ⊂ N (out)(Γ

(out)
1 )

)
= 1− o(1). (2.87)

Proof. For both q ∈ {out, in} the mapping k 7→ u
(q)
k is decreasing, such that from Assumption

1.5.3 we get ∑
v∈Γ

(out)
k−1

d(in)v = ln[1− F (out)
n ](u

(out)
k−1 ) ≥ lnc

(out)
2 (u

(out)
k−1 )2−γ(out)

,

∑
v∈Γ

(in)
k−1

d(out)v = ln[1− F (in)
n ](u

(in)
k−1) ≥ lnc

(in)
2 (u

(in)
k−1)

2−γ(in)

.
(2.88)

Applying (2.88) in the bounds from Lemma 2.3.1, we use the fact that |Γ(q)
k | ≤ n and Boole’s

inequality to bound the probability that some v ∈ Γ
(out)
k does not have a neighbor in Γ

(out)
k−1 by

P
(
∃u ∈ Γ

(out)
k : N (out)(u) ∩ Γ

(out)
k−1 = ∅

)
≤ ne−u

(out)
k c

(out)
2 (u

(out)
k−1 )2−γ(out)

= ne−c
(out)
2 C log(n) = n1−c

(out)
2 C ,

(2.89)

and similarly

P
(
∃u ∈ Γ

(in)
k : N (in)(u) ∩ Γ

(in)
k−1) = ∅

)
≤ n1−c

(in)
2 C . (2.90)

Finally, as β ∈ ( 12 , 1) the lemma 2.3.1 shows that

P
(
∀u ∈ Γ

(out)
1 ,Γ

(in)
1 ̸⊂ N (out)(u)

)
≤ e−l2βn /ln = o(1), (2.91)

which proves the claim (2.87).

We will apply this lemma to provide an upper bound of the distance from Core(out)n to Core(in)n

in the following theorem.
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Theorem 2.3.3. (Path between the Cores) Consider the directed configuration model, where the
Assumptions 1.3.2 and 1.5.3 are satisfied. For any σ(in) > 1/(3−γ(in)) and σ(out) > 1/(3−γ(out)),
the number of (directed) steps needed to get from any u ∈ Core(out)n to any v ∈ Core(in)n is whp
bounded from above by

log log n

| log(γ(in) − 2)|
+

log log n

| log(γ(out) − 2)|
+ 1. (2.92)

Proof. Take

k(out) =
log log n

| log(γ(out) − 2)|
, k(in) =

log logn

| log(γ(in) − 2)|
. (2.93)

From Lemma 2.3.2 it follows that we can whp bound the length of the path from any vertex

u ∈ Γ
(out)
k(out)

to any a vertex in Γ
(out)
1 by k(out), and any vertex u ∈ Γ

(in)
1 to a vertex in Γ

(in)
k(in)

by k(in).

As Theorem 2.3.2 shows that whp Γ
(in)
1 ⊂ N (Γ

(out)
1 ), we can conclude that the number of steps

from any vertex in Γ
(out)
k(out)

to any vertex in Γ
(in)
k(in)

can be bounded from above by k(out) + k(in) + 1.

To complete the claim of the theorem, it remains to show that

Core(out)n ⊆ Γ
(out)
k(out)

and Core(in)n ⊆ Γ
(in)
k(in)

. (2.94)

This is the same as showing that u
(q)
k(q)

≤ (log n)σ
(q)

, where

u
(q)
k(q)

= (log(n))
a
(q)
k(q) l

bk(q)
n . (2.95)

From the expression of in bk(q)
in(2.84), we find that l

b
(q)
k(q)

n = e
β

γ(q)−2
(γ(q)−2)

k(q)

. For γ(q) ∈ (2, 3),
the equality

x(γ(q) − 2)
log x

| log(γ(q)−2)| = x · x−1 = 1 (2.96)

holds. By substituting x = log n, we find that n
b
(q)
k(q) = e

β

γ(q)−2 . Moreover, a
(q)
k → 1/(γ(q) − 3)

from below as k → ∞, such that

(C log n)
a
(q)
k(q) = (C log n)1/(3−γ(q))−o(1). (2.97)

Substituting all these equations into (2.95), it follows that

u
(q)
k(q)

= e
β

γ(q)−2 (C log n)1/(3−γ(q))−o(1), (2.98)

such that, for sufficiently large n, we can make u
(q)
k(q)

≤ (log n)σ
(q)

. This proves that the number of

(directed) steps needed to get from any u ∈ Core(out)n to any v ∈ Core(in)n is whp bounded above
by

log log n

| log(γ(in) − 2)|
+

log log n

| log(γ(out) − 2)|
+ 1. (2.99)

2.3.2 Typical distance to the outbound core and from the inbound core

The bound of the length of a path from vertices in the outbound core to vertices in the inbound core
in Theorem 2.3.3 already closely resembles the typical distances in the directed configuration model
from Theorem 1.5.4. Though Theorem 2.3.3 only provides a bound for the distance between high
out-degree vertices to high in-degree vertices. To complete the upper bound for Theorem 1.5.4, we
will show that both the distance of a typical vertex to Core(out)n and the distance from Core(in)n to
a typical vertex can both be bounded by c log log(n) for any arbitrary small c > 0. To do this, we
shall make use of the approximation of the forward explored neighborhood and backward explored
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neighborhood to the branching processes described in Section 1.3.3. Under Assumption 1.5.3,
both branching processes have an infinite mean which experience double exponential generational
growth [7]. By viewing these neighborhoods as a single vertex with a large in- or out-degree, we
will be able to apply Lemma 2.3.1 to prove the likely existence of double logarithmic paths to and
from these cores.

Theorem 2.3.4. Consider the directed configuration model for which Assumptions 1.3.2, 1.4.2
and 1.5.3 are satisfied. For all ε > 0, the length of the path of a typical vertex to Core(out)n can
whp be bounded by

ε
log log n

| log(τ (out) − 2)|
, (2.100)

and the path from Core(in)n to a typical vertex whp by

ε
log log n

| log(τ (in) − 2)|
. (2.101)

Consequently, the length of a typical the path is bounded from above by

(1 + ε)

(
log log n

| log(τ (out) − 2)|
+

log log n

| log(τ (in) − 2)|

)
. (2.102)

Proof. For ease of notation, denote Gn = DCMn(d) and fix r ≥ 1. Remember that H
(n;out)
r

denotes the number of unpaired outbound half edges attached to vertices at distance r − 1 from

a forward explored typical vertex, and H
(n;in)
r is similarly defined for the inbound half-edges of

vertices with distance r − 1 to a backward explored typical vertex. We have shown that under

Assumption 1.3.2 that (H
(n;out)
r , H

(n;in)
r )

d−→ (Z
(out)
r , Z

(in)
r ) for all r ≥ 1 fixed. Moreover, under the

minimal degree Assumption 1.4.2, both H
(n;out)
r and H

(n;in)
r are whp very large for large values of

r. To start with, we define for some small valued ε0 ∈ (0, 3− γ(q)) and q ∈ {out, in}

u
(q)
k = (H(n;q)

r )1/(γ
(q)−2+ε0)

k

, (2.103)

and define the layers

Γ̃
(q)
k := {u : d(q)u ≥ u

(q)
k }. (2.104)

Define the events

E(out)
k = {∃u ∈ Γ̃

(out)
k−1 : N (out)(u) ∩ Γ̃

(out)
k = ∅}

E(in)
k = {∃u ∈ Γ̃

(in)
k−1 : N (in)(u) ∩ Γ̃

(in)
k = ∅}.

(2.105)

Similarly as we have shown in (2.89), the probability that any vertex with q-degree at least u
(q)
k−1

does not have a neighbor or is the neighbor of (depending on q) a vertex with q-degree at least

u
(q)
k is at most

e−c
(q)
2 (u

(q)
k−1)

ε0/(γ(q)−2+ε0 ). (2.106)

We iteratively construct the sequences u
(q)
k process till we reach vertices that are in the outbound

core for q = {out} and inbound core for q = {in}, i.e., till

k∗(q) = inf{k : u
(q)
k ≥ log(n)1/(3−γ(q))}. (2.107)

Some rearranging using the expression of u
(q)
k in (2.103) shows that

k∗(q) =


log log log n− log log(H

(n;q)
r ) + log( 1

3−γ(q))
)

| log(γ(q) − 2 + ε0)|

 . (2.108)
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Conditioning on the values of Z
(n;out)
r and Z

(n;in)
r , we apply the union bound to find

P

k∗(out)⋃
k=1

E(out)
k |H(n;out)

r

 ≤
k∗(out)∑
k=1

e−c
(out)
2 (u

(out)
k−1 )ε0/(γ(out)−2+ε0)

P

k∗(in)⋃
k=1

E(in)
k |H(n;in)

r

 ≤
k∗(in)∑
k=1

e−c
(in)
2 (u

(in)
k−1)

ε0/(γ(in)−2+ε0)

(2.109)

As (γ(q) − 2+ ε0) ∈ (0, 1), under Assumption 1.4.2 it follows from Corollary 1.3.9, that for r large
enough that the limit of this bound is

lim
n→∞

P

k∗(q)⋃
k=1

E(q)
k |H(n;q)

r

 ≤
∞∑
k=1

e−c
(q)
2 (Z(q)

r )ε0/(γ(q)−2+ε0)k

. (2.110)

Under Assumptions 1.4.2 + 1.5.3 the branching processes (Z
(q)
r )r≥1 are ensured to survive, such

that the random variables Z
(q)
r

P−→ ∞ as r → ∞. Consequently, the bound on the RHS of (2.110)

converges whp to zero, and with it the probability of the events E(out)
k1

and E(in)
k2

happening any
for k1 ∈ [k∗(out)] and k2 ∈ [k∗(in)]. Given that both events do not hold, for any fixed r ≥ 1 and
ε > 0 we can take n large enough such that whp

k∗(q) + r ≤ ε
log log n

| log(γ(q) − 2)|
. (2.111)

To obtain a bound on the typical distances we add the bound for the distance between the out-
an inbound cores from Theorem 2.3.3 to obtain that whp

distDCMn(d)(o1, o2) ≤ (1 + ε)

(
log log n

| log(γ(in) − 2)|
+

log log n

| log(γ(out) − 2)|

)
. (2.112)

Note that (2.112) holds any arbitrary small value of δ(q) > 0 in γ(q) = (τ (q)+δ(q)), for q ∈ {out, in}.
As the mapping x 7→ 1/| log(x)| is strictly increasing for x > 0, we can take δ(out), δ(in) > 0
arbitrary small, such that the smallest upper bound for the typical distances becomes

distDCMn(d)(o1, o2) ≤ (1 + ε)

(
log log n

| log(τ (in) − 2)|
+

log logn

| log(τ (out) − 2)|

)
, (2.113)

completing the proof of the claim.

2.4 Lower bound typical distances directed configuration
model

This section we will provide the lower bound for the typical distances in Theorem 1.5.4. To do
this, we follow the steps of the proof from ([14], Theorem 7.8), summarized in Section 2.1.4, which
shows a lower bound of the typical distances in the configuration model. The structure of the proof
is as follows. By applying path counting techniques to obtain bounds on the expected number
of paths of a given length, we are able to apply Markov’s inequality to bound the probability
of the paths existence. Thought to obtain meaningful bounds, the paths need to be divided, by
truncating the increasing out- or decreasing in-degrees along the paths. For one, this will create
the set of paths which experience an even larger exponential difference between the out- or in-
degree for some subsequent vertices along the path, than the path constructed for the upper bound
in Theorem 2.3.4. We will show that even under the assumption that the size biased out- and
in-degree distributions follow a power law, such differences are unlikely to occur on a path shorter
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then Theorem 1.5.4. The remaining paths contain relatively average out-degree vertices near the
starting vertex and in-degree vertices near the target vertex. For these paths we will show it is
likely to reach another typical vertex in fewer steps than than 1.5.4. The main difference between
the undirected setting that we need to consider is the asymmetry between the number of paths
from the starting vertex, and towards the target vertex, caused by the different distributions of
the in- and out-degree.

2.4.1 Path counting

To start the study of the paths, we start by providing a formal definition.

Definition 2.4.1. (Directed paths) The set of directed paths from vertex u to v of length k is
denoted as Pk(u, v), containing sequences

π⃗ = {(π0, t0), (π1, s1, t1), . . . , (πk−1, sk−1, tk−1), (πk, sk)}, (2.114)

for which πi denotes the i’th vertex along the path, and ti the label of the outbound half-edge
attached the vertex πi, that is paired with the inbound half-edge with label si+1, attached to vertex
πi+1. These paths are self-avoiding, meaning that πi ̸= πj, ∀i ̸= j.

When half-edges are paired during the construction process, we say that the directed edge they
formed is occupied. Hence, a path π⃗ ∈ Pk(u, v) is occupied if this is the case for all k directed
edges, for which the probability equals

P(π⃗ occupied) =

k∏
i=1

1

ln − i+ 1
. (2.115)

To find the number of ways to construct a path using fixed distinct vertices π0, π1, . . . , πk, note

that we can exit the first vertex from d
(out)
π0 outbound half-edges, enter the final vertex from d

(in)
πk

inbound half-edges, and traverse vertex i ∈ [1, k − 1] along the path in d
(out)
πi d

(in)
πi ways, such that

the number equals

d(out)π0

k−1∏
i=1

(
d(out)πi

d(in)πi

)
d(in)πk

. (2.116)

Now let us look at the probability distribution of the typical distances of the directed configuration
model. First, we take

P
(
distDCMn(d)(o1, o2) ≤ kn

)
=

1

n2

∑
u,v∈[n]

P
(
distDCMn(d)(u, v) ≤ kn

)
=

1

n
+

1

n2

∑
u,v∈[n]
u̸=v

kn∑
k=1

P
(
distDCMn(d)(u, v) = k

)
,

(2.117)

where the second equality follows as P
(
distDCMn(d)(u, v) = 0

)
= 1 only for all u = v ∈ [n] and

has probability zero otherwise. Defining νn =
∑

u∈[n]
d(in)
u d(out)

u

ln
, use (2.115), (2.116) and the union

bound to find the bound for all k ≥ 1

P
(
distDCMn(d)(u, v) = k

)
≤ P(π⃗ ∈ Pk(u, v) : π⃗ occupied)

≤
∑

π∈Pk(u,v)

P(π⃗ occupied)

≤ d
(out)
u d

(in)
v

ln − k + 1

∗∑
π1,...,πk−1

k−1∏
i=1

d
(out)
πi d

(in)
πi

ln − i+ 1

≤ d
(out)
u d

(in)
v

ln

lkn(ln − k)!

ln!
νk−1
n ,

(2.118)
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where the sum after the third inequality denotes the sum over all combinations of distinct vertices
π1, ..., πk−1. The final inequality follows as we also include the paths that are not self-avoiding,
increasing the number of paths that are available. Under the power law Assumption 1.5.3, the
value of νn grows too rapidly to provide a meaningful bound to the path probabilities. This is
caused by the large amount of vertices with a high in- or out-degree. For the upper bound we used
this phenomenon to create a path to and from the in- and outbound hubs, but these paths are
very rare. The bound (2.118) ignores the fact that it is unlikely that a typical vertex is connected
with such a significantly higher out- or lower in- degree vertex. This issue is resolved by dividing
the paths in two different routes as explained at the start of this section. Next, we introduce the
truncation argument of the out- or in-degrees to create this division and provide bounds for both
path probabilities.

2.4.2 Good and bad paths

As shown in Section 2.3, the odds of finding of finding higher out-degree vertices increases, the
further we walk from the typical starting vertex. Similarly, for the in-degree, the further we look
at vertices along the path towards the typical target vertex. Hence, to truncate the respective in-

or out-degrees of paths we fix two increasing sequences of numbers (b
(in)
l )∞l=0 and (b

(out)
l )∞l=0. As

the distribution of the in- and out degrees are not identical, the number of vertices for which we
truncate the out-degree is possibly not the same as the number of vertices for which we truncate
the in-degree, along the same path. So let s denote the fraction of vertices along the path for which
we truncate the out-degree, and therefore (1 − s) the fraction of vertices for which the in-degree
is truncated.

We start by defining the paths that do not contain the large differences of in- or out-degrees

between subsequent vertices. We say π⃗ ∈ Pk(u, v) is a good path if d
(out)
πl ≤ b

(out)
l for all 1 ≤ l ≤

⌊k · s⌋ and d
(in)
πl ≤ b

(in)
k−l all ⌈k · s⌉ ≤ l ≤ k. Note the truncation value for the in-degree increases

the further we move from vertex πk. We denote the set of good paths of length k as

GPk(u, v) := {π⃗ ∈ Pk(u, v) : d
(out)
πi

≤ b
(out)
i , d(in)πj

≤ b
(in)
k−j , 1 ≤ i ≤ ⌊k · s⌋ < j ≤ k}. (2.119)

The remaining paths π⃗ ∈ Pk(u, v)\GPk(u, v) containing exceptional large differences in the in- or
out-degree between subsequent vertices, are defined as bad paths. From the definition it follows

that a bad path contains a vertex with either d
(out)
πl > b

(out)
l for some 1 ≤ l ≤ ⌊ks⌋, or d(in)πl > b

(in)
k−l,

for some ⌈ks⌉ ≤ l ≤ k. Denote the set of all paths of length k starting from vertex u as P(out)
k (u) =⋃

v∈[n] Pk(u, v) and the set of all paths ending at vertex v as P(in)
k (v) =

⋃
u∈[n] Pk(u, v). We denote

their respective subset of bad paths as

BP(out)
k (u) = {π⃗ ∈ P(out)

k (u) : d(out)πk
> b

(out)
k , d(out)πs

≤ b(out)s ,∀s < k}

BP(in)
k (v) = {π⃗ ∈ P(in)

k (v) : d(in)π0
> b

(in)
k , d(in)πk−s

≤ b(in)s ,∀s < k}.
(2.120)

Moreover, denote the event that such a path is occupied as

F (out)
k (u) = {∃π⃗ ∈ BP(out)

k (u) : π⃗ occupied}

F (in)
k (u) = {∃π⃗ ∈ BP(in)

k (u) : π⃗ occupied}.
(2.121)

Note that if distDCMn(d)(u, v) ≤ kn it follows that there exists either a good or a bad path from
vertex u to v with length equal or less than kn. The event that a bad path exists is a subset of the

event either some π⃗ ∈ BP(out)
k (u) or π⃗ ∈ BP(in)

l (v) for k ≤ ⌊kn · s⌋ and l ≤ ⌈kn · (1− s)⌉. This is
why we can bound the event

{distDCMn(d)(u, v) ≤ kn} ⊆
⋃

k≤kn

(
Ek(u, v) ∪ F (out)

⌊k·s⌋ (u) ∪ F (in)
⌈k·(1−s)⌉(v)

)
. (2.122)
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Applying Boole’s inequality results in the bound

P
(
distDCMn(d)(u, v) ≤ kn

)
≤

kn∑
k0=0

P(Ek0
(u, v))+

⌊kns⌋∑
k1=0

P(F (out)
k1

(u))+

⌈kn(1−s)⌉∑
k2=0

P(F (in)
k2

(v)). (2.123)

Moreover, applying (2.117) on (2.123) further gives

P
(
distDCMn(d)(o1, o2) ≤ kn

)
≤ 1

n
+

1

n

∑
u∈[n]

⌊kns⌋∑
k1=1

P(F (out)
k1

(u)) +

⌈kn(1−s)⌉∑
k2=1

P(F (in)
k2

(u))

+
1

n2

∑
u,v∈[n]
u̸=v

kn∑
k0=1

P(Ek0
(u, v)).

(2.124)

Now let us look at each of these events separately. For ease of notation, denote the restriction of
νn with respect to the out- or in-degree, for b > 0 as

ν(out)n (b) =
1

ln

∑
u∈[n]

d(in)u d(out)u 1{d(out)u ≤ b}

ν(in)n (b) =
1

ln

∑
u∈[n]

d(in)u d(out)u 1{d(in)u ≤ b}.
(2.125)

The following lemma provides a bound on the good and bad path probabilities, that depends on
the forward and backward tail distribution, and these restrictions of νn.

Lemma 2.4.2. (Truncated directed path probabilities) For every k ≥ 1, (b
(out)
l )l≥0, (b

(in)
l )l≥0

with b
(out)
l , b

(in)
l ,≥ 0 and l 7→ b

(out)
l , b

(in)
l non-decreasing,

P(F (out)
k (u)) ≤ d(out)u ek

2/ln [1− F (out)
n ](b

(out)
k )×

k−1∏
l=1

ν(out)n (b
(out)
l )

P(F (in)
k (v)) ≤ d(in)v ek

2/ln [1− F (in)
n ](b

(in)
k )×

k−1∏
l=1

ν(in)n (b
(in)
l ).

(2.126)

and

P(Ek(u, v)) ≤
d
(out)
u d

(in)
v

ln
ek

2/ln

ks∏
i=1

ν(out)n (b
(out)
i )

k(1−s)∏
j=1

ν(in)n (b
(in)
j ). (2.127)

Proof. We start by proving the upper bound for the bad path probability in (2.126). Take q, p ∈
{out, in}, with q ̸= p. Using a similar approach as that in (2.118) restricted to the bad paths, we
obtain

P(F (q)
k (u)) ≤ d(q)u

∑
πk:d

(q)
πk

>b
(q)
k

d
(p)
πk

ln − k + 1
×

k−1∏
i=1

∑
πi:d

(q)
πi

≤b
(q)
i

d
(q)
πi d

(p)
πi

ln − i+ 1

= d(q)u

lkn(ln − k)!

ln!

∑
πk:d

(q)
πk

>b
(q)
k

d
(p)
πk

ln
×

k−1∏
i=1

∑
πi:d

(q)
πi

≤b
(q)
i

d
(q)
πi d

(p)
πi

ln

≤ d(q)u ek
2/ln [1− F (q)

n ](b
(q)
k )

k−1∏
i=1

ν(q)n (b
(q)
i ),

(2.128)
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where ek
2/ln is a bound on the factor

lkn(ln−k)!
ln!

. Following the same approach, we can find the
upper bound (2.127) for the probability that there is a good path from vertex u to v.

P(Ek(u, v)) ≤
∑

π∈GPk(u,v)

d
(out)
u d

(in)
v

ln − k + 1

k−1∏
i=1

d
(out)
πi d

(in)
πi

ln − i+ 1

≤ d
(out)
u d

(in)
v

ln

lkn(ln − k)!

ln!

⌈ks⌉∏
i=1

∑
πi:d

(out)
πi

≤b
(out)
i

d
(out)
πi d

(in)
πi

ln

×
k−1∏

j=⌈ks⌉+1

∑
πj :d

(in)
πj

≤b
(in)
k−j

d
(out)
πj d

(in)
πj

ln

≤ d
(out)
u d

(in)
v

ln
ek

2/ln

⌊ks⌋∏
i=1

ν(out)n (b
(out)
i )

⌈k(1−s)⌉∏
j=1

ν(in)n (b
(in)
j ).

(2.129)

2.4.3 Proof of lower bound of typical distances

For the remainder of this section we will make numerous use of the upper bound given by Potter’s
Theorem 1.5.2, hence we take

γ(out) = γ(out)(δ(out)) = τ (out) − δ(out)

γ(in) = γ(in)(δ(in)) = τ (in) − δ(in),
(2.130)

for ease of notation. Note that all the bounds in Lemma 2.4.2 depend on ν
(out)
n and ν

(in)
n . With

the following lemma we further bound these objects:

Lemma 2.4.3. Given that Assumption 1.5.3 is satisfied, there are some c
(out)
2 , c

(in)
2 such that

ν(out)n (b) ≤ c
(out)
2 b3−γ(out)

ν(in)n (b) ≤ c
(in)
2 b3−γ(in)

.
(2.131)

Proof. Let p, q ∈ {out, in} with p ̸= q, then

ν(q)n (b) =
1

ln

∑
u∈[n]

d(p)u d(q)u 1{d(q)u ≤ b}

=
1

ln

∞∑
x=1

x
∑
u∈[n]

d(p)u 1{d(q)u = x}1{d(q)u ≤ b}

=
1

ln

b∑
x=1

x∑
k=1

∑
u∈[n]

d(p)u 1{d(q)u = x}

=
1

ln

b∑
k=1

b∑
x=k

∑
u∈[n]

d(p)u 1{d(q)u = x}

=

b∑
k=1

[F (q)
n (b)− F (q)

n (k)] ≤
b∑

k=1

[1− F (q)
n ](k)

≤
b∑

k=1

c
(q)
2 k−(γ(q)−2) ≤ c

(q)
2 b3−γ(q)

.

(2.132)
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It remains to define the values of the truncation sequences and the ratio of the path for which
the out-degree of the vertices are truncated. First, for the ratio we take

s =
1/| log(γ(out) − 2)|

1/| log(γ(out) − 2)|+ 1/| log(γ(in) − 2)|

⇒ (1− s) =
1/| log(γ(in) − 2)|

1/| log(γ(out) − 2)|+ 1/| log(γ(in) − 2)|
.

(2.133)

For the truncation values, we refer to the step sizes of the path (2.103) from the upper bound.
Here, some arbitrary small ε0 > 0, the out-degree increased by powers of 1/(τ (out) − 2 + ε0)

k and
decreased the in-degree by the power 1/(τ (in) − 2 + ε0)

k each step, as we moved away from the
starting and target vertex. For our bad paths, we increase the step size by taking some arbitrary
small value δ(q) ∈ (γ(q) − 2), and define

a(q) = 1/(γ(q) − 2− δ(q)). (2.134)

Take b
(q)
0 = eA

(q)

for some constant A(q) > 0 sufficiently large, and we recursively define both

(b
(q)
l )l≥0 by

b
(q)
l = (b

(q)
l−1)

a(q) = (b
(q)
0 )a

l
(q) = eA

(q)(γ(q)−2−δ(q))−l

. (2.135)

With the following theorem we will complete the proof of the lower bound of Theorem 1.5.4, by
applying the bounds we shown this section and show these become asymptotically small as n grows
large.

Theorem 2.4.4. Suppose that the in- and out-degrees of DCMn(d) satisfy Assumption 1.3.2, and
the upper bound of Assumption 1.5.3 holds for the tail forward out-degree and backward in-degree
distribution. Then for every ε > 0,

P
(
distDCMn(d)(o1, o2) ≤ (1− ε)(

log log n

| log(τ (out) − 2)|
+

log log n

| log(τ (in) − 2)|
)

)
= o(1). (2.136)

Proof. First, we take

kn = (1− ε)

(
log log n

| log(γ(out) − 2)|
+

log log n

| log(γ(in) − 2)|

)
, (2.137)

and remember that we showed from (2.138) we have the bound

P
(
distDCMn(d)(o1, o2) ≤ kn

)
≤ 1

n
+

1

n

∑
u∈[n]

⌊kns⌋∑
k1=1

P(F (out)
k1

(u)) +

⌈kn(1−s)⌉∑
k2=1

P(F (in)
k2

(u))

+
1

n2

∑
u,v∈[n]
u̸=v

kn∑
k0=1

P(Ek0
(u, v)).

(2.138)

As the first step, we note the bound of each of the event probabilities in (2.138) that we have shown

in (2.4.2) contains the factor consisting of the product of v
(q)
n (bl), for q ∈ {out, in}. Applying the

bound from Lemma 2.4.3, it follows that

k−1∏
i=1

ν(q)n (b
(q)
l ) ≤

k−1∏
i=1

c
(q)
2 (b

(q)
l )3−γ(q)

= (c
(q)
2 )k−1eA

(q)(3−γ(q))
∑k−1

l=1 al
(q)

≤ (c
(q)
2 )k−1eA

(q)(3−γ(q))ak
(q)/(a(q)−1) = (c

(q)
2 )k−1(b

(q)
k )(3−γ(q))/(a(q)−1).

(2.139)
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Bad paths We will first apply this bound to show we can bound the probability that a bad
path exists by an arbitrary small value. Applying the event probability bound from Lemma 2.4.2
in addition with (2.139) and the upper bound from Assumption 1.5.3, we obtain

P(F (q)
k (u)) ≤ d(q)u ek/ln [1− F (q)

n ](b
(q)
k )×

k−1∏
l=1

ν(q)n (b
(q)
l )

≤ d(q)u ek/ln(c
(q)
2 )k(b

(q)
k )−(γ(q)−2)+(3−γ(q))/(a(q)−1).

(2.140)

With some rewriting it can be shown that

(γ(q) − 2)− (3− γ(q))/(a(q) − 1) = δ(q)/(3− γ(q) + δ(q)) > δ(q) > 0. (2.141)

Applying this bound on the exponent of b
(q)
k in (2.140) gives

P(F (q)
k (u)) ≤ d(q)u (e1/lnc

(q)
2 )k(b

(q)
k )−δ(q) . (2.142)

Taking k
(out)
n = ⌊kns⌋ and k

(in)
n = ⌈kn(1− s)⌉, we use this bound to find that for all arbitrary

small δ(q) > 0,

1

n

∑
u∈[n]

k(q)
n∑

k=1

P(F (q)
k (u)) ≤ 1

n

∑
u∈[n]

k(q)
n∑

k=1

d(q)u (e1/lnc
(q)
2 )k(b

(q)
k )−δ(q)

=
ln
n

k(q)
n∑

k=1

(e1/lnc
(q)
2 )k(b

(q)
k )−δ(q) .

(2.143)

To finish the proof for the bad paths, we note that from the definition in (2.135) that

(b
(q)
k )−δ(q) = e−A(q)δ(q)(γ(q)−2−δ(q))−k

. (2.144)

As (γ(q) − 2 − δ(q)) > 1, and ln/n = O(1), it is possible for all ε0 > 0 to take A(q)(δ(q), ε0) large
enough, such that

1

n

∑
u∈[n]

k(q)
n∑

k=1

P(F (q)
k (u)) ≤ ln

n

∞∑
k=1

(e1/lnc
(q)
2 )k(b

(q)
k )−δ(q) < ε0. (2.145)

This proves that

1

n

∑
u∈[n]

⌊kns⌋∑
k1=1

P(F (out)
k1

(u)) +

⌈kn(1−s)⌉∑
k2=1

P(F (in)
k2

(u))
n→∞−−−−→ 0. (2.146)

As this itself shows that the probability that a bad path exists between two typical vertices of
length kn, given in (2.137), converges to zero as n→ ∞.

Good paths: It now remains to show that the probability of the existence of a good path with
length at most kn can also be bounded by an arbitrary small value in the limit of n. We start
with the bound from Lemma 2.4.2, which showed that

P(Ek(u, v) ≤
d
(out)
u d

(in)
v

ln
ek/ln

⌊ks⌋∏
i=1

ν(out)n (b
(out)
i )

⌈k(1−s)⌉∏
j=1

ν(in)n (b
(in)
j ). (2.147)
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Applying the bound (2.139) on the product factors of (2.147) further gives

P(Ek(u, v)) ≤
d
(out)
u d

(in)
v

ln
ek/ln(c

(out)
2 )⌊k·s⌋(b

(out)
⌊k·s⌋)

(3−γ(out))/(a(out)−1)

× (c
(in)
2 )⌈k(1−s)⌉(b

(in)
⌈k(1−s)⌉)

(3−γ(in))/(a(in)−1).

(2.148)

Applying (2.148) on the summation of good path event probabilities from (2.138) gives

1

n2

∑
u,v∈[n]

kn∑
k=1

P(Ek(u, v)) ≤
1

n2

∑
u,v∈[n]

d
(out)
u d

(in)
v

ln

kn∑
k=1

ek/ln(c
(out)
2 )⌊k·s⌋(b

(out)
⌊k·s⌋)

(3−γ(out))/(a(out)−1)

× (c
(in)
2 )⌈k(1−s)⌉(b

(in)
⌈k(1−s)⌉)

(3−γ(in))/(a(in)−1)

≤ ln
n2
kne

kn/ln(c
(out)
2 )⌊kn·s⌋(b

(out)
⌊kn·s⌋)

(3−γ(out))/(a(out)−1)

× (c
(in)
2 )⌈kn(1−s)⌉(b

(in)
⌈kn(1−s)⌉)

(3−γ(in))/(a(in)−1).

(2.149)

From the definitions of the ratio value s in (2.133) and the number of steps kn in (2.137) we get

kns = (1− ε)
log log n

| log(γ(out) − 2)|

kn(1− s) = (1− ε)
log log n

| log(γ(in) − 2)|
.

(2.150)

Hence, we can take δ(out), δ(in) so small that both

(γ(out) − 2− δ
(out)
1 )−kn∗s ≤ (log n)1−ε/4

(γ(in) − 2− δ
(in)
1 )−(kn∗(1−s)+1) ≤ (log n)1−ε/4.

(2.151)

From the expression of (b
(q)
l )l≥0 in (2.135) and the bound (2.151) we get for both q ∈ {out, in}

(b
(q)⌈
k
(q)
n

⌉)(3−γ(q))/(a(q)−1) ≤ exp

{
A(q) 3− γ(q)

a(q) − 1
(log n)1−ε/4

}
≤ exp

{
A(q)(3− γ(q))(log n)1−ε/4

}
.

(2.152)

Take c = max{c(out)2 , c
(in)
2 }, such that (c

(in)
2 )⌈kn(1−s)⌉ · (c(out)2 )⌊kn·s⌋ ≤ ckn+1. Since we take kn =

O(log log n), we have ln/n
2 = Θ(1/n) and ekn/ln = 1 + o(1). we can conclude that

1

n2

∑
u,v∈[n]

kn∑
k=1

P(Ek(u, v)) ≤
l

n2
knc

kn+1exp
{
(A(out)(3− γ(out)) + (A(in)(3− γ(in))(log n)1−ε/4

}
= o(1).

(2.153)

This shows that the probability a good path exists between two typical vertex with length less
than kn, converges to zero as n → ∞. In addition with the bound on the bad paths this shows
that

P
(
distDCMn(d)(o1, o2) ≤ (1− ε)(

log log n

| log(γ(out) − 2)|
+

log log n

| log(γ(in) − 2)|
)

)
= o(1). (2.154)

Remember that γ(q) = τ (q) − δ(q), and we can take δ(q) > 0 arbitrary small. It follows that the
largest lower bound is

(1− ε)(
log log n

| log(γ(out) − 2)|
+

log log n

| log(γ(in) − 2)|
), (2.155)

which completes the proof of the claim.
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As the ε > 0 from the upper bound in Theorem 2.3.4 and the lower bound in Theorem 2.4.4
can be taken arbitrary small, this shows that the typical distances in the directed configuration
model are approximately

(
log log n

| log(γ(out) − 2)|
+

log log n

| log(γ(in) − 2)|
), (2.156)

which proves the claim of Theorem 1.5.4.
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Chapter 3

Fluctuation typical distances
directed configuration model

This section we will provide a proof for Theorem 1.6.5, which describes how the typical distances in
the truncated directed configuration model fluctuate with the size of the graph. We start Section
3.1 by coupling the the respective forward and backward breadth-first exploration of the starting
and target vertex with two independent branching processes. This will allow us to apply properties
of the branching processes to describe the growth rate of the neighborhoods. Then, in Section 3.2
we show the typical number of steps needed to go from the starting vertex to the outbound hub,
and from the inbound hub to the target vertex. In Section 3.3 we show that the combined number
of steps is likely not enough to reach the target vertex through any path. Then in Section 3.4 we
finish the proof by showing the typical distance from the outbound hub to the inbound hub.

3.1 Growth rate of the branching process

In Section 2 it is shown how the forward and backward breadth-first exploration can be coupled
with two independent branching processes, as long as the explored neighborhoods are disjoint. The

branching process coupled with the forward exploration has generation sizes (Z
(n;out)
k )k≥0, with

root distribution D
(out)
n and for the following generations offspring distribution D

∗(out)
n , defined

in (1.14). The backward exploration is coupled with the branching process with generation sizes

(Z
(n;in)
k )k≥0, with root distribution D

(in)
n and for the following generations offspring distribution

D
∗(in)
n , defined in (1.14). For two uniformly and independently chosen (typical) vertices v(out) and

v(in), let the simultaneous forward and backward exploration at time t contain all the vertices

at most distance t from C(out)
0 = v(out), and all the vertices with distance at most t towards

C(in)
0 = v(in). We will denote these respective clusters by C(out)

t and C(in)
0 . Hence, the coupling

from Corollary 2.2.2 shows that the simultaneous forward and backward neighborhood exploration

can be coupled to the independent pair ((Z
(n;out)
k )k≥0, (Z

(n;in)
k )k≥0). We will expand this coupling

result by showing it is possible to add the independent asymptotic forward and backward branching

processes with generation sizes (Z
(out)
k )k≥0 and Z

(in)
k )k≥0. The offspring distribution are simply

the asymptotic variant, as under Assumption 1.6.2 for both q ∈ {out, in} D
(q)
n → D(q) and

D
∗(q)
n → D∗(q).

Corollary 3.1.1. Consider the directed configuration model for which Assumptions 1.6.1 and
1.6.2 hold, and take r such that

|C(out)
r ∪ C(in)

r | ≤ min{n−β(in)
n (κ−δ), n−β(out)

n (κ−δ), n(1−β(out)
n (1+ε)−δ)/2, n(1−β(in)

n (1+ε)−δ)/2}, (3.1)
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for some δ > 0. Then (C(out)
r , C(in)

r ) can whp be coupled to two independent branching processes

(Z
(out)
k , Z

(in)
k )k≤r.

Proof. Note that Corollary 2.2.2 holds as long as dmax = maxu∈[n]{d
(in)
u , d

(out)
u } = o(n), which

is the case under the truncation from Assumption 1.6.1. So apply Corollary 2.2.2 to couple

(G
(out)
n (s), G

(in)
n (t))s+t∈N0

and (Z(out)
n (s),Z(in)

n (t))s+t∈N0
. Now let (Z(out)(s),Z(in)(t))s+t∈N0

de-
note the simultaneous tree-exploration of the forward and marked backward branching processes.
Here, (Z(out)(s),Z(in)(t)) denotes the graph after s tree-exploration steps on the forward branching
process, and t steps on the backward branching process. Our goal is to couple (Z(out)(s),Z(in)(t))s+t∈N0

with (Z(out)
n (s),Z(in)

n (t))s+t∈N0
, and thus by extension with (G

(out)
n (s), G

(in)
n (t))s+t∈N0

. On the
event that

(Ẑ(out)
n (s), Ẑ(in)

n (t))mn−1
s+t=0 = (Ẑ(out)(s), Ẑ(in)(t))mn−1

s+t=0, (3.2)

we construct the coupling step between the forward branching processes in the following way.

Given that the latest tree-explored vertex has offspring D
∗(out)
n = l, we apply the optimal coupling

that realizes the total variation defined in (1.47), between D
∗(out)
n and D∗(out). Namely

P
(
D∗(out) = l|D∗(out)

n = l
)
=

min{P(D∗(out)
n = l),P(D∗(out) = l)}
P(D∗(out)

n = l)
. (3.3)

So the coupling error of this step equals

P(D∗(out) ̸= D∗(out)
n ) = 1−

∑
l≥1

min{P(D∗(out)
n = l),P(D∗(out) = l)} = dTV (F

(out)
n , F (out)). (3.4)

With the Union bound we can bound the probability an error occurs between the coupling for any
of the mn steps by

mn max{dTV (F
(out)
n , F (out)), dTV (F

(in)
n , F (in))} ≤ mnn

−βnκ. (3.5)

Similarly we can couple the out-degree and in-degree d
(out)
v(out) and d

(in)
v(in) of the roots to two in-

dependent D(out) and D(in) with coupling error at most 2dTV (Fn, F ). Hence the coupling er-

ror between (Z(out)(s),Z(in)(t))s+t∈N0 and (Z(out)
n (s),Z(in)

n (t))s+t∈N0 converges to zero for mn =
o(nβnκ). Now note that under Assumption 1.6.1 the maximal out- and in-degree are less than

nβ
(out)
n (1+ε) and nβ

(in)
n (1+ε) for ε > 0. So the coupling error of Corollary 2.2.2 converges to zero for

mn = o(n(1−βn(1+ε))/2. This completes the proof of the claim.

To study the growth rate of the clusters C(out)
r and C(in)

r with r, we can now make use of some
known results about the growth rate of branching processes. We start by introducing the theorem
by Davies [7], describing the growth rate of an infinite-mean non-delayed branching process.

Theorem 3.1.2. (Growth rate of an infinite mean BP) Let (Z̃k)k≥0 be a non-delayed branching
process with offspring distribution Z1 = D∗ having distribution function F ∗. Suppose that there
exists a non-negative, non-decreasing function x 7→ γ(x) such that

x−(τ−2)−γ(x) ≤ [1− F ∗](x) ≤ x−(τ−2)+γ(x), (3.6)

where x 7→ γ(x) satisfies

1. x 7→ xγ(x) is non-decreasing,

2.
∫∞
0
γ(ee

x

)dx <∞.

Then (τ − 2)k log(Z̃k ∨ 1)
a.s.−−→ Ỹ as k → ∞, with P(Ỹ = 0) equal to the extinction probability

of (Z̃k)k≥0.
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Note that Davies’ theorem describes the growth of a non-delayed branching process, while the

coupled branching processes (Z
(out)
k )k≥0 and (Z

(in)
k )k≥0 are both delayed. Hence, the following

lemma expands the result of Davies’ theorem to describe the growth rate of the delayed branching
process.

Lemma 3.1.3. (Growth rate infinite mean delayed BP) Let (Zk)k≥0 denote the branching process
with root distribution D and offspring distribution D∗ for the following generations having distri-
bution function F ∗. Let Y be the limiting variable of (τ − 2)k log(Zk), for some τ ∈ (2, 3). Then
Y satisfies the distributional identity

Y = (τ − 2) max
1≤i≤D

Ỹi, (3.7)

where Ỹi are i.i.d. copies of the limiting random variable of the undelayed branching processes with
offspring distribution Fn.

Proof. Branching processes have the property that all the subtrees connected to the root are

themselves independently distributed undelayed branching processes, which we denote Ẑ
(i)
k−1 for

i ∈ [1, D]. Hence, for every k ≥ 1

Zk
d
=

D∑
i=1

Ẑ
(i)
k−1. (3.8)

Substituting this in the expression of our limiting variable gives

Y = lim
k→∞

(τ − 2)k log(Zk) = lim
k→∞

(τ − 2)k log(

D∑
i=1

Ẑ
(i)
k−1). (3.9)

We bound the right hand side of the equality from both sides by

(τ − 2)k log( max
i=1,...,D

Ẑ
(i)
k−1) ≤ (τ − 2)k log(

D∑
i=1

Ẑ
(i)
k−1)

≤ (τ − 2)k log(D max
i=1,...,D

Ẑ
(i)
k−1).

(3.10)

As (τ − 2) ∈ (0, 1) it follows that (τ − 2)k logD
P−→ 0, which leaves a similar bound on both sides.

Moreover, from the monotonicity of the logarithm, the order of taking the max and the logarithm
can be exchanged. So by applying Davis’ Theorem 3.1.2 to find the limiting random variable for

(τ − 2)k log(Ẑ
(i)
k−1) it follows from (3.9) and (3.10) that

Y = lim
k→∞

max
i=1,...,D

(τ − 2)Ŷ
(i)
k−1. (3.11)

By exchanging the order of taking the limit and the max, the proof of the claim follows.

Remember that the respective offspring distribution functions of the branching processes

(Z
(n;out)
k )k≥0 and (Z

(n;in)
k )k≥0 are F

(out)
n and F

(in)
n , with

F (out)
n (x) =

1

ln

∑
u∈[n]

d(in)u 1{d(out)u ≤ x}, F (in)
n (x) =

1

ln

∑
u∈[n]

d(out)u 1{d(in)u ≤ x}. (3.12)

Before we can apply Lemma 3.1.3, we show that the power-law Assumption 1.6.1 satisfies the
conditions of Davies’ Theorem 3.1.2.

Lemma 3.1.4. Let γ(x) = c(log x)γ−1, for some γ ∈ (0, 1) and c > 0. Then,

1. x 7→ xγ(x) is non-decreasing for all x ≥ 1,
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2.
∫∞
0
γ(ee

x

)dx <∞.

Proof. Note that γ(1) = 0 and

d

dx
c log(x)γ =

cγ

x
(log x)γ−1 > 0, x > 1, (3.13)

which shows that γ(x) is non-decreasing. Moreover, substituting u = log(x) with du = 1
xdx,∫ ∞

e

c log(x)γ−2

y
dy = c

∫ ∞

e

uγ−2 = [
uγ−1

b− 1
]∞e =

c

γ − 1
<∞. (3.14)

This shows that both γ(out) and γ(in) from Assumption 1.6.1 satisfy the conditions for Davies’
Theorem, such that the extended result can describes the growth rate of our branching processes.

Coupling neighborhood with branching process Following the approach of ([15], Section 2)
we want to apply the coupling to an as large as possible neighborhood for both the uniformly chosen

starting and target vertex v(out) and v(in). As the growth rate of the branching processes (Z
(out
k )k≥0

and (Z
(in
k )k≥0 can vastly differ, we will simply apply the coupling till one of the neighborhood sizes

approaches the limit from Corollary 3.1.1. Without loss of generality we assume that τ (out) > τ (in)

as we can simply exchange the labels if this is not the case. We will apply the coupling till the
first branching process reaches the size limit nδ

′
for δ′ = (τ (out) − 2)δ, where the

δ = min{n−β(in)
n κ, n−β(out)

n κ, n(1−β(out)
n (1+ε))/2, n(1−β(in)

n (1+ε))/2} (3.15)

is from Lemma 3.1.1. Let t(nδ
′
) = inf{k : Z

(out)
k ≥ nδ

′} denote the smallest number of steps, such

that the forward neighborhood of v(out) exceeds n
δ′ . Define the random variables

Y (out)
n = (τ (out) − 2)t(n

δ′ ) log(Z
(out)

t(nδ′ )
), Y (in)

n = (τ (in) − 2)t(n
δ′ ) log(Z

(in)

t(nδ′ )
). (3.16)

By rewriting the expression for Y
(out)
n , we obtain

t(nδ
′
) =

log(δ′/Y
(out)
n ) + log log(n)

| log(τ (out) − 2)|
− a(out)n + 1, (3.17)

where

a(out)n =

{
log(δ′/Y

(out)
n ) + log log(n)

| log(τ (out) − 2)|

}
, (3.18)

for which {x} = x−⌊x⌋. By substituting the expression (3.17) in (3.16) and some rearrangements
we find that the size of the last generation of the branching processes coupled with the forward
neighborhood of v(out) and backward neighborhood of v(in) are

Z
(out)

t(nδ′ )
= nδ

′(τ(out)−2)a
(out)
n −1

= m(out), (3.19)

and

Z
(in)

t(nδ′ )
= exp

Y (in)
n

(
δ′

Y
(out)
n

log n

) | log(τ(in)−2)|
| log(τ(out)−2)|

(τ (in) − 2)a
(out)
n −1

 = m(in). (3.20)

With the assumption that m
(in)
n ≤ m

(out)
n , the choice of δ′ ensures that the total size of the two

branching processes does not exceed nδ and the coupling stays accurate as we take larger sized
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graphs. Denote the coupled forward and backward explored neighborhoods as C(out)

t(nδ′ )
and C(in)

t(nδ′ )
.

As we shall study the typical distances based on these neighborhoods, we introduce the σ-algebra
generated by these induced subgraph as

Tδ′ = σ
(
C(out)

t(nδ′ )
∪ C(in)

t(nδ′ )

)
. (3.21)

We denote the probability conditioned on this sigma-algebra as

PT (·) = P(·|Tδ′), ET [·] = E[·|Tδ′ ], (3.22)

and say an event An holds PT -whp if P(An|Tδ′) → 1 as n→ ∞.

3.2 Number of steps towards the outbound and from the
inbound hubs

This section we will study the typical distance towards the highest order out-degree vertices
contained in the outbound hub, and the typical distance from the highest order in-degree vertices
contained in the inbound hub. More precisely, define the vertex sets

hub(out) := {u ∈ [n] : d(out)u ≥ l
β(out)
n (τ(out)−2)

n }

hub(in) := {u ∈ [n] : d(in)u ≥ l
β(in)
n (τ(in)−2)

n }.
(3.23)

For b
(out)
n , b

(out)
n , T(out) and T(in) as defined in (1.55) and (1.54), we shall prove that PT -whp both

distDCMn(d)(v(out),hub
(out)) = T(out) = −1 +

log log(l
β(out)
n

n )− log(Y
(out)
n )

| log(τ (out) − 2)|
− b(out)n

distDCMn(d)(hub
(in), v(in)) = T(in) = −1 +

log log(l
β(in)
n

n )− log(Y
(in)
n )

| log(τ (in) − 2)|
− b(in)n .

(3.24)

To do this this we shall follow the same steps as the proof of ([15], Proposition 2.1), which shows

a similar result for the undirected configuration model. We start from the neighborhoods C(out)

t(nδ′ )

and C(in)

t(nδ′ )
that are coupled with the branching processes. Then, in Section 3.2.1 provide an upper

bound, for which we segment the vertices for which the out- or in-degree is polynomial in n. In
section 3.2.2 we provide a matching lower bound by using path-counting techniques. This proof

will provide an upper bound on the out-degree of vertices that can be reached from C(out)

t(nδ′ )
in a

certain number of steps, and on the in-degree of vertices that can reach C(in)

t(nδ′ )
in a certain number

of steps.
To define the segments for the upper bound and the bounds on the in- and out-degree for the

lower bound, we shall make use of the functions

h(q)(x) := x
2C(q)

(τ(q)−2)η
(q)

(log x)η
(q)−1

= exp

{
2C(q)

(τ (q) − 2)η(q)
(log x)η

(q)

}
, (3.25)

with q ∈ {out, in}, for which the constant C(q) > 0 is from the power law Assumption 1.6.1 and
η(q) ∈ (γ(q), 1). This function is chosen such that

(
x

1

τ(q)−2

)−γ(q)(x
1

τ(q)−2 )

h(q)(x) → ∞,

(
x

1

τ(q)−2

)γ(q)(x
1

τ(q)−2 )

/h(q)(x) → 0,

(3.26)

as x → ∞. As we shall see in the following sections, this will allow us to obtain matching bound
on the distances, for which the difference becomes asymptotically small for large values of n.
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3.2.1 Upper bound distance to the outbound and from the inbound hub

To construct the path towards the outbound hub and from the inbound hub, we shall use a similar
approach as Section 5. Namely, we will prove the phenomenon discussed below Lemma 2.3.1,
that each high out-degree vertex is likely to have a neighbor with exponentially larger out-degree
and each high in-degree vertex is likely to be the neighbor of a vertex with exponentially larger
in-degree. We will show that the path created by these particular neighbors, creates a path to

and from the hubs for which we length can be bounded by T
(q)
n , for q ∈ {out, in}. Conditioning

on the neighborhoods C
(out)

t(nδ′ )
and C

(in)

t(nδ′ )
, we study paths starting from C

(out)

t(nδ′ )
and paths ending

in C
(in)

t(nδ′ )
. To construct the paths we segment the high in- and out-degree vertices into the layers

Γ
(q)
k := {v ∈ [n] : d(q)v ≥ u

(q)
k }, (3.27)

and choose u
(q)
k such that Γ

(q)
0 intersects C(q)

t(nδ′ )
. Using the function h(q) defined in (3.25), recurs-

ively define the minimal q-degrees of each layer Γ
(q)
k+1 by

u
(q)
k+1 =

(
u
(q)
k

h(q)(u
(q)
k )

) 1

(τ(q)−2)

, with u
(q)
0 =

(
mq

h(m
(q)
n )

) 1

(τ(q)−2)

, (3.28)

and u
(q)
−1 = m

(q)
n . Solving this recursion results in the expression

u
(q)
k = m(τ(q)−2)−(k+1)

q /

k+1∏
i=1

h(u
(q)
k−i)

(τ(q)−2)−i

. (3.29)

As these values will serve as a lower bound on the highest in- or out-degree vertices that can be
reached in t(nδ

′
) + k steps, let us take a closer look at these values. The first thing to notice is

that u
(q)
k ≤ m

(τ(q)−2)−(k+1)

(q) . We can apply this same inequality to obtain an upper bound for each

term of the product in the denominator of (3.29) and thus a lower bound on the whole expression.

First, we apply the inequality on h(q)(u
(q)
l ) to obtain the bound

h(q)(u
(q)
l ) = exp

{
2C(q)

(τ (q) − 2)η(q)
(log u

(q)
l )η

(q)

}
≤ exp

{
2C(q)

(τ (q) − 2)η(q)
(logm(τ(q)−2)−(l+1)

q )η
(q)

}
= exp

{
2C(q)(τ (q) − 2)−η(q)(l+1)

(τ (q) − 2)η(q)
(logmq)

η(q)

}
.

(3.30)

Applying this bound on each term of the product
(∏k+1

i=1 h(u
(q)
k−i)

(τ(q)−2)−i
)−1

, we can bound it

from below by

k+1∏
i=1

exp{−2C(τ (q) − 2)−η(q)(k−i+1)

(τ (q) − 2)η(q)
(logmq)

η(q)

(τ (q) − 2)−i}

≥exp

−
2C(q)

(
(τ (q) − 2)−(η(q)k+1) − (τ (q) − 2)η

(q)−k−2
)

Kη(τ (q) − 2)η(q)
(logmq)

η(q)


≥exp

{
−2C(q)(τ (q) − 2)−(k+1)

Kη(τ (q) − 2)η(q)
(logmq)

η(q)

}
,

(3.31)
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where Kη = 1− (τ (q) − 2)−(1−η(q)). Hence, we obtain the lower bound

u
(q)
k ≥ (m(q)

n )(τ
(q)−2)−(k+1)

exp

{
−2C(q)(τ (q) − 2)−(k+1)

Kη(τ (q) − 2)η(q)
(logmq)

η(q)

}
. (3.32)

Note as (τ (q)−2)−1 > 1 the exponent of the second factor is positive, but as m(q) tends to infinity

and η(q) ∈ (0, 1) we can see that for large n the second factor is of a smaller order than the first.

This shows that u
(q)
k ∼ m

(τ(q)−2)−(k+1)

q , as defined in (1.53).
Now let us study the connectivity between the layers defined in (3.27). For the first step,

we show that PT -whp the layer Γ
(q)
0 intersects the neighborhood C(q)

t(nδ′ )
. To do this, we use the

following lemma:

Lemma 3.2.1. Let Xi, i = 1, ...m be i.i.d. random variables from distribution F
(q)
n or F (q),

q ∈ {in, out}. Then, given that Assumption 1.6.1 is satisfied,

P
(

max
i=1,...,m

Xi < (
m

h(q)(m)
)

1

τ(q)−2

)
≤ exp

{
−exp{ C(q)

(τ (q) − 2)η(q)
log(m)η

(q)

}
}
. (3.33)

Proof. First, as each of the random variables are i.i.d., it follows that

P
(

max
i=1,...,m

Xi < (
m

h(q)(m)
)

1

τ(q)−2

)
≤ F (q)

n

(
(

m

h(q)(m)
)

1

τ(q)−2

)m

. (3.34)

Using the inequality 1 + x ≤ ex, leads to

F (q)
n

(
(

m

h(q)(m)
)

1

τ(q)−2

)m

=

(
1 + (F (q)

n

(
(

m

h(q)(m)
)

1

τ(q)−2

)
− 1))

)m

≤ exp

{
−m(1− F (q)

n

(
(

m

h(q)(m)
)

1

τ(q)−2

)}
.

(3.35)

Using the lower bound for [1 − F
(q)
n ](x) from Assumption 1.6.1 and the definition of h(q)(x) in

(3.25) gives

[1− F (q)
n ]

(
(

m

h(q)(m)
)

1

τ(q)−2

)
≥
(
(

m

h(q)(m)
)

1

τ(q)−2

)−(τ(q)−2)−γ(q)

(
( m

h(q)(m)
)

1

τ(q)−2

)

=
h(q)(m)

m
exp

{
−C(q) log((

m

h(q)(m)
)

1

τ(q)−2 )γ
(q)

}
=
h(q)(m)

m
exp

{
− C(q)

(τ (q) − 2)γ(q)
log(

m

h(q)(m)
)γ

(q)

}
≥ 1

m
exp

{
C(q)

(τ (q) − 2)η(q)
log(m)η

(q)

}
,

(3.36)

where the last inequality follows as η(q) > γ(q), such that (τ (q) − 2)−η(q)

> (τ (q) − 2)−γ(q)

. Using
this bound on the exponent of the RHS of (3.35) proves the bound (3.33)

The offspring distribution of each individual of the final generation of the coupled branching
processes are independent. Therefore, we can apply Lemma 3.2.1 with m = mq. As mq → ∞ with

n → ∞, the bound (3.33) converges to zero. From the definition of u
(q)
0 in (3.28) we obtain that

the event

{∃v ∈ C(q)

t(nδ′ )
: d(q)v ≥ u

(q)
0 } = {Γ(q)

0 ∩ C(q)

t(nδ′ )
̸= ∅}, (3.37)
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holds PT -whp. To show the segments construct a path to and from the hubs, it remains to prove

that all subsequent segments Γ
(q)
k−1 and Γ

(q)
k are connected, for all k up to

k∗(q) = sup{k : u
(q)
k ≤ lβ

(q)

n }. (3.38)

We will do this in the following lemma, where we prove that PT -whp, each v ∈ Γ
(out)
k−1 has a

neighbor in Γ
(out)
k , and each vertex v ∈ Γ

(in)
k is the neighbor of a vertex in Γ

(in)
k−1. Remember that

N (out)(A) denotes the set of neighboring vertices of the vertex set A, and N (in)(A) denotes the
set of vertices and have a neighbor in set A.

Lemma 3.2.2. Let Assumption 1.6.2, 1.4.2 and 1.6.1 be satisfied. Then, for k∗(out) and k∗(in) as

defined in (3.38), the events{
∀k ∈ [1, k∗(out)], v ∈ Γ

(out)
k−1 : N (out)(v) ∩ Γ

(out)
k ̸= ∅

}
, (3.39)

and {
∀k ∈ [1, k∗(in)], v ∈ Γ

(in)
k−1 : N (in)(v) ∩ Γ

(in)
k ̸= ∅

}
, (3.40)

both hold PT -whp.

Proof. We start by applying Lemma 2.3.1, which shows the probability that a vertex with out-

degree at least u
(out)
k−1 does not have a neighboring vertex in Γ

(out)
k , is bounded by

exp
{
−u(out)k−1 [1− F (out)

n ](u
(out)
k )

}
, (3.41)

and the probability that a vertex with in-degree at least u
(in)
k−1 is not the neighbor of any vertex in

Γ
(in)
k is bounded by

exp
{
−u(in)k−1[1− F (in)

n ](u
(in)
k )

}
. (3.42)

From the lower bound on [1−F
(q)
n ](x) from Assumption 1.6.1 and the definition of u

(q)
k in (3.28),

we can bound the exponents of (3.41) and (3.42) by

u
(q)
k−1[1− F (q)

n ](u
(q)
k ) ≥ u

(q)
k−1(u

(q)
k )−(τ(q)−2)exp{−C(q) log(u

(q)
k )γ

(q)

}

= h(q)(u
(q)
k−1)exp{−C

(q) log(u
(q)
k )γ

(q)

}.
(3.43)

Note u
(q)
k ≤ (u

(q)
k−1)

1

τ(q)−2 , such that from the definition of h(q) it follows that

u
(q)
k−1[1− F (q)

n ](u
(q)
k ) ≥ exp

{
2C(q)

(τ (q) − 2)η(q)
log(u

(q)
k−1)

η(q)

− C(q) log(u
(q)
k )γ

(q)

}
≥ exp

{
C(q)

(τ (q) − 2)
log(u

(q)
k−1)

η(q)

}
≥ exp

{
C̃(q)

(τ (q) − 2)k
log(m(q))η

(q)

}
,

(3.44)

for some C̃(q) > 0. By applying the bound (3.44) on the exponent of both (3.41) and (3.42), we

find that for all v(out) ∈ Γ
(out)
k−1 and v(in) ∈ Γ

(out)
k that

PT (N (out)(v(out)) ∩ Γ
(out)
k = ∅) ≤ exp

{
−exp{C̃(out)(τ (out) − 2)−k(log(m(out)

n )η
(out)

}
},

PT (N (in)(v(in)) ∩ Γ
(in)
k = ∅) ≤ exp

{
−exp{C̃(in)(τ (in) − 2)−k(log(m(in)

n )η
(in)

}
}
.

(3.45)

To complete the proof of the claim, note that even if we sum the RHS of (3.45) over all k ≥ 1, the
bound converges to zero as mq → ∞ with n→ ∞.

52 Ultra-small world phenomenon in the directed configuration model



CHAPTER 3. FLUCTUATION TYPICAL DISTANCES DIRECTED CONFIGURATION
MODEL

3.2. NUMBER OF STEPS TOWARDS THE OUTBOUND AND FROM THE INBOUND
HUBS

Lemma 3.2.1 and Lemma 3.2.2 show that PT -whp a path of length k∗(out) from the neighborhood

C(out)

t(nδ)
to layer Γ

(out)
k∗
(out)

, and a path of length k∗(in) from layer Γ
(in)
k∗
(in)

to C(in)

t(nδ)
exists. It remains to

find the value for both k∗(q), q ∈ {out, in}. From the definition of u
(q)
k in (3.28), the number of

steps towards the final layer Γ
(in)
k∗
(out)

is equivalent to

k∗(out) = −1 +
log
(
β
(out)
n log(ln)/(δ

′(τ (out) − 2)an−1 log(n))
)

| log(τ (out) − 2)|
− b(out)n , (3.46)

where b
(out)
n is the fractional of its previous term. Using the value of a

(out)
n and that {x−1+{y}} =

{x+ y}, yields

b(out)n =

{
log(β

(out)
n /Y

(out)
n ) + log log(ln)

| log(τ (out) − 2)|

}
. (3.47)

Taking ν = | log(τ(in)−2)|
| log(τ(out)−2)| , we similarly find that the number of steps from Γ

(in)
k∗
(in)

equals

k∗(in) = −1 +
log
(
β
(in)
n log(ln)/

(
Y

(in)
n

(
δ′

Y
(out)
n

log n
)ν

(τ (in) − 2)a
(out)
n −1

))
| log(τ (in) − 2)|

− b(in)n , (3.48)

with

b(in)n =

{
log log(l

β(in)
n

n )− log(Y
(in)
n )

| log(τ (in) − 2)|

}
. (3.49)

From the definition of u
(q)
k it follows that the segment Γ

(q)
k∗
(q)

contains vertices with q−degree at

least u
(q)
k∗
(q)

∼ l
(τ(q)−2)b

(q)
n

n . Denoting the length of the path of vertex o(out) to the outbound hub as

T
(out)
n and the path from the inbound hub to o(in) as T

(in)
n we find that

T (q)
n = t(nδ

′
) + k∗(q) = −1 +

log log(l
β(q)
n

n )− log(Y
(q)
n )

| log(τ (q) − 2)|
− b(q)n , (3.50)

for q ∈ {out, in}. This shows that

distDCMn(d)(v(out),hub
(out)) ≤ T(out)

distDCMn(d)(hub
(in), v(in)) ≤ T(in).

(3.51)

3.2.2 Lower bound on distance towards the outbound and from the
inbound hub

This section we will provide a matching lower bound on the typical distances to or from the out-
and inbound hub, by providing an upper bound on the out- and in-degrees of vertices at a certain
distance from a typical vertex. To do this, we again use the function h(q) defined in (3.25), to
recursively define

û
(q)
k+1 = (û

(q)
k h(q)(û

(q)
k ))

1

τ(q)−2 , û
(q)
0 = (mqh

(q)(m(q)))
1

τ(q)−2 . (3.52)

Note that as we multiply with h(q) instead of dividing, the values of û
(q)
k grow faster than u

(q)
k ,

defined in (3.28). We will use the same path counting techniques that were applied in Section 6 to

show that it is unlikely there is a vertex with q-degree û
(q)
k that is k steps from (q = out) or k steps

towards (q = in) the neighborhood C(q)

t(nδ′ )
. Remember that BP(out)

k (u) defined in (2.120), denotes
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the set of ”bad” paths ((π0, t0), (π1, s1, t1), . . . , (πk−1, sk−1, tk−1), (πk, sk)) such that d
(out)
πs < û

(out)
s

for all s < k and d
(out)
πk ≥ û

(out)
k , and that BP(in)

k (u) is the set of paths that is truncated on the

in-degree in the opposite direction, such that d
(in)
πk−s < û

(in)
s for all s < k and d

(in)
π0 ≥ û

(in)
k . Define

BP(out)
k =

⋃
v∈C(out)

t(nδ′ )

BP(out)
k (v), BP(in)

k =
⋃

v∈C(in)

t(nδ′ )

BP(in)
k (v), (3.53)

denoting the respective set of bad paths starting in a free outbound half-edge of C(out)

t(nδ′ )
or ending

in a free inbound half-edge of C(in)

t(nδ′ )
. With the following lemma we shall show it is unlikely such

a bad path exist.

Lemma 3.2.3. Let Assumptions 1.4.2, 1.6.1, and 1.6.2 be satisfied. Then, for both q ∈ {out, in}

PT

(
∃k ∈ [0, k

(q)
∗ ] : BP(q)

k ̸= ∅
)
≤ exp{−C log(mq)

η(q)

}, (3.54)

for some constant C > 0.

Proof. Before we start with counting the number of paths, we need to consider the O(nδ(τ
(out)−2))

in- and outbound half-edges that have already been paired for the construction of both C(out)

t(nδ′ )

and C(in)

t(nδ′ )
. Denoting the remaining number of out- or inbound half-edges by l∗n, it is easy to see

from the neighborhood sizes (3.19) and (3.20) that l∗n = ln(1− oP(1)). Taking the number of used
half-edges into consideration, we can apply the same path counting methods as used in Lemma
2.4.2 to obtain for p, q ∈ {out, in} with p ̸= q the bounds

ET

[
|BP(q)

k |
]
≤

∑
π0∈C(q)

t(nδ′ )

d(q)π0
e

k2

l∗n
∑

πk:d
(q)
πk

>û
(q)
k

d
(p)
πk

l∗n
×

k−1∏
i=1

∑
πi:d

(q)
πi

≤û
(q)
i

d
(out)
πi d

(in)
πi

l∗n
. (3.55)

Replacing the l∗n in the denominators of (3.55) with ln causes an error of at most

1 +O(nδ
′(τ(out)−2)−1)k ≤ exp{knδ

′(τ(out)−2)−1}, (3.56)

which tends to 1 as n → ∞ for any k = O(log log n) as δ′(τ (out) − 2) < 1. After this replacement
the expression closely resembles (2.128), such that we can apply Lemma 2.4.2 to obtain

ET

[
|BP(q)

k |
]
≤

∑
π0∈C(q)

t(nδ′ )

d(q)π0
ek

2/l∗n [1− F (q)
n ](û

(q)
k )×

k−1∏
l=1

∑
πi:d

(q)
πi

≤û
(q)
i

d
(out)
πi d

(in)
πi

ln
(1 + o(1)). (3.57)

We can bound [1−F (q)
n ](û

(q)
k ) using our Assumption 1.6.1, for the remaining factors we will provide

bounds with the following lemma:

Lemma 3.2.4. Let
(
D

∗(q)
n,i

)m
i=1

be i.i.d. random variables from distribution F
(q)
n or F (q). Then,

under Assumption 1.6.1

P

(
m∑
i=1

D
∗(q)
n,i ≥ (mh(q)(m))

1

(τ(q)−2)

)
≤ (

2

3− τ (q)
+ 1)exp

{
− C

(τ (q) − 2)γ(q)
log(m)γ

(q)

}
. (3.58)

Moreover, for all sequences yn → ∞ and n large enough

∑
π:d

(q)
π ≤yn

d
(out)
π d

(in)
π

ln
≤ 2

3− τ (q)
y3−τ(q)+C(q)(log yn)

γ(q)−1

n . (3.59)
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Proof. Denoting M
(q)
m := (mh(q)(m))

1

τ(q)−2 it follows from the union bound that

P(
m∑
i=1

D
∗(q)
n,i ≥M (q)

m ) ≤P(∃i ≤ m : D
∗(q)
n,i ≥M (q)

m )

+ P(
m∑
i=1

D
∗(q)
n,i 1{D

∗(q)
n,i ≤M (q)

m } ≥M (q)
m ).

(3.60)

For the first probability on the RHS it follows from the upper bound of Assumption 1.6.1 and the
union bound that

P(∃i ≤ m : D
∗(q)
n,i ≥M (q)

m ) ≤ m[1− F (q)
n ](M (q)

m ) ≤ m(M (q)
m )−(τ(q)−2)+γ(q)(M(q)

m )

=
1

h(q)(m)
exp

{
C(q)

(τ (q) − 2)γ(q)
log(mh(q)(m))γ

(q)

}
.

(3.61)

For the second probability on the RHS of (3.60) we first apply Markov’s inequality

P(
m∑
i=1

D
∗(q)
n,i 1{D

∗(q)
n,i ≤M (q)

m } ≥M (q)
m ) ≤

mE[D∗(q)
n,i 1{D

∗(q)
n,i ≤M

(q)
m }]

M
(q)
m

, (3.62)

where the summation becomes a multiplication by the number of terms due to the independence
of the random variables. Next, we use the standard method to relate the expectation of a random
variable to its tail distribution, namely

E[D∗(q)
n,i 1{D

∗(q)
n,i ≤M (q)

m }] =
M(q)

m∑
j=1

jP(D∗(q)
n,i = j) =

M(q)
m∑

j=1

j∑
s=1

P(D∗(q)
n,i = j)

=

M(q)
m∑

s=1

M(q)
m∑

j=s

P(D∗(q)
n,i = j) =

M(q)
m∑

s=1

F (q)
n (M (q)

m )− F (q)
n (s− 1)

≤
M(q)

m∑
s=1

[1− F (q)
n ](s− 1) ≤

M(q)
m∑

s=0

[1− F (q)
n ](s)

≤
M(q)

m∑
s=0

s−(τ(q)−2)+γ(q)(s),

(3.63)

where the last inequality follows from Assumption 1.6.1. As sγ
(q)(s) is slowly varying with s and

M
(q)
m → ∞ for n → ∞, we are able to apply the direct half of Karamata’s Theorem ([2], Prop

1.5.9) to bound the RHS of (3.63) by

E[D∗(q)
n,i 1{D

∗(q)
n,i ≤M (q)

m }] ≤ 2

3− τ (q)
(M (q)

m )3−τ(q)+γ(q)(M(q)
m ), (3.64)

which proves the bound (3.59). Applying this bound to the RHS of (3.62), and adding (3.61), we
obtain

P(
m∑
i=1

D
∗(q)
n,i ≥M (q)

m ) ≤ (
2m

3− τ (q)
+m)(M (q)

m )2−τ(q)+γ(q)(M(q)
m )

= (
2

3− τ (q)
+ 1)

1

h(q)(m)
exp

{
C(q)

(τ (q) − 2)γ(q)
log(mh(q)(m))γ

(q)

}
≤ (

2

3− τ (q)
+ 1)exp

{
− C(q)

(τ (q) − 2)γ(q)
log(m)γ

(q)

}
,

(3.65)

which is the claim of the Lemma.
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As mq → ∞ with n→ ∞, Lemma 3.2.4 shows that the event En :=
{∑mq

i=1D
∗(q)
i ≤ û

(q)
0

}
holds

PT -whp. Conditioning on this event and applying the bounds (3.59) and the upper bound form
Assumption 1.6.1 on (3.57) yields

ET

[
|BP(q)

k ||En
]
≤ û

(q)
0 (û

(q)
k )−(τ(q)−2)+γ(q)(û

(q)
k )

k−1∏
l=1

2(û
(q)
l )3−τ(q)+γ(q)(û

(q)
l )

3− τ (q)
. (3.66)

Using the definition of û
(q)
k in (3.52) it can be shown that û

(q)
l (û

(q)
l+1)

3−τ(q)

h(q)(û
(q)
l ) = û

(q)
l+1, and

that

û
(q)
0 (û

(q)
k )2−τ(q)

h(q)(û
(q)
k−1)

k−1∏
l=1

(û
(q)
l )3−τ(q)

h(q)(û
(q)
l−1) = 1. (3.67)

Applying this equality for the bound (3.66) we obtain

ET

[
|BP(q)

k ||En
]
≤

k−1∏
l=0

2

3− τ (q)
(û

(q)
l+1)

γ(q)(û
(q)
l+1)

h(q)(û
(q)
l )

≤ 2

3− τ (q)

k−1∏
l=0

exp

{
− C(q)

(τ (q) − 2)η(q)
log(û

(q)
l )η

(q)

}

≤ 2

3− τ (q)
exp

{
−C(q)

k−1∑
l=0

(τ (q) − 2)−η(q)(l+2) log(mq)
η(q)

}
,

(3.68)

where the last inequality follows from û
(q)
k ≥ m

(τ(q)−2)−(k+1)

q as seen in definition (3.52). As

(τ (q) − 2)−η(q)

> 1 the summation in the exponent is of the order (τ (q) − 2)−kη(q)

(logm(q))
η(q)

. So

by Markov’s inequality there exists a constant C̃(q) > 0 such that

PT

(
∃k > 0 : BP(q)

k ̸= ∅
)
≤

∞∑
k=1

ET

[
|BP(q)

k |
]
≤ exp

{
−C̃(q)(logmq)

η(q)
}
→ 0, (3.69)

as n → ∞ as mq → ∞. Note that for k = 0, the probability that there is a bad path is simply
the event that there exists a vertex in the last generation of the branching process coupled with

C(q)

t(nδ′ )
with degree at least û

(q)
0 , for which we have shown a bound in Lemma 3.2.4. Merging this

error term with the RHS of (3.69) finishes the proof of the Lemma 3.2.3.

Conditioned on the event
{
∀k ∈ [0, k∗q ] : BP

(q)
k = ∅, q ∈ {out, in}

}
, which Lemma 3.2.3 shows

it holds PT -whp, the value of û
(out)
i is an upper bound on the out-degree of vertices t(nδ

′
)+ i steps

from v(out), and the value û
(in)
i an upper bound on the in-degree of vertices t(nδ

′
)+ i steps towards

v(in). We now have all have shown all the bounds that we need to proof the typical distance to
the outbound and from the inbound hub, described in the following Lemma:

Lemma 3.2.5. (Distance to the outbound and from the inbound hubs) Consider the directed
configuration model on n vertices that satisfies Assumptions 1.3.2, 1.4.2 and 1.6.1. Then, for a
uniformly chosen vertices v(out) and v(in), both

distDCMn(d)(v(out),hub
(out)) = T(out) = −1 +

log log(l
β(out)
n

n )− log(Y
(out)
n )

| log(τ (out) − 2)|
− b(out)n , (3.70)

and

distDCMn(d)(hub
(in), v(in)) = T(in) = −1 +

log log(l
β(in)
n

n )− log(Y
(in)
n )

| log(τ (in) − 2)|
− b(in)n , (3.71)
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hold PT -whp. Consequently, P-whp there is a vertex v∗(out) ∈ hub(out) at distance T(out) from v(out)

and a vertex v∗(in) ∈ hub(in) with distance T(in) towards v(in), such that

d
(out)
v∗
(out)

∼ l
β(out)
n (τ(out)−2)b

(out)
n

n , d
(in)
v∗
(in)

∼ l
β(in)
n (τ(in)−2)b

(in)
n

n , (3.72)

while this is not case for vertices at other distances.

Proof. Define

k̂
(q)
∗ := inf{k : û

(q)
k ≥ l

β(q)
n (τ(q)−2)

n }, (3.73)

which is similar to the definition of k
(q)
∗ in (3.38), by the super exponential growth of û

(q)
k by

powers of 1/(τ (q) − 2). We have already shown the upper bound for the distances in (3.51). To

show the matching lower bound, it remains to show that k
(q)
∗ = k̂

(q)
∗ holds PT -whp. We do this

by showing that similarly to u
(q)
k , it also holds that û

(q)
k ∼ m

(τ(q)−2)−(k+1)

q . Solving the recursion

of û
(q)
k in (3.52) leads to the expression

û
(q)
k = m(τ(q)−2)−(k+1)

q

k+1∏
i=1

h(q)(û
(q)
k−i)

(τ(q)−2)−i

. (3.74)

To obtain a bound for the product, note that h(q)(û
(q)
k−i)

(τ(q)−2)−i

equals

exp

 2C(q)

(τ (q) − 2)η(q)+i

(
log((û

(q)
k−i−1)

1

τ(q)−2 ) +
2C(q)

(τ (q) − 2)
log((û

(q)
k−i−1)

1

τ(q)−2 )η
(q)

)η(q)
 . (3.75)

After some rewriting we can express this as

exp

 2C(q)

(τ (q) − 2)η(q)+i

(
log((û

(q)
k−i−1)

1

τ(q)−2 ) +
2C(q)

(τ (q) − 2)
log((û

(q)
k−i−1)

1

τ(q)−2 )η
(q)

)η(q)
 . (3.76)

Repeat this same rewriting process (i− k − 1) times results in the expression

exp

2C(q) log((û
(q)
0 )

1

(τ(q)−2)k−i )η
(q)

(τ (q) − 2)η(q)+i

k−i−1∏
l=0

(
1 +

2C(q)

(τ (q) − 2)
log((û

(q)
l )

1

τ(q)−2 )η
(q)−1

)η(q)
 . (3.77)

Taking û
(q)
−1 = mq and using the definition of û

(q)
0 show that h(q)(û

(q)
k−i)

(τ(q)−2)−i

equals

exp


2C(q) log

(
m

1

(τ(q)−2)
q

)η(q)

(τ (q) − 2)η(q)(k−i+1)+i

k−i−1∏
l=−1

(
1 +

2C(q)

(τ (q) − 2)
log((û

(q)
l )

1

τ(q)−2 )η
(q)−1

)η(q)

 . (3.78)

As η(q) − 1 < 0 and û
(q)
l tends to infinity as n → ∞ it follows that term of the product can

approximate 1 arbitrary close from above, by taking n large enough. So for some constant C > 0

we can bound
∏k+1

i=1 h
(q)(û

(q)
k−i)

(τ(q)−2)−i

by

exp


C log

(
m

1

(τ(q)−2)
q

)η(q)

(τ (q) − 2)k+1

k∑
i=0

1

(τ (q) − 2)i(η(q)−1)

 , (3.79)
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which again can be bounded for some constant C̃ > 0 by

exp

 C̃

(τ (q) − 2)k+1
log

(
m

1

(τ(q)−2)
q

)η(q)
 . (3.80)

The bound (3.80) shows that the product in (3.74) is of a much smaller order than m
(τ(q)−2)−(k+1)

q ,

where mq → ∞ as n→ ∞. It thus follows that û
(q)
k ∼ m

(τ(q)−2)−(k+1)

q , from which we can conclude

that k
(q)
∗ = k̂

(q)
∗ PT -whp. This concludes the proof of Lemma 3.2.5.

3.3 Early meeting is unlikely

For the lower bound of the typical distance in Theorem 1.6.5, we show that the neighborhoods

C(out)

T
(out)
n

and C(in)

T
(in)
n

are PT -whp disjoint.

Lemma 3.3.1. Consider the directed configuration model with n vertices that satisfies Assumption
1.3.2, 1.4.2 and 1.6.1. Then, the event{

C(out)

T
(out)
n

∩ C(in)

T
(in)
n

= ∅
}

(3.81)

holds PT -whp. Moreover, let H(out)(C(out)

T
(out)
n

) denote the number of outbound half-edges attached to

vertices of C(out)

T
(out)
n

and H(in)(C(in)

T
(in)
n

) the number of inbound half-edges attached to vertices in C(in)

T
(in)
n

.

Then, PT -whp

H(out)(C(out)

T
(out)
n

) ∼ l
β(out)
n (τ(out)−2)b

(out)
n

n , H(in)(C(in)

T
(in)
n

) ∼ l
β(in)
n (τ(in)−2)b

(in)
n

n . (3.82)

Proof. We will prove the claim under the condition that the event

NoBad =
{
∀k ∈ [0, k∗q ] : BP

(q)
k = ∅, q ∈ {out, in}

}
(3.83)

holds for both q ∈ {out, in}, which Lemma 3.2.3 shows it will happen PT -whp. As for any
event A it holds that PT (·) ≥ PT (·|NoBad)PT (NoBad), it is enough to show that the event
(3.81) holds PT -whp, conditioned on the event NoBad. To obtain a bound on the probability
the neighborhoods intersect, we start by calculating the number of free outbound half-edges in

C(out)

T
(out)
n −l1

, denoted by H(out)(C(out)

T
(out)
n −l1

), and the number of free inbound half-edges in C(in)

T
(in)
n −l2

,

denoted by H(in)(C(in)

T
(in)
n −l2

), for each l1 ∈ [k∗(out)] and l2 ∈ [k∗(in)]. For this we will make use of the

following paths:

Definition 3.3.2. (Open paths) An open-ended path of length k is defined as the sequence

((π0, s0), (π1, t1, s1), . . . , (πk, sk, tk)), (3.84)

for which πi denotes the i’th vertex along the path, and ti the label of the outbound half-edge
attached the vertex πi, that is paired with the inbound half-edge with label si+1, attached to vertex
πi+1. Similarly, an open-starting path is defined as the sequence

((π0, t0, s0), (π1, t1, s1), . . . , (πk, sk)). (3.85)

These paths are self-avoiding, meaning that πi ̸= πj for all i ̸= j.
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These open-ended and open-starting paths look similar to the directed paths defined in Defin-
ition 2.4.1. The difference is that for the k-length open-ended paths the outbound half-edge
attached to the last vertex in the path remains unpaired, and similarly the first inbound half-
edge for the k-length open-starting paths. As it is likely that there are multiple paths of length

T
(out)
n − l that can be taken from vertex v(out) to the vertex attached to a particular free outbound

half-edge, and similarly paths of length T
(in)
n − l from some vertex attached to a particular free

inbound half-edge to the vertex v(in), the number of these of open paths serve as an upper bound

for H(out)(C(out)

T
(out)
n −l1

) and H(in)(C(in)

T
(in)
n −l2

).

By using these open paths as upper bounds on the available out- or inbound half-edges, we will

be able to approach the proof with our familiar path-counting techniques. Let R(out)
k (A) denote

the set, and R
(out)
k (A) the number of k-length open ended paths starting from a vertex in set A.

Similarly, let R(in)
k (A) denote the set and R

(in)
k (A) the number of k-length open-starting paths

ending at a vertex in set A. As T
(q)
n = t(nδ) + k

(q)
∗ we obtain for any k ≤ k

(q)
∗ the bound

H(q)
(
C(q)

T
(q)
n −l

)
≤ R

(q)

k
(q)
∗ −l

(
C(q)

t(nδ)

)
. (3.86)

Conditioned on the event NoBad from (3.83), the value of û
(out)
k in (3.52) bounds the out-degree

of any vertex at most distance t(nδ
′
) + k from vertex v(out) and similarly the û

(in)
k bounds the

in-degree of any vertex at most distance t(nδ
′
)+k towards vertex v(in). When counting the number

of open-ended or open-starting paths we can use similar path counting arguments as we used to
obtain the bound for the bad paths in (3.55). The difference is that the out-degree of the final
vertex in the open-ended paths and the in-degree of the first vertex for the open-starting paths
need to be taken into consideration. This is resolved quickly by replacing the last term in (3.55)

with an additional term d
(in)
πk d

(out)
πk in the second factor, i.e. we obtain

E[R(q)

k
(q)
∗ −l

(
C(q)

t(nδ)

)
|NoBad] ≤ ek

(q)
∗ /ln

∑
v∈C(q)

t(nδ′ )

d(q)v

k(q)
∗ −l∏
i=1

 ∑
πi:d

(q)
πi

≤û
(q)
i

d
(in)
πi d

(out)
πi

ln

 . (3.87)

Note that each l∗n = ln(1 − oP(1)) in the denominator is replaced by ln, which leads to an error

which tends to one as n → ∞. Remember that we paired both C(q)

t(nδ)
with a branching process,

for which the number of offspring for each individual of the last generation is i.i.d.. As all the
free outbound or inbound half-edges of these neighborhoods belong to the individuals of the final
generation, we can apply Lemma 3.2.4 to PT -whp bound the first summation factor of (3.87) by

û
(q)
0 . To bound each term of the product, we apply the bound from (3.59) to obtain

ET [R
(q)

k
(q)
∗ −l

(
C(q)

t(nδ)

)
|NoBad] ≤ ek

(q)
∗ /ln û

(q)
0

k(q)
∗ −l∏
i=1

2(û
(q)
i )−(τ(q)−3)+γ(q)(û

(q)
i )

3− τ (q)
. (3.88)

Using the equality û
(q)
l (û

(q)
l+1)

3−τ(q)

h(q)(û
(q)
l ) = û

(q)
l+1, this bound equals

ET [R
(q)

k
(q)
∗ −l

(
C(q)

t(nδ)

)
|NoBad] ≤ ek

(q)
∗ /ln

2û
(q)

k
(q)
∗ −l

3− τ (q)

k(q)
∗ −l−1∏
i=0

(û
(q)
i+1)

γ(q)(û
(q)
i+1)

h(q)(û
(q)
i )

. (3.89)

Applying Markov’s inequality in addition with the union bound we obtain

PT

(
∃l ∈ [0, k

(q)
∗ ] : H(q)(C(q)

T
(q)
n −l

) ≥ û
(q)

k
(q)
∗ −l

|NoBad
)
≤ 2ek

(q)
∗ /ln

3− τ (q)

k(q)
∗∑

l=0

k(q)
∗ −l−1∏
i=0

(û
(q)
i+1)

γ(q)(û
(q)
i+1)

h(q)(û
(q)
i )

.

(3.90)
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We have shown in (3.46) and (3.48) that k
(q)
∗ is a tight random variable, and as ln = nE[D(q)

n ] is
of order n the first term is of order (1 + oP(1)). For the summation in (3.90) the bound shown in
(3.69) is applied to obtain

PT

(
∃l ∈ [0, k

(q)
∗ ] : H(q)(C(q)

T
(q)
n −l

) ≥ û
(q)

k
(q)
∗ −l

|NoBad
)
≤ C̃(q)exp

{
−C̃(q)(logm(q))η

(q)
}
. (3.91)

We will use this bound to show that C(out)

T
(out)
n

and C(in)

T
(in)
n

are PT -whp disjoint in the following way. As

H(out)(C(out)

T
(out)
n −l

) is largest for l = 0, we will expand the forward exploration of v(out) till this point.

Next, we look at the number of free inbound half-edgesH(in)(C(in)

t(nδ′+1
), H(in)(C(in)

t(nδ′+2
), . . . ,H(in)(C(in)

T
(in)
n

)

of the backward exploration neighborhood of v(in) step by step, and at each of these steps we will

look or any of the free inbound half-edges are paired with any of the H(out)(C(out)

T
(out)
n

) outbound

half-edges. As the probability that there is a connection before or at time T
(in)
n − l has the same

order of magnitude as the probability there is a connection at time T
(in)
n − l, it is enough to cal-

culate if the latter is the case for any l ∈ [0, k
((in))
∗ ]. Given H(out)(C(out)

T
(out)
n

) and H(in)(C(in)

T
(in)
n −l

), we

use the union bound to find the probability is at most

PT

(
C(out)

T
(out)
n

↔ C(in)

T
(in)
n −l

|H(C(out)

T
(out)
n

), H(C(in)

T
(in)
n −l

)
)
≤
H(C(out)

T
(out)
n

)H(C(in)

T
(in)
n −l

)

ln(1− oP(1))
. (3.92)

Denote the event

Dn :=
{
H(q)(C(q)

T
(q)
n −l

) ≤ û
(in)

k
(q)
∗ −l

,∀l ∈ [0, k
(q)
∗

}
, (3.93)

for which we know from (3.91) that it holds PT -whp. Using the definition of û
(q)
k in (3.52) and

the expression we found for k
(q)
∗ in (3.46) and (3.48), we obtain

P
(
C(out)

T
(out)
n

∩ C(in)

T
(in)
n

̸= ∅|Dn

)
≤

û
(out)

k
(out)
∗

ln(1− oP(1))

k(in)
∗∑
l=1

û
(in)

k
(in)
∗ −l

≤ l
β(out)
n (τ(out)−2)b

(out)
n −1

n

k(in)
∗∑
l=1

l
β(in)
n (τ(in)−2)b

(in)
n +l

n .

(3.94)

The bound on the RHS of (3.94) converges to zero for

β(out)
n (τ (out) − 2)b

(out)
n + β(in)

n (τ (in) − 2)b
(in)
n +1 < 1. (3.95)

Note that the expression on the RHS is at most β
(out)
n +β

(in)
n (τ (in)−2), which we assumed to have

a smaller value than 1. This proves that the neighborhoods C(out)

T
(out)
n

and C(in)

T
(in)
n

are PT -whp disjoint,

confirming the claim of the lemma.

3.4 Typical graph distances

Before we continue with the proof of typical distances in the directed configuration model shown
in Theorem 1.6.5, let us recap what we have shown so far. From Lemma 3.2.5 we know that
PT -whp (defined below (3.22)) there is a vertex v∗(out) at distance

T(out) = −1 +

⌊
log log(l

β(out)
n

n )− log(Y
(out)
n )

| log(τ (out) − 2)|

⌋
(3.96)
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from the typical vertex v(out) with out-degree d
(out)
v∗
(out)

∼ l
β(out)
n (τ(out)−2)b

(out)
n

n , and a vertex v∗(in) with

distance

T(in) = −1 +

⌊
log log(l

β(in)
n

n )− log(Y
(in)
n )

| log(τ (in) − 2)|

⌋
(3.97)

towards the typical vertex v(in) with in-degree d
(in)
v∗
(in)

∼ l
β(in)
n (τ(in)−2)b

(in)
n

n . In Lemma 3.3.1 we have

shown that the neighborhoods C(out)
T(out)

and C(in)
T(in)

are PT -whp disjoint. To complete the proof

for the typical distances from Theorem 1.6.5, it thus remains to show the distance from C(out)
T(out)

towards C(in)
T(in)

. As usual, the proof follows by providing an upper bound by showing the existence

of a certain path, and a matching lower bound which is found with our familiar path-counting
techniques. As the lower bound is easier in this case, we will start with this part.

Before we start counting paths, we show that even considering the out- and inbound half-edges

used to construct both C(q)
T(q)

, that l∗n = ln(1− oP(1)) still applies for the number of remaining in-

or outbound half-edges. This follows from the event Dn from (3.93), for which we have shown it
holds PT -whp. This means we can bound the number of unavailable out- or inbound half-edges by

the sum of ∼ û
(q)
k over all k ≤ k

(q)
∗ and q ∈ {out, in}. Note that the highest order terms in these

sums are û
k
(q)
∗

∼ l
β(q)
n (τ(q)−2)b

(q)
n

n . As β
(q)
n < 1 and (τ (q) − 2)b

(q)
n ≤ 1, this shows that the property

still applies. Hence we can easily apply our familiar path counting techniques for the number of

paths starting at any of the H(out)(C(out)
T(out)

) free outbound half-edges in C(out)
T(out)

or ending at any

of the H(in)(C(in)
T(in)

) free inbound half-edges in C(in)
T(in)

. Let Nz(C(out)
T(out)

, C(in)
T(in)

) denote the number of

paths of length z+1, thus passing z vertices, from C(out)
T(out)

towards C(in)
T(in)

. The expression obtained

from the path counting is similar to (3.55), but the in- and out-degree of the vertices along the
path have no restrictions. Thus, we obtain

ET [Nz

(
C(out)
T(out)

, C(in)
T(in)

)
|NoBad]

≤ ez
2/ln

∑
π0∈C(out)

T
(out)
n

d(out)π0

z∏
i=1

 ∑
πi∈[n]

d
(in)
πi d

(out)
πi

l∗n

 ∑
πz+1∈C(in)

T
(in)
n

d(in)π3
.

(3.98)

The first and last summation already have bounds, shown in Lemma 3.3.1. To obtain a bound for
the remaining summation we will use the restrictions on the in- and out-degree from Assumption

1.6.1, from which the highest order out- and in-degrees are l
β(out)
n

n and l
β(in)
n

n . Depending whether
we restrict the in- out out-degrees, we can apply (3.59) from Lemma 3.2.4 to get

∑
πi∈[n]

d
(in)
πi d

(out)
πi

ln
=

∑
πi∈[n]

d(q)
πi

≤lβ
(q)
n

n

d
(in)
πi d

(out)
πi

ln
≤ l

β(q)
n (3−τ(q))+γ(q)(lβ

(q)
n

n )
n ∼ l

β(q)
n (3−τ(q))

n . (3.99)

Assumption 1.6.1 has the condition that β
(out)
n (3− τ (out)) = β

(in)
n (3− τ (in)), such that it does not

make much of a difference which type of half-edge we restrict. For ease of notation, we define
”<∼ x” to mean ”less than x times a factor at most exp{± log(x)θ} for some θ ∈ (0, 1)”. Applying
the bound from Lemma 3.3.1 and (3.99) shows that

ET [Nz

(
C(out)
T(out)

, C(in)
T(in)

)
|NoBad] <∼ l−1

n l
β(out)
n (τ(out)−2)b

(out)
n

n l
zβ(q)

n (3−τ(q))
n l

β(in)
n (τ(in)−2)b

(in)
n

n . (3.100)

With Markov’s inequality, we can bound the probability of the event that at least one path of
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length z + 1 or less exists from C(out)
T(out)

to C(in)
T(in)

by

PT

(
dist

(
C(out)
T(out)

, C(in)
T(in)

)
≤ z + 1|NoBad

)
<∼ l

−1+β(out)
n (τ(out)−2)b

(out)
n +zβ(q)

n (3−τ(q))+β(in)
n (τ(in)−2)b

(in)
n

n .

(3.101)

To obtain a lower bound for the distance between the neighborhoods, we want to find the smallest
value for z such that the bound (3.101) does not go to zero, i.e.,

z∗n = inf{z ∈ N : β(out)
n (τ (out) − 2)b

(out)
n + zβ(q)

n (3− τ (q)) + β(in)
n (τ (in) − 2)b

(in)
n > 1}

=

⌈
1− β

(out)
n (τ (out) − 2)b

(out)
n − β

(in)
n (τ (in) − 2)b

(in)
n

1
2 (β

(out)
n (3− τ (out)) + β

(in)
n (3− τ (in)))

⌉
,

(3.102)

where we have used that β
(q)
n (3−τ (q)) = 1

2 (β
(out)
n (3−τ (out))+β(in)

n (3−τ (in))) for both q ∈ {out, in}.
As the bound (3.101) tends to zero with n→ ∞ for all z < z∗n, it follows that PT -whp there is no

path of length T
(out)
n + T

(in)
n + z∗n or less, from vertex o1 to o2. This shows that PT -whp

distDCMn(d)(o1, o2) ≥ T (out)
n + T (in)

n + z∗n + 1. (3.103)

This concludes the lower bound on the typical distances in the configuration model.

Upper Bound For the upper bound we want to prove the likely existence of a path from

C(out)
T(out)

towards C(in)
T(in)

, for which the length matches the lower bound (3.103). First, note that from

Lemma 3.2.5 we know there is a vertex v∗(out) ∈ C(out)
T(out)

with d
(out)
v∗
(out)

∼ l
β(out)
n (τ(out)−2)b

(out)
n

n and a

vertex v∗(in) ∈ C(in)
T(in)

with d
(in)
v∗
(in)

∼ l
β(in)
n (τ(in)−2)b

(in)
n

n . Instead of looking at all possible paths, we

study paths starting at v∗(out) and ending in v∗(in). Moreover, the ith vertex along the path is taken
from from a different disjoint set of vertices for all i ≥ 0. For the configuration model it is shown
in ([1], figure 7) that the number of ways two such paths can overlap in the undirected graph,
is quite limited. As the possible shapes that two paths form does not change by taking directed
paths, we can apply this property to simplify the calculation of the second moment of the number
of such paths. This will allow us to apply Chebyshev’s inequality to bound the probability such
path of length z + 1 does not exist. To define the number of these disjoint sets of vertices, note

that both b
(out)
n , b

(in)
n ∈ [0, 1), such that

z∗n + 2 ≤

⌈
1− β

(out)
n (τ (out) − 2)− β

(in)
n (τ (in) − 2)

1
2 (β

(out)
n (3− τ (out)) + β

(in)
n (3− τ (in)))

⌉
+ 2 :=Mβ . (3.104)

We will divide all the vertices in Mβ disjoint sets, for which we denote set i ∈ [Mβ ] by ∆i. The
vertices will be divided between the Mβ sets, such that for some 0 < c1 < c1 <∞,

vi =
∑
v∈∆i

d
(out)
v d

(in)
v

ln
∈
[
c1
Mβ

,
c2
Mβ

]
·
∑
v∈[n]

d
(out)
v d

(in)
v

ln

κ
(in)
i =

∑
v∈∆i

d
(out)
v d

(in)
v (d

(in)
v − 1)

ln
∈
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Let v
(out)
∗ ∈ ∆0 and v

(in)
∗ ∈ ∆Mβ

. Let No
z

(
v
(out)
∗ , v

(in)
∗

)
denote the number of paths on vertices

(v
(out)
∗ = v0, v1, ..., vz−1, v

(in)
∗ = vz), for which vj ∈ ∆j when j ≤ z/2 and vj ∈ ∆Mβ+1−j when
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j > z/2. Let us start by obtaining a lower and upper bound on the expected number of paths

No
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∗ ). From Assumption 1.6.1 it follows that F
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(3.106)

where we applied the lower bound from Assumption 1.6.1 for the first inequality, and Karamata’s
Theorem for the second inequality. Combined with the bound shown in (3.99) this shows that

ν(q)(l
β(q)
n

n ) ∼ l
β(q)
n (3−τ(q))

n . The expected number of restricted paths can be obtained similarly as to

(3.98). The difference is that the path starts at v
(out)
∗ and ends at v

(in)
∗ , and we need to apply the

restriction on the middle summation that πj ∈ ∆j for j ≤ z/2 and πj ∈ ∆Mβ+1−j when j > z/2.
Applying these changes yields
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where ∈∼means the value is contained in an interval, where an addition factor of at most exp{±(log l
β(q)
n

n )θ}
for some θ < 1 could be multiplied with the prefactor of the interval. From the definitions of z∗n
and Mβ in (3.102) and (3.104), it follows from the bound β

(q)
n ≥ (log n)−η that for all z ≤ z∗n and

both i ∈ {1, 2}

(ci/Mβ)
z ≥ exp{log(ci)− η log log(n)(log n)η} ≥ exp{−(log n)θ}, (3.108)

for θ ∈ (η, 1) and n sufficiently large. Applying this bound on both sides of the interval from
(3.107), we obtain
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The smallest value for z such that this value does not converge to zero is z∗n as defined in (3.102).
We now use the restricted paths and Chebyshev’s inequality to bound the probability there is

no path of length z + 1 from v∗(out) to v
∗
(in):
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To obtain a bound on the variance of these restricted paths, we can closely follow the proof of ([1],
Lemma 7.1 (7.5)) with similar adjustments made in ([15], Section 4), which bound the expected
number and variance of the number of similarly restricted paths for the undirected configuration
model. The main difference which needs to be considered is the asymmetry that results from the
directed edges. In the undirected proof, κi is used to indicate the number of ways two paths can
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disperse or meet at the ith vertex, which they call the start or the end of an excursion of one of
the paths. In the directed graph we need to distinguish between the start and the end of these
excursions. The reason is that for i /∈ {0, z}, the vertex at the start of an excursion is entered from
1 inbound half-edge and left from 2 outbound half-edges, and the vertex at which the excursion
ends is entered from 2 inbound half-edges and entered from 1 outbound half-edge. For this reason

we use κ
(out)
i to indicate the number of ways the paths can disperse at the ith vertex, and κ

(in)
i

for the number of ways they can meet.
We omit the proof of the bound on the variance, and simply direct the reader to ([1], Lemma

7.1 (7.5)). For the directed setting the structure can be followed step by step. The most notable
difference is in ([1], equation (A.25)) which shows a bound on the number of combinatorial factors
to pick half-edges for each shape formed by the two paths. From the earlier mentioned distinction
between the start and end of a excursion, we obtain the expression
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(3.111)

where δout = 1{an excursion starts at v∗(out)} and δin = 1{an excursion ends at v∗(in)} and dσ(v)
denotes the number of in- and outbound half-edges vertex v uses in the shape formed by the two

paths. So by keeping in mind where to use κ
(in)
i and κ

(out)
i it can be shown that
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where the ET [No
z∗
n
(v∗(out), v

∗
(in))] indicates the upper bound given in (3.109). Applying similar

methods as we have used to show that ν(q)(l
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From the definitions given in (3.105), this implies that κ
(q)
1 ∼ l
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n and ν1 ∼ l
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n .
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where the error hidden in the ∼ symbol is at most exp{± log(nβ
(q)
n )θ} for some θ < 1. Since

b
(q)
n < 1 it follows that (τ (q)−2)− (τ (q)−2)b

(q)
n < 0, such that (3.114) converges to zero as n→ ∞.
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This shows that both terms in the first line of (3.112) that is multiplied with ET [Nz∗
n
(v∗(out), v

∗
(in))]

2

converges to zero as n→ ∞. Similarly, for the main contribution in the second line of (3.114) we
find
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Given that β
(q)
n + β

(p)
n (τ (p) − 2) < 1 from Assumption 1.6.1, it can be shown that the exponent of

(3.115) is negative. Hence, this term also converges to zero as n→ ∞. Combining both estimates
(3.114) and (3.115) it can be shown that the variance of No
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∗
(in)) is of smaller order than

its expectation squared, such that the bound on the RHS of (3.112) converges to zero. This proves
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. Combined with the lower

bound on the typical distances from (3.103), this shows that
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this completes the proof of Theorem 1.6.5.
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Conclusions

In this thesis we have studied the conditions under which a directed network experiences the
ultra-small phenomenon, and how the distances fluctuate with the size of the network. For the
mathematical model we have chosen to use the directed configuration model, as its simple con-
struction makes it easy to recreate the desired characteristics of the network.

The first main result of the thesis in Theorem 1.5.4 shows the conditions under which the
typical distances in the directed configuration model are ultra-small. The first one being that the
degree distribution converges in distribution to a random variable with finite mean. This ensures
that the size of the typical neighborhoods, consisting of either the vertices that can reach the
typical vertex, or those that can be reached from the typical vertex in a certain number of steps,
stays bounded. Under this condition, both of these neighborhoods have a tree-like structure and
can be approximated by properly defined branching processes.

Next, we add two additional conditions. Namely, that each vertex has at least one in- and out-
degree, and that the forward out- and in-degrees follow a power-law, with power-law exponents
τ (out), τ (in) ∈ (2, 3). These conditions have a number of consequences, which lead to the desired
phenomenon. For one, the graph contains a unique strongly connected component, meaning that
a path is likely to exist between typical vertices. Moreover, each of the highest order out-degree
vertices in the outbound hub, are likely connected with each of the highest order in-degree vertices
from the inbound hub. And finally, the covariance between the in- and out-degree of a typical
vertex is infinite. From this positive correlation between the in- and out- degree, it follows that
the offspring distribution of both branching processes have an infinite mean, which experience
super-exponential generational growth. As these generation sizes approximate the sizes of the
previous mentioned neighborhoods, this describes the size of these neighborhoods as well. This
further implies that the path between typical vertices passes vertices with respective larger and
large out- or in-degree, the further we move away from the vertices at the start and end of the
path. More precise, a path for which the out-degree increases doubly-exponential with each vertex
we move forward till we reach the outbound hub, which is connected to the inbound hub. Then
from the inbound hub, the in-degree decreases super-exponentially with each vertex till we reach
the target vertex. This type of path describes the typical paths under the mentioned conditions,
and explains how the double logarithmic distances arise.

The second main result in Theorem 1.6.5 describes how these typical distances fluctuate with
changes to the graph size, after adding a possible truncation to the in- and out-degrees. Naturally,
the values at which the in- and out-degrees are truncated depends on how heavily tailed their
distributions are. As we want the same amount of inbound as outbound half-edges, it follows that
the more heavily tailed distributed type needs to be truncated at a lower value. Moreover, under
the truncation the covariance between the in- and out-degree must remain infinite, to preserve
the ultra-small distances. Depending on these truncation values, the outbound hub might not be
directly connected with the inbound hub anymore. Hence, the expression of the typical distances
consists of a third factor, representing the remaining distance between the hubs.

The subject of this thesis was inspired by previous research on both the directed and the undir-
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ected configuration model. For the undirected configuration model it was shown that, conditioned
on the vertices being in the same component, the typical distances scale doubly logarithmic if the
degree distribution has infinite variance. For the directed configuration model it is shown under
a similar setting, for which the in- and out-degree distribution have infinite variance, this is not
sufficient to result in ultra-small typical distances.

To understand the difference, when the variance of the degrees in the undirected configuration
model increases, presumably the number of vertices with extremely large degrees grows along with
it. These vertices then act as short-cuts between the typical vertices in the graph, resulting in the
small distances. While increasing the variance of the in- and out-degree in the directed configura-
tion model also presumably increases the number of vertices with extremely large out- or in-degree,
these two qualities are not likely on the same vertex. It follows that without some dependence
between the in- and out-degrees, this property fails to result in the appearance of short-cuts. The
resulting typical distances after adding the infinite covariance condition is what we expected to
find at the start of the study. The typical distances in the undirected configuration model consist
of two identical factors, which can be seen to represent the distance for the starting vertex to the
highest order degree vertices called the hub, and the distance from the hub to the target vertex.
As we had expected, the expression for the directed configuration model consists of two differing
factors, which follows from the asymmetry between the in- and out-degree distributions. First,
we have the factor representing the distance to the outbound hub, which depends on the power-
exponent of the out-degree distribution. And the second factor representing the distance from the
inbound hub to the target vertex, depending on the power-exponent of the in-degree distribution.

While many real world networks are directed, for research they are often modeled as undirected
networks. This is presumably due to the complexity of the directed setting, which makes it difficult
to find a suitable model to represent the characteristics of the model. With the results of this
thesis we take a step forward in understanding how the ultra-small phenomenon arises in real-world
directed networks, and thus improving our insight in how to model such networks.

Open questions:

• To obtain the ultra-small distances in the directed configuration model, we assumed that both
the forward out- and in-degree follow a power law with power-exponent τ (out), τ (in) ∈ (2, 3).
It would be interesting to see how the typical distances behave when this property only holds
for one type of half-edge. For the ultra-small distances, it will still be required that the in-
and out-degree have infinite covariance, but this is possible even if the distribution of the
other type of half-edge has finite variance.

• For both truncation values β
(q)
n with q ∈ {out, in}, we set the condition that β

(q)
n (log n)η → ∞

for some η ∈ (0, 1). It is possible that the same results can be shown under the weaker

condition β
(q)
n log n → ∞, which is the weakest condition under which the second moment

and the covariance of the in- and out-degrees are infinite. This could provide a perfect
interpolation between the logarithmic and doubly logarithmic distances.

• For the undirected configuration model of size n it has been shown that for power-law
exponent τ = 3, the typical distance are of order log n/ log log n. It would be interesting to
see if the directed configuration model experiences similar typical distances when τ (out) =
τ (in) = 3. Moreover, what would happen for each case when τ (out), τ (in) ∈ {2, 3}.
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