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Abstract il

Abstract

A multispectral camera setup is used to infer a 2D map of plasma parameters in a tokamak from spectral
emissions. However, the light measured by these cameras is line integrated in the toroidal direction, whereas
emissivities on the poloidal plane are necessary for the inference. The poloidal plasma emissivity can be
obtained by tomographic reconstruction, but classical techniques are too slow to use these emissivities
for real-time control. To understand the strengths and shortcomings of the model-based approaches, we
analyse the existing methods, and use this knowledge into the development of the model-informed deep
learning architectures.

We present two machine-learning based approaches to accelerate the reconstruction of the poloidal
emissivities. One based on the back-projection operator, with a learned non-linear filter to process the
back-projection. The other approach based on the model-based iterative approach, where the proximal
projection operators are learned.

Both approaches yield more accurate results on synthetic data than the iterative approach while being
near fast enough for real-time control applications. The two approaches generalize well to other machines
and geometries, such as MAST-U. Only changing the geometry matrix and retraining is required, but no
additional tuning is needed. An additional analysis is done to find out what the options are to transfer these
machine-learning based solutions from a local development and research environment to a production
environment.
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1. Introduction 1

Introduction

11  Nuclear Fusion

It is currently estimated that the world energy demand in 2050 will be a factor of two to three times the
current energy demand, caused by social economical developments all over the world [1]. Ideally, the
present and future energy production is from a sustainable source. One of these future sustainable energy
sources is nuclear fusion power, where energy is created by fusing together deuterium and tritium, which
are isotopes of hydrogen. In this reaction a helium ion and a neutron are created, both with a high amount
of kinetic energy:

*H+3H — jHe(3.5MeV) + ;n(14.1 MeV). (1.1)

A sufficient reaction rate requires high temperatures in the order of 10 keV to 20 keV. At these temperatures
the fuel is ionized and becomes a plasma. Because the plasma consists of charged particles, it can be
contained with magnetic fields created by (superconducting) coils. In the core of the plasma the particles
gyrate around closed magnetic field lines, constraining them to the magnetic surface defined by these
magnetic field lines. However, by collisions with other particles on nearby magnetic surfaces and by
turbulence, the particles (and thus the heat) move perpendicular to the magnetic field lines. This results
in a particle and heat flux out of the plasma core towards the edge of the plasma, which is called the
scrape-off-layer (SOL).

The helium particles created by the fusion reaction are not desired in the plasma as they dilute the relative
fuel density. Thus, to improve the avoidance of helium ash build-up, as well as avoiding the accumulations
of impurities sputtered from the wall, a specific magnetic ‘divertor’ geometry was designed that better
isolates the plasma exhaust region from the main core plasma [2, 3].

To avoid damage to the divertor wall materials, the heat flux and particle flux of the plasma in this region
should be minimized [2]. By careful injection of neutral particles, such as nitrogen or hydrogen, one can
control this heat and particle flux towards the target [4]. In the case of hydrogen neutrals injection, also
called fuelling, the plasma will transfer energy and momentum to these neutral particles [5]. In the case of
nitrogen injection, called seeding, the energy loss is mainly caused by an increase in radiation power [6].
The atomic and molecular reactions causing a loss of energy and momentum result in a colder and denser
plasma near the divertor target. The state with a pressure gradient along the field lines to the target, in
combination with a low pressure at the target, is referred to as detachment [7], which should be controlled
for optimal performance and material durability.

The aim of detachment control is to make sure that the heat and particle fluxes towards the target do not
exceed the material threshold, such that the divertor tiles do not get damaged [8]. However, one would
also need to ensure that the plasma does not cool too much, as this can result in the detachment front
moving towards the core. If the front comes too close to the x-point, the plasma closer to the core cools too
much, resulting in a degradation of the plasma confinement and performance [9].

1.2 Multispectral Imaging on TCV

For control of the fluxes in the divertor region, one also needs measurements in this region and a way
to reconstruct the state using these measurements. In this work we focus on the reconstruction for the



1. Introduction 2

Figure 1.1: (a) A poloidal cross-section of the TCV tokamak, with the magnetic field lines indicated in red.
The outer red blue line indicates the scrape-off-layer (SOL), which diverts the particles towards the targets. (b)
The view of the MANTIS camera in the tokamak is not perpendicular to the poloidal plane, but at an angle,
measuring line-integrated emissions. Adapted from [5].

Tokamak a configuration variable (TCV), at the Swiss Plasma Centre in Lausanne. Various diagnostics,
such as bolometry [10], Langmuir probes [11], and multispectral imaging [12, 13] are used in the TCV
to reconstruct the plasma state. The benefit of the latter is that it is real-time capable, non-invasive, and
allows for 2D imaging, and has been achieved on TCV using the Multispectral Advanced Narrowband
Tokamak Imaging System (MANTIS). Figure 1.1 illustrates the location of the MANTIS camera, along with
the rendered view from the same angle as the MANTIS camera. Using this camera system, feedback control
of the detachment front has already been achieved on TCV [14].

In the core of a fusion plasma, the electron temperature is high enough to assume that the hydrogen ions
are fully ionized. This means that no hydrogen ion-electron reactions take place in the core, from which
photons are emitted. Mind that this is not the case for some impurities, which can be not fully ionized in
the core. We will focus on the excitation-relaxation reaction and the recombination reaction.

In the excitation reaction a collision with an electron excites an ion [15]:
et+tA— e+ A, (1.2)

where A* is an atom in the excited state. The n is the principal quantum number, denoting the energy level
above the ground state. The excited atom will undergo radiative decay resulting in the emission of energy,
which was previously kinetic energy, as a photon:

A — ASK + Ry, (1.3)

where k is a principal quantum number, h the Planck constant and v the frequency of the photon. In
the case where k = 2 and A = H, the transitions from any n are referred to as the Balmer lines. Another
possibility of radiation is by recombination, in which an ion recombines with an electron, releasing energy
in the process:

At 4 e — ASK + Ry (1.4)

These emitted photons can then be analysed and used to infer the electron temperature, electron density
and neutral density [16, 17, 18], using the MANTIS camera system.

The MANTIS camera system allows for measuring up to ten different spectral lines simultaneously. The
spectral filters are chosen such that the excitation-relaxation and the recombination reactions of the species
in the plasma are inferred. The reactions rates are a function of the temperature, ion density and neutral
density in the plasma. Thus, by using the 2D emission information from the different emission lines emitted
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by different species in the plasma, combined with collisional-radiative modelling, one can make a 2D
reconstruction of multiple plasma parameters in the divertor region, which define the plasma state in this
region. These 2D maps would then allow for advanced control schemes by determining particle sources and
sinks. The measurements MANTIS makes are however line integrated, meaning that light from different
(R, Z)-coordinates is summed. For plasma state reconstruction one needs a poloidal cross-section of the
emissions, rather than line-integrated measurements. The inversion process from the measured camera
image to the poloidal plane is computationally intensive, making it unsuitable for real-time control. The
plasma dynamics have a timescale of approximately 15 ms. To prevent sampling issues, we need to sample
twice as fast, and in practice a factor of eight to ten is used. This means that the inversion calculation
should take less than 2 ms [14], which is difficult to achieve using traditional iterative techniques.

1.3 Machine Learning

Neural networks have been shown to excel at solving a range of regression and classification tasks, including
but not limited to machine translation, time series analysis, data-driven control, image classification, style
transfer and image generation [19, 20, 21]. Because of this major success in a range of fields, we are
interested if these techniques can also be applied to our problem setting, with the goal of reducing the
inversion estimation time.

Tomographic reconstructions are also necessary in other fields of science dealing with imaging, such as
geophysical imaging and medical imaging. Research in these fields shows that neural networks can be used
to approximate the tomographic inversion while being computationally more efficient [22, 23] and can
even yield more accurate results. Moreover, neural networks have already been used in fusion tomography
applications, where 1D bolometry data in JET and soft X-ray data in COMPASS was used to reconstruct 2D
profiles [24].

1.4, Research Questions and Thesis Outline

In this study we investigate how we can achieve a fast poloidal emissivity reconstruction in the divertor
region of TCV, using (model-informed) machinelearning techniques. We will answer the following research
questions:

How can the poloidal emissivity of a plasma in the TCV tokamak be reconstructed from MANTIS measurements
for real-time control?

How can machine-learning be used in the estimation of tomographic reconstructions, incorporating phys-
ical knowledge of the system?

In Chapter 2 we introduce the imaging problem and discuss the existing iterative techniques that are
used to solve this problem. Next, the theory behind convolutional neural networks and their application
in reconstruction problems is discussed in Chapter 3. The main results are presented and discussed
in Chapter 5, and is to be submitted for publication in the journal Nuclear Fusion. Information about the
real-time deployment is presented Chapter 7. Finally, the work is concluded, and ideas for future work are
introduced in Chapter 8.
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Classical Methods for Tomographic
Reconstructions

In this chapter we first look into how we can model the tomographic reconstruction problem. Then we
discuss several existing reconstruction methods, which form the basis for the machine learning based
approaches in the chapter thereafter.

21 Linear Imaging Model

To reconstruct the emissivity of the plasma in the poloidal plane, we need a forward model g : X — Y,
where we define X as the poloidal space, and Y as the camera image space. If we now assume that the
measured intensity on the camera cells are a linear combination of the emissivities in different locations on
the poloidal plane, we can use a linear map, represented by the matrix G:

y=Gx+e, (2.1)

where y € Y is a measured camera image, x € X the poloidal emissivity and e the measurement noise, but
also any unmodeled effects. The matrix G is referred to here as the geometry matrix, which is constructed
by point fitting locations in a measured image to a CAD model of the TCV tokamak [13] using the Calcam
software package [25]. This package performs a ray-tracing from each pixel sensor to each grid cell in X
and thus constructing G while assuming toroidal symmetry.

The camera sensor has a resolution of 1032 by 772 pixels. The inversion grid is generally a triangular grid
consisting of 14549 cells. This results in a large and tall geometry matrix G € R76704*145%%  Because of the
carbon tiles in the TCV tokamak which have a low reflectivity, we can model the projection to the camera
without any reflections. Each camera cell now only measures the emissivity from a few poloidal cells,
resulting in a high sparsity of G, approximately 0.9955. Two examples of a forward modelled poloidal
emissivity are shown in Figure 2.1.

In this figure we can see the mapping from the poloidal plane to the camera plane: because of the assumed
toroidal symmetry, the emissivity turns around the centre column. We can also see that the camera image is

0.2 7 0 0.2 7 0
0.0 200 0.0 200
= 0.2 7 400 = —0:2 ] 400
N 0.4 - 600 N 0.4 - 600 \ ‘
06 4 800 06 4 800
Cos . . 1000 os . . 1000
0.75 1.00 0 500 0.75  1.00 0 500
R [m] R [m]
(a) A poloidal emissivity from logos. (b) A poloidal emissivity from randomly drawn lines.

Figure 2.1: Two examples of poloidal plasma emissivities with their corresponding camera images.
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brighter at the high field side, while dimmer more towards the low field side, as is expected. Consequently,
the data more towards the high field side and lower Z-values, is easier to reconstruct.

2.2 The Reconstruction Problem and Methods

Reconstructing the poloidal emissivity from the measured camera image can be formulated as an (uncon-
strained) optimization problem for some norm p:

x* = argmin |ly — Gx||, = arg min L(x), (2.2)

where L is the optimization objective, also referred to as the cost function or the loss function. If we use
the Euclidean norm (p = 2) and square it, the objective reduces to the least squares objective:

L(x) = lly— Gxl;. (2.3)

2.21 Direct Reconstruction Methods

First we analyse direct reconstruction methods. This method is not used in the end, but is included for
discussion, context and completeness. We can solve the optimization problem using the direct method by
first rewriting the optimization objective as:

1 1 1 1
§||Gx—y||§ = E(Gx—y)T(Gx—y) = EXTGTGx+yTGx+ EyTy, (2.4)

where the factor % can be added without changing the optimum. If we now take the gradient of the
objective function with respect to x:
VL(x) =G (Gx—y), (2.5)

from which we can express the normal equations as:
L(x=0) = G'Gx=G"y. (2.6)
If we now assume that G is full rank, we find the least squares solution:

G+
-1
x*=(GTG) Gy, 2.7)

where G* is called the Moore-Penrose pseudo-inverse. However, we can not assume that in our case G is
full rank, and that the pseudo-inverse can be used. Or to be more specific, the product GT G should be
non-singular.

In the case that G is not full rank, we can calculate (an approximation to) the pseudo-inverse using the
(truncated) singular value decomposition (SVD). The SVD is a matrix factorization for G € R™" such that:

G=UxvT, (2.8)

where U € R™™ and V € R™" are unitary matrices and the columns of these matrices are called the left-
and right-singular vectors respectively. = € R™" is a diagonal matrix containing the singular values. The
pseudo-inverse can now be calculated as:

Gt=wxzvh) ' =vztuT, (2.9)

where T is calculated by taking the reciprocal of all non-zero (singular) values. The problem however
with this factorization is the loss of sparsity: the matrices we use in this thesis all have a high sparsity. The
SVD on the other hand does not necessarily produce in a sparse factorization, resulting in more memory
usage to store the matrices and more operations to perform calculations with these matrices. We can
rewrite Equation (2.9) to minimize the density of the ‘inverse information’:

Gt=vztuTart. (2.10)

Another problem with this approach is the possibility of a (near) singular G*: combined with a noisy
measurement, approximating the inverse might result in an amplification of the noise. Both problems
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k =100 k = 1000 k = 5000 k = 14549
0.2 q q -

0.0 . . -

—0.6 - . . -

—0.8 =1 T T T T T T T T T T T
0.6 0.8 1.0 0.6 0.8 1.0 0.6 0.8 1.0 0.6 0.8 1.0

R [m] R [m] R [m] R [m]

Figure 2.2: Reconstruction of the poloidal emissivity using the truncated singular value decomposition for
estimating the inverse geometry matrix. The value of k represents the number of singular values used.

can be solved by using a truncated SVD. In this approach we reduce all the singular values smaller than
some threshold to zero. The reduction of singular values also allows for removing values from the U and V
matrices, reducing the memory need of the factorization. Furthermore, by only using the larger singular
values we effectively regularize the problem making this approach less sensitive to noise, which we will
further discuss in Section 2.3 for the other methods. The amplification of noise becomes more clear by
rewriting the solution of the inverse problem with the SVD as:

T
WY, 2.11)
O,

X' =Gy=vstuTy=>"
i

Here we can see that for smaller singular values the fraction becomes large really fast. There is a trade-off in
how many singular values we want to use: a lower number of singular values results in less operations and
memory usage, and regularizes more, while a larger number of singular values results in more operations
and memory usage. The optimal low rank approximation G, for a rank k can be calculated as:

Gk - UkaVkT, (212)

where only the first k column and row vectors of U and V are used, and only the first k singular values
from %, such that U, € R™*, %, € R*** and V, € R®". Using this low rank approximation we can similarly
calculate a low rank approximation of the pseudo-inverse. This corresponds to filtering out the smaller
singular values and components:

sy u'y
G; _Z¢k(l) — 2.13)
with filtering function
1 i<k
() = B 2.1
0 {O o (2.14)

Figure 2.2 illustrates a reconstruction using the truncated singular value decomposition for different ranks
k. This figure shows us that indeed for k = 5000 the reconstruction is already of good quality. However, in
the full rank case artefacts are introduced because of numerical precision errors in calculating the singular
value decomposition, amplifying these small differences. The truncated SVD yields great results for the
estimation of the poloidal emissivity, but we will mainly focus on iterative methods because of the following
reasons:

1. Calculating the singular value decomposition does not scale well with the dimensions of the geometry
matrix, in particular with the number of reconstruction cells.

2. Prior physical knowledge, such as the emissivity should be positive, can be implemented into iterative
algorithms more easily. Different regularization functions/cost functions can be used in iterative
methods, while it is set for the singular value decomposition.
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3. There less of an amplification of noise; iterative methods themselves regularize, especially the SIRT
algorithm we discuss later. This also means that less tuning of the amount of singular values k with
respect to the noise is necessary.

2.2.2 Iterative Reconstruction Methods

An approach to utilize the sparsity in G is to use an iterative approach. Instead of trying to approximate a
direct solution, we iteratively update our estimate to approach a stationary point and thus a solution to the
inverse problem. We will focus on line-search methods where the current estimate x; is updated with a
search direction py scaled by the step size u; [26]:

Xi+1 = Xg T UgPx- (2.15)

If we use the gradient of the previously defined objective function in Equation (2.3) as the search direction,
we use the steepest descent direction, resulting in the following iterative update scheme:

Xir1 = X — UV (%) = X — uG' (Gx —y), (2.16)

which is known as the gradient descent algorithm, and the basis for many optimization algorithms (in
machine learning). Finder a proper value for the step size, also known as the learning rate, is of importance:
a step size that is too small will cause no change at all in x,, while a step size that is too large causes the
solution to diverge. To find a good value for u one could use for example exact line search methods or
Armijo line search methods [26], however, we will not focus on these methods in this thesis.

Instead, we use a family of methods that has been specifically developed for CT imaging called the ART
family. Specifically, we will use the simultaneous and iterative reconstruction technique (SIRT). This
algorithm and variants (SART / ART) have been extensively used in the field of medical and geophysical
imaging [27, 28, 29, 30, 31].

First we use the fact that G is a forward mapping which describes how all the pixels are combined and
summed into inversion cells. This means that the transpose G projects the inversions cells back onto the
pixels, i.e. it tells us for each inversion cell, which pixel correspond to that cell [32, 33].

To get more of a feeling for the forward mapping and its back projection, we work through a reduced
projection example!. We assume a two-by-two square volume-grid, denoted by [x,, x;, X5, x3]. We are
able to measure the integrated intensity along the diagonals and the edges of the square, as illustrated
in Figure 2.3. The y; denote the different sensors. This problem is similar to the original problem in that
the number of sensors is larger than the number of volume cells, and that each volume cells is measured
multiple times. If we assume a larger contribution for emissivities closer to the sensor (2), and a smaller

Yo " Yo

| |

Xo = X1 —+— Y3

| |

| |

Xy == X3 —— Ya
Ys

Figure 2.3: An illustration of the setting for the reduced problem. We have emissivities from x;, measured by
different sensors y;. The colours are used to differentiate between the different projection lines.

contribution for those further away (1), we can find a mapping G : X — Y between the emissivities and the

IThis example is inspired by and adapted from https://www.12000.0rg/my notes/image projection_matrix/index.htm
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measurements as:

Xo X1 Xz X3

Yof 2 0 1 O

yi{ 0 2 0 1
L I A | 2.17)

y3l 1. 2 0 O

yaf 0o 0o 1 2

ys\z3 0 0 =

where an additional factor of % is added for the diagonal measurements. By transforming according to G
we can thus find the measurement data y; given the emissivities x;. However, we can also express data in
measurement space in emissivity space by multiplying with GT. To understand what this means, we first
consider only y, and y;. If we would now do a back projection we would ‘smear out’ the data, according to
G: consider the following emissivities: x = [2,4,1,3]", then we would have y, = 5 and y, = 11. By only
using the rows corresponding to y, and y; from the geometry matrix, we have that:

GT
2 0 J 10
. 0 2|(5 22
%= = ) (2.18)
1 ofl11 5
0 1 11

In this example we can see that the back-projection does not estimate the emissivities. The relative values
between xyandx, hold, but not x;andx;. If we do the same, but now using all measurements, we obtain:

5
1 24
= 51
_| - , 2.19
Y“l10|” *7|16s (2.19)
7 33
8
V2

Again we do not recover the emissivity values x, but we do recover approximate relative values. Thus, this
example shows us that we can use a back-projection to project the measurement values back to emissivity
space. This back-projection is not a good pseudo-inverse, but it is still very useful: if we have an error in
measurement space, this is a way to express the error in emissivity space!

Going back to the original problem, Equation (2.16) can also be better understood with this knowledge:
the term Gx;, maps the current inversion estimate to the measurement space, after which the error in
measurement space is calculated Gx,—y, which is then projected back to inversion space G (-). As previously
mentioned, finding a good value for the step size is an iterative process, and the convergence speed and
stability of the iterative algorithm depends on this choice. In the SIRT algorithm, the step size problem is
solved by preconditioning the geometry matrix to ensure a stable convergence. First the error correction
term Gxy —y is multiplied with the matrix R, which is a diagonal matrix containing the inverse row sums of
G,sor; =1/>. ; &ij- This is equivalent to solving the weighted least-squares problem [32, 33, 34]:

L(x) = Gx—yll. (2.20)

The R matrix reduces the error contribution of pixels in measurement space that correspond with a longer
ray length. Without this R, the steepest descent direction would be biased towards minimizing the error for
pixels that receive the most contribution from the reconstruction space.

If we now precondition the normal equations corresponding to the weighted least squares problem by a
matrix C we have that:
CGTRGx = CG"Ry, (2.21)

where C is a diagonal matrix containing the inverse column sums of G: ¢;; = 1/}, g;;- The C matrix plays
the same role for GT as R does for G. To understand the effect of the C and R matrix better, we continue
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Figure 2.4: The R and C matrices that ‘precondition’ in the SIRT algorithm. The R matrix compensates for the
ray length and thus the amount of light that a pixel receives. The C matrix compensates for the amount of rays
that contribute to a volume cell. The direct view line of the camera can be seen clearly in the values of C.

the example from Figure 2.3. The R and C matrix are given by:
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3
If we now calculate % from the SIRT-based back-projection we can see the effect of the C and R matrix on
the emissivity estimates:

2.3

) 3.7
XSIRT — CGTRy ~ 2.3 . (2.23)

2.7
This result shows us that using the SIRT-based back projection the estimated emissivity is already much
closer to the actual emissivity (which we elaborate on later in this chapter). All values are close to the
actual emissivity, except for x,. To better understand the C and R matrix in context of the actual problem,
the diagonals of the C and R matrix are shown in Figure 2.4. The effect of the C and R matrix on a

measured image are shown in Figure 2.5. Going back to the actual problem, rewriting the normal equations
in Equation (2.21) to an iterative update scheme results in:

Xie1 = X — HCGR(GX —Y), (2.24)
which can then be rearranged to:
Xii1 = (I —uCG'RG)x— uCG' Ry, (2.25)

from which we can derive the stability properties of the update scheme. The following derivation is adapted
from [32, 33]. For a stable convergence we must have that the term (I — uCGTRG) has a spectral radius
p(-) smaller than one, i.e. all eigenvalues A are inside the unit circle. The eigenvalues are equal to:

A=1—24; A; = L,(CG™RG). (2.26)

Because the matrices C, R and G' G are all positive semi-definite, we have that the eigenvalues A; are
greater than or equal to zero. Next, we use that the spectral radius of a matrix is smaller than or equal to
the matrix norm, for any natural matrix norm:

p(A) < |IA]l. (2.27)
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Figure 2.5: The effect of the C and R matrix on the back projection of a camera image. The R matrix
compensates for the ray length, which roughly corresponds with the radial coordinate: the rightmost poloidal
plane shows a higher emissivity for higher Z[m] and R[m], compared to the third pane. The C matrix highlights
the structure of the emissivity and compensates for the direct field of view of the camera.

By rewriting this condition using the co norm, we have that:
p(CG'RG) < ||CGTRG|, <[|CGT|| o IRG o, (2.28)

where the last inequality follows from the sub-multiplicativity of a matrix norm. We choose to use the co
norm here, because the explicit expression for the co norm of a matrix is given by the largest row sum:

Ao = mlflle: |a|. (2.29)

which motivates the choice for the C and R to equal the inverse row (and column) sum of G. We now have
that ||RG||. = 1 and ||CGT||oo = 1. Combining these results gives us:

o(I —uCG"RG) = max |1 —uA;| = |1 —ul. (2.30)
1

The requirement for stability is that the spectral radius is smaller than one, so the bounds on the step size
u can be determined as:
1—ul<1l = 0<u<2, (2.31)

where a larger u leads to a faster convergence.

2.3 Regularization Techniques for Inverse Problems

One problem with the methods described previously is that the system matrix G might be ill-conditioned,
resulting in an amplification of measurement noise. Furthermore, these methods do not include any
additional information about the physics of the problem or prior information we have, such as that the
emissivity on the poloidal plane is always positive. One solution is to use regularization techniques, with
which unwanted characteristics in x are penalized, and desired properties in x are promoted. We can add a
regularization term to the objective function as:

L,(x) = [|Gx—ylI3 + uR(x), (2.32)

where u is the regularization factor, and R the regularization function. In the case that the regularization
function is convex and differentiable, we can solve the regularized problem by finding the normal equations
corresponding with Equation (2.32).

It can however be the case that we want to use a regularization function that is not differentiable: in signal
processing it is often known if a signal x is sparse or not. In this case, we would like to use the ¢;-norm as a
regularization function, as this sparsifies the solution. However, the function corresponding to the £;-norm
R(x) = >, Ix;| is not differentiable at the origin. Instead of directly solving the equation, we can use the
proximal gradient descent method [35], where a two-step process is used:
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1. Calculate the state update to minimize the unconstrained cost function L(x)
2. Project the updated state with a proximal operator to minimize for the regularization function R(x)
This can also be expressed as:

Zyp1 = X+ UiPr (2.33)
X1 = P(Zgs1), (2.34)

where P(-) is a proximal operator. An example of a proximal operator corresponding to the previously
discussed ¢, regularization function is the soft thresholding operator:

z2—MU, 2=U
P,(z)=10, lzl<p, (2.35)
z2+U, 2<—U

which combined with the update scheme in Equation (2.33) results in the Iterative Soft Thresholding
Algorithm (ISTA), which is an algorithm commonly used in signal processing [36]. If we apply this same
method to the SIRT algorithm, we arrive at the following proximal SIRT algorithm:

Z1 = (I —uCG'RG)x — uCG' Ry (2.36)
X1 = P(Zges1)- (2.37)

The proximal operator can be designed by hand, however this can be involved. An example of a physics-
informed proximal operator is a max operation: we know that the emissivity can not be negative. So, the
proximal operator then becomes: P(z) = max(0,z). We can also try to parametrize the proximal operator as
a neural network, which will be the basis for a model-informed machine-learning architecture. Interestingly,
the term u is now not only a term for stability, but can also be seen as a data-consistency term. If u is large,
a lot of the measurement data and the model is included. If u approaches zero, no measurement data or
model knowledge is used, and the update only consists of the (neural) proximal mapping.

2.4, A Bayesian Perspective to Tomographic Reconstruction

In the previous sections we have derived different methods for reconstructing the poloidal emissivity. The
basis for these methods is the minimization of the squared error. However, we can better motivate this
choice, and analyse what assumptions we make when using the least-squares objective. We start with the
linear model defined in Equation (2.1):

y=Gx+e. (2.38)

The noise term e is of high interest here, as the noise model determines our final optimization objective.
Ideally, we would have that we model the following elements:

1. The measurement error of the sensor

2. The error because of a mismatch between the actual geometry and the (linearly)-fitted geometry
matrix G

3. The error because of additional reflections in the tokamak that are currently not taken into account
in the creation of the geometry matrix

We know that the error for the first two elements can as well be positive as negative. For the last item
we have that the because of reflections, only more emission is measured and thus present in y, thus the
error here can only be positive. However, modelling the error using different distributions results in an
expression that is unsuitable for a symbolic derivation. Instead, we make a major assumption that the
error follows a zero-mean Gaussian distribution. Furthermore, we also assume independence between
the random variables, such that the covariance matrix only has on its diagonal. So, we can model the
probability of a certain camera image now as:

p(ylG,x) = A (y|Gx, ). (2.39)

In our case, we would like to know the probability of the poloidal emissivity given the camera image
p(x|G,y). This can be derived from Bayes’ theorem as:

p(ylG,x)p(x|G)

2.40
P(IG) (2:40)

p(x|G,y) =
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where p(x|y) is the posterior, p(y|x) the likelihood, p(x) the prior and p(y) the evidence. For brevity, we
have omitted the dependence on the G in notation. Now, we would like to optimize the posterior and find
an estimate for the poloidal emissivity x by calculating the Maximum A-Posteriori estimate (MAP):

% = arg max p(x|y) o< argmax p(y|x)p(x), (2.41)

where we can remove the evidence because it does not influence the maximum. By writing out the
expression for the probability distribution p(y|x), we have that:

POIIP() = A (516x 2p(9) = ————exp (35~ 603 - 60 pl),  (2:42)

ven)? |z

where d is the dimensionality of the distribution (size of x). To simplify the optimization we can take the
logarithm of this expression, reducing the product here to an (easier to work with) sum:

log (p(y|x)p(x)) = log p(y|x) + log p(x) (2.43)

1 1
= —% log(2m) — > log(|Z]) — E(y— Gx)" =7y — Gx) + log p(x). (2.44)

Because we are optimizing for x, we can omit the first two terms which are not dependent on x. If we now
multiply the function with —1 and minimize instead of maximize the probability density function we have
that:

1
% = argmin = (y— Gx)" =7} (y— Gx)—log p(x). (2.45)
x 2 ~—
Iy—GxI2_, R

We have recovered the previously discussed least-squares objective, however, now with a good understanding
of what assumptions we make. Mind that the regularization function is represented by the prior on the
data. One difference is that we now weigh the least-squares problem by the covariance matrix, so the
problem reduces to the least-squares problem if we assume a variance of one for all elements. One final
simplification step we can take is to assume an equal variance for all elements and no covariance between
the elements:

1
% = argmin — |ly — Gx||> — log p(x). (2.46)
x 202
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Convolutional Neural Networks for Inverse
Problems

In this chapter the theory needed for machine learning based tomographic reconstructions is discussed.
First, a general introduction to deep learning and convolutional neural networks is presented. Next, we
take a look at U-Net based architectures and how we can incorporate physical knowledge of the system
into U-Net based architectures. Finally, we discuss the application of deep unfolded networks, in which a
neural network is incorporated into the iterative algorithms discussed.

34 Convolutional Neural Networks

Before the wide-spread adoption of neural networks (and the computational capacity to train them),
convolutions were already used in the field of image processing. In these computer vision applications,
the kernel was often designed by hand[37, 38]. Examples of these kernels are ridge detection kernels,
sharpening kernels, and gradient detection kernels'?. The convolution is calculated by element-wise
multiplication of the kernel and a portion of the image, and summing these multiplied values. The
expression for a 2D convolution is then given by °:

ko—1k;—1

0; = Z Z Hy o Livs, jas,s (3.1

50=05,=0

where 0 € R(=2*(m=2) js the output, I € R™*™ is the input and H € R* X the kernel. The design of
kernels for specific applications is time-intensive, making the automatic learning of these kernels beneficial.
Consecutive convolutions with learned kernels are called convolutional neural networks (CNN) and have
been used with great success for time signal classification [39], image classification [40, 41] and many
more applications.

The reason we use a convolutional neural network is that in the case of images of size 256 by 256, a
conventional neural network would have 2562 - 2562 ~ 4.3 - 10° learnable parameters in the weight matrix!
By using convolutions, we impose a prior on the data that there is a local correlation between neighbouring
data points. A learnable convolutional layer usually convolves the input, adds a bias and then passes it
through a non-linear activation function f [42]:

ko—1k;—1

y=Ffb+ >, > Hy Xero ins | (3.2)

50=05,=0

where a 2D input and output are assumed. This is equivalent to learning a weight matrix with only elements
on the tridiagonal in a Toeplitz structure, with all other elements set to zero. More complexity can be
added to the layer by increasing the number of learnable kernels H. If we denote the convolutional operator

ITake a look at this website for a great interactive visualization of different kernels: https://setosa.io/ev/image-kernels/

2For a more hands-on introduction using the Julia programming language, from the open course ‘Introduction to Computational
Thinking’ by MIT, you can watch https://www.youtube.com/watch?v=_8rrHTtUzyZA.

3This site also helped a lot in writing this section: https://deeplearningmath.org/convolutional-neural-networks.html


https://setosa.io/ev/image-kernels/
https://www.youtube.com/watch?v=8rrHTtUzyZA
https://deeplearningmath.org/convolutional-neural-networks.html
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No dilation Dilation rate = 1

Figure 3.1: The filled red squares in the grid represent the kernel, which scans the image (the grid) in a
convolution. On the left the kernel is not dilated, while on the right the kernel is dilated with a dilation rate of
1. The dilated kernel has a bigger receptive field as it ‘sees’ more pixels at the cost of detecting high frequency
data directly with the kernel.

with filter H as T (x), we can combine the different kernels as:

L
Y= f (bk+ZTHk(XI)): (3.3)
1

where k denotes the kernel index of the output y and L the number of kernels of the input x.

These convolutional kernels have a limited receptive field, as this is determined by its size (w x h). However,
we would sometimes like to increase the receptive field of the network, such that the network also uses
information not in the direct vicinity of a pixel. Several solutions exist to increase the receptive field: one
could increase the size of the kernel, however this leads to more learnable parameters in the system thus
increasing the learning time of the network. The next option is to dilate the convolutional kernel, which
means that the convolution is now calculated as:

ko—1ky—1
Oij = Z Z Hso,slli+d-so,j+d-sl’ (34)

50=05,=0

Figure 3.1 clarifies this dilated convolution by showing a convolutional kernel and its output for two
different dilation factors. The third option is chaining several convolutional layers with dimensionality
reduction layers, which we take a look at next.

Pooling layers, which map a portion of the input into a single number, can be used to reduce the dimension-
ality of the input image € R"*™1*"_where n, is the number of channels. An example is the max-pooling
layer with a width w, where the input is grouped in w x w matrices, and then applying the max function to
that sub matrix. Instead of using a pooling operation one could also increase the stride of the convolutional
layers, meaning that rows/columns are skipped, and thus reducing the output size.

Even though the spatial resolution is decreased in convolutional neural networks, one generally wants to
transform this spatial information into feature information. Thus, it is common to see an increase in the
number of filters (kernels) as the spatial resolution of the image decreases.

In the classical application of CNNs: classification, the goal is to learn a reduced representation through
consecutive convolutional layers, and then use this representation as an input in a classifier. This classifier
(often a fully-connected neural network) then learns to maps the reduced representation to a class. So, this
classifier has ten outputs if we have ten different classes. An illustration of a convolutional neural network
is shown in Figure 3.2%.

Encoder Decoder Networks

A convolutional neural network can be used to compress and classify data, as shown above, but can also be
used to decompress or deconvolute data. An application of this is to transform 1D data into 2D images,
which has been successfully done in the field of fusion on JET for bolometry data and for COMPASS for

4An interactive visualization of CNNs can be found here: https://poloclub.github.io/cnn-explainer/. There is also one for
fully-connected neural networks: https://playground.tensorflow.org/
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Figure 3.2: An illustration of a convolutional neural network consisting of a feature learning back-
bone and a classification head. The feature learning backbone learns a reduced representation of
the data. The classification head maps this representation to the different classes. Image copied
from https://developer.qualcomm.com/software/qualcomm-neural-processing-sdk/learning-resources/cnn-
architectures/deep-learning-convolutional-neural-networks-computer-vision.

soft X-ray data [24]. This deconvolution is often implemented in two different ways, the first of which is
using a transposed convolution operator, which maps a (smaller) input to a (larger) output by multiplying
the kernel with each element of the input. The second approach is upsampling the input and applying a
normal convolution to this image. It has been shown that former approach leads to high frequency noise
artefacts in the output, showing up as chequerboard patterns [43], so the latter approach will be used in
this project.

The compressing convolutional network and the decompressing deconvolutional network can be chained
together, such that the output of the first is the input of the second network. This is called an encoder-
decoder network (or auto encoder if both networks have the similar architecture). The connection layer
between these two networks is often called the latent space Z, also referred to as the bottleneck, that
contains a compressed representation of the system. This bottleneck can consist of multiple fully connected
(FC) layers or convolutional layers. The benefits of using convolutional layers here are that fewer parameters
are needed for the network, resulting in faster training, and a network that is agnostic to image size. The
goal of the Encoder-Decoder architecture is to learn the networks E, : Y — Z and D, : Z — Y such that:

y—(Dg © Eg)(y) (3.5)

is minimized. The input to the network can be identical to the output, but it is also possible that the input
is altered and that the original image needs to be reconstructed, for example, in the case of noise removal.

One problem with the standard ED architecture is that the results heavily depend on the bottleneck size: a
small (spatial and filter dimension) bottleneck allows for insufficient information flow, while a network
with a too large (spatial dimension) size relies too much on the spatial correlation of the input data, both
resulting in a suboptimal reconstruction. The latter is especially important in our problem setting, in which
the input and output data are not spatially correlated in contrast to denoising EDs. Furthermore, some
information might already be extracted to useful features after the first or second down-sampling step,
instead of passing it through all the other encode and decode blocks.

A solution to this problem is to add residual connections between the encoder and decoder network,
such that the filters for every encoder block are appended to the decoder block filters with the same
spatial dimension. Such an architecture is called U-Net, which has also been used with great success for
a variety of tasks like image segmentation, image denoising, image super resolution and tomographic
reconstruction [44, 45].

In our problem setting we are not interested in reconstructing or segmenting the input to the network;
we would like to perform a domain transformation F : Y — X consisting of an encoder E, : Y — Z which


https://developer.qualcomm.com/software/qualcomm-neural-processing-sdk/learning-resources/cnn-architectures/deep-learning-convolutional-neural-networks-computer-vision
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Figure 3.3: The model-informed U-Net architecture, consisting of the SIRT-based back-projection which projects
the camera image onto the poloidal space, followed by a typical U-Net. The block inside the U-Net denote
convolutional layers. The black blocks and lines are the residual connections of the U-Net architecture, allowing
for more information flow.
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maps the camera image information to a latent space Z of different dimensions because of the residual
connections and using a decoder Dy : Z — X which reconstructs the poloidal emissivity from this latent
space.

However, we have prior knowledge of the system available as the geometry matrix G. We can incorporate
this knowledge into the network design by first back projecting the measured camera image to the poloidal
space, and then post-processing the back projection using the U-Net architecture:

%= (UoCGTR)(y), (3.6)

where U : X — X is a (U-Net) post-processing operator and where the SIRT-based back-projection is
used. This solution can be seen as a learned regularized version of the direct pseudo-inverse estimation
corresponding to the normal equations in Equation (2.21):
~U()
—
%= (CG'RG) "' CGTRy. (3.7)

Figure 3.3 shows the model-informed U-Net architecture as described above.

3.2 Deep Unfolded Networks

We can also incorporate physical model knowledge into the network design by considering the proximal
gradient descent algorithm in Equation (2.33). The purpose of the proximal operator P is to infuse prior
knowledge of the problem into the iterative solver, e.g. sparsifying the solution or making sure that the
solution is always positive. Designing these proximal operators is a task which requires substantial problem
knowledge, so instead we can parameterize these by neural networks P, o and learn them from the data.
Mind that this is equivalent to learning the prior on the solution x,. To achieve this, the iterative loop
described in Equation (2.36) is unfolded for K iterations, resulting in a directed computational graph,
equivalent to a feedforward neural network:

Zir1 = (I — ux  CGTRG)x, — u CG'Ry (3.8a)
X1 = Prg(Zges1)- (3.8b)

Mind that we use a different proximal operator in each unrolled step, so there are K learned proximal
operators in total. Furthermore, the step size parameters u, are also learnable and differ for each unfold k.
This allows the network to ‘choose’ how much of the measured data it includes into each step; the step size
parameter u is sometimes also referred to as the data consistency term. A U-Net architecture is used as
the proximal operator in the unfolded network. However, this is a smaller U-Net than in the case of the
post-processing U-Net, as precision is gained due to the unfolded iterations. The final architecture of the
unfolded network is illustrated in Figure 3.4. The estimate X, is initialized with all zeros. The unrolling of
iterative loops and replacing some operators with neural networks is referred to as deep unfolding and has
been used in the field of (medical) imaging and signal processing [46, 47, 48, 49, 50, 51, 52]. Interesting
to note is that the informed U-Net architecture is a special case of the deep unfolded architecture, where
K = 1. Because X, is initialized at zero, we have that the z, is given by the back projection of y, which
corresponds to the model informed step of the U-Net based architecture.
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(-

Figure 3.4: The deep unfolded architecture. The initial estimate of the poloidal emissivity X, is initialized with
all zeros. The grey box represents the iterative part for K unfolds. The dashed lines represent data that are
different for each iteration k. U-Net architectures are used as the proximal operators.
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Design and Setup of the Neural Network Training
and Evaluation

In the previous chapter the two model-informed architectures were introduced. In this chapter we dive
deeper into the hyperparameters of the network. Furthermore, we also look why an experimentally
obtained dataset is not optimal, and how we can create a good synthetic dataset. Finally, we analyse the
loss function used and motivate the evaluation criteria.

41 Synthetic Dataset Generation

Although existing data from the MANTIS camera system are available, creating a training dataset from
these data is suboptimal. We would like to train data for a single geometry matrix, but different shots have
different geometry matrices because of displacement and readjusting of the MANTIS cameras. Secondly
and more importantly, the ground truth poloidal emissivity is not available for the experimentally obtained
data, as this reconstruction is currently calculated using the SIRT algorithm. Using this inversion as training
data would result in artefacts from the iterative algorithm showing up in the inversion estimated by the
neural networks. Finally, as the MANTIS system most often measures a typical plasma scenario and shape,
the network might overfit to these shapes, resulting in a network that cannot generalize to new scenarios
or off-normal events.

Ideally, the dataset has similar characteristics to the experimentally obtained MANTIS data. The line
emission is typically constrained to regions with specific ranges of plasma temperature, plasma density and
neutral density, which particularly in the divertor region can have large gradients and magnetic-field-line
induced anisotropy. Therefore, we impose the following features in the synthetic data:

1. Random lines of different lengths, thicknesses, positions, brightnesses and orientations, with lengths
up to the order of the image size, but widths much smaller than the image size.

2. A random curvature is introduced to the lines, capturing the trends induced by the magnetic field
geometry.

3. Random degrees of brightness gradient along the length of the lines, capturing the trends induced
by the impact of parallel (to magnetic field) gradients of plasma temperature and density on line-
emission.

Random line segments are generated based on these criteria and drawn on a poloidal plane. Furthermore,
a Gaussian blur with a random kernel size is applied to the generated images. Finally, the drawn lines are
forward projected to create a camera view image, and both images are saved as an input-label pair. The
dataset used for training consists of 25000 synthetically generated input-label pairs. A sample from the
generated dataset is shown in Figure 4.1.

For evaluation, we would like to know how robust the networks are to noise, so images with noise are
evaluated as well. We model the noise using two types of noise: the first one is constant noise, which
represents the diffusive background reflections inside the tokamak:

Ye =y +c-max(y), (4.1)
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Figure 4.1: Two examples from the synthetic dataset. The left image in each example shows a synthetic poloidal
emissivity profile with the desired properties, such as lines with curvatures and gradients. The right image in
each example shows the forward projection for the full camera sensor masked for the acquired region of interest
and the field of view.

No Noise Constant Noise Gaussian Noise Combined Noise

Figure 4.2: The effect of the different noise functions on a synthetic camera image. A constant factor c of 0.2
is used, and a standard deviation o of 0.3 is used.

where c is the constant noise factor. The second noise type is Gaussian noise, which represents all other
unmodelled elements and sensor noise:
¥g = N (y,0%), (4.2)

where o is the standard deviation and 4" a normal distribution. Noise is only added to the inside of the
tokamak, where light would be emitted. The two types of noise are visualized in Figure 4.2.

4.2 Network and Training Parameters

The U-Net architecture consists of [64,64,64,128,128,128] convolutional filters in the encoder followed
by [32,32,32,16,16,16] convolutional filters in the decoder. The bottleneck consists of 64 filters. In each
encoder block, the input is processed two times by a convolution layer, followed by an instance normalization
layer, and a subsequent ReLU activation, and it is finally downsampled by a maximum pooling operator. In
each decoder block we have upsampling, concatenation with the skip connection, convolution, instance
normalization and afterwards a ReLU activation. The last three operations are performed twice.

For the deep unfolded network the loop is unfolded for K = 4 iterations and the parameterized proximal
operator is a U-Net architecture with [8, 8, 16, 32] filters for both the encoder and decoder, with a bottleneck
of 32 filters. For each iteration there is a separate learned proximal operator, resulting in a total of five
learned proximal operators.

Both networks are trained for a fixed number of epochs. The weights of the epoch with the lowest validation
loss are used for evaluation and testing. An Adam optimizer is used with a learning rate of 1072 and the
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Figure 4.3: Two synthetic data pair for the MAST-U tokamak. The left image in each pair shows a synthetic
poloidal emissivity profile, the right image in each pair shows the forward projection. The toroidal direction in
the camera image is vertical, compared to the horizontal toroidal direction in the case of TCV.

mean squared error is used as the loss function. For the deep unfolded network, the loss is also calculated
for each intermediate output, such that the total loss is calculated as the intermediate losses summed
together [53, 54]:

Lunfolded = Z MSE(Xy41 = Py 0(2x+1), %) (4.3)
k

The intermediate losses promote a decrease of the error after each unfold, similar to the non-neural network
proximal gradient descent algorithm. Another benefit of using the loss at each unfolded step is that tuning
the number of unfolds is now easier: the network can be trained for a higher number of unfolds. If there
is no improvement after a certain amount of unfolds, we know that we can use that smaller amount of
unfolds, reducing the complexity of the network.

Because of the field of view of the camera, and because of obstructing elements like baffles, it can be the
case that the poloidal space is not completely observable. To account for this, the loss function is masked
such that it only includes the observable poloidal space, i.e. the loss of the poloidal volume cells with a
zero row in the geometry matrix are set to zero. The hyperparameters used in this study are determined
by a combination of manual optimization and parameter sweeps. The networks have been trained with an
NVIDIA V100 16 GB GPU on the MARCONI M100 supercomputer cluster. A single training takes 10 h to
24h, depending on the initialization and the network architecture.

4.3 Performance Evaluation

The outputs of both networks are evaluated on both the synthetic dataset and on a dataset consisting
of images experimentally obtained by MANTIS for plasma discharge #65903 on TCV. To show that the
approach taken is also applicable to other machines, results for a synthetic sample of the MAST-U tokamak,
with a different geometry matrix, are also shown [55]. The MAST-U sample is shown in Figure 4.3.

We evaluate the network performance on the mean squared error, the mean absolute error, and the inference
time for a single sample on an NVIDIA TESLA V100 GPU.

In image generation tasks additional metrics are often used, which mainly focus on the shape and structure
of the predicted image. An example of such a metric is the structural similarity index (SSIM). However, we
care about the actual values produced by the network, as the output will be used for a Bayesian parameter
inference model. Thus, SSIM and similar metrics are not used.

To analyse the sensitivity of the network, we use the Jacobian of the neural network [56]:

dx;
Jij(yn) = d—l , (4.4)
Yily,
where %; is estimated using the neural networks. The Jacobians are calculated for ten different synthetic
samples, and the absolute average Jacobian is calculated to express the sensitivity. Using this sensitivity,
we can approximate which parts of the image are more sensitive to changes in the input, and thus also to

noise.

An implementation of the described networks and the synthetic dataset generation can be found in the
following replication package: https://github.com/phaseolud/mantis-ml-inversion-replication.
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Machine Learning Accelerated Tomographic
Reconstruction for Multispectral Imaging on TCV

The contents of this chapter will be submitted as a paper to Nuclear Fusion, and therefore uses a two-column
layout. The paper retells the story from the preceding chapters in a condensed format.
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Abstract

A multispectral camera setup is used to infer a 2D map
of plasma parameters in a tokamak from spectral emis-
sions. However, the light measured by these cameras is
line integrated in the toroidal direction, whereas emissiv-
ities on the poloidal plane are necessary for the inference.
The poloidal plasma emissivity can be obtained by to-
mographic reconstruction, but classical techniques are
too slow to use these emissivities for real-time control.
We present two machine-learning based approaches to
accelerate the reconstruction of the poloidal emissivities.
Both approaches yield more accurate results on synthetic
data than the iterative approach while being near fast
enough for real-time control applications.

51 Introduction

In future fusion reactors such as DEMO and ITER, the al-
pha particles produced in the fusion reaction will play an
important role in the heating of the plasma. However, these
helium particles are not desired in the plasma after their
thermalization, as they dilute the relative fuel density. In
order to improve the avoidance of helium ash build-up the
ashes should be pumped away. Furthermore, the plasma-
wall interaction results in impurities sputtering from the
wall, which are undesirable in the plasma. Finally, the
power from the alpha particles exhausted from the reactor
should be dispersed. For these three reasons, a specific mag-
netic ‘divertor’ geometry was designed that better isolates
the plasma exhaust region from the main core plasma [2,
3l.

To avoid damage to the divertor wall materials, the heat
flux and particle flux of the plasma in this region should
be minimized [2]. By careful injection of neutral particles
such as nitrogen or hydrogen, one can control these fluxes
towards the target [4]. In the case of hydrogen neutrals
injection, i.e. fuelling, the plasma transfers energy and
momentum to the neutral particles [5]. In the case of
impurity enrichment, e.g. nitrogen seeding, the energy
loss is mainly caused by an increase in radiation power [6].
The atomic and molecular reactions causing a loss of energy
and momentum result in a colder and denser plasma near
the divertor target. The state with a pressure gradient
along the field lines to the target in combination with a
low pressure at the target is referred to as detachment [7],
which should be controlled for optimal performance and
material durability.

The aim of detachment control is to prevent the exceedance
of the material threshold by the heat and particle fluxes
towards the target, thus preventing damage to the divertor
tiles [8]. However, the plasma should not be cooled too
much, as this can result in the detachment front moving
towards the plasma core [9], where the detachment front
corresponds to a temperature of approximately 5eV [57].

Figure 5.1: (@) A poloidal cross-section of the TCV tokamak,
with the magnetic field lines indicated in red. The outer thick
red line indicates the scrape-off-layer (SOL), which diverts the
particles towards the targets. (b) The view of the MANTIS
camera in the tokamak is not perpendicular to the poloidal
plane, but at an angle, measuring line-integrated emissions.
Adapted from [5].

If the front comes too close to the x-point, the temperature
drop of the plasma closer to the core results in degradation
of the plasma confinement and performance [9].

Both local measurements and their incorporation in a re-
construction of the divertor plasma state are necessary for
control of the fluxes in the divertor region. In this work, we
focus on the fast tomographic reconstruction of the emissiv-
ity in the divertor region for the tokamak a configuration
variable (TCV), at the Swiss Plasma Centre in Lausanne.
Various diagnostics systems, such as bolometry [10], Lang-
muir probes [11], and multispectral imaging [12, 13] are
used in the TCV to reconstruct the plasma state. The latter
is real-time capable, non-invasive, suitable for 2D imaging,
and it has been achieved on TCV using the Multispectral Ad-
vanced Narrowband Tokamak Imaging System (MANTIS).
Figure 5.1 illustrates the location of the MANTIS camera
along with the rendered view of what the MANTIS camera
sees. Feedback control of the detachment front has already
been used on TCV using this camera system [14].

Different species in the plasma emit light at different wave-
lengths. By measuring this spectral and spatial information,
a 2D reconstruction of the plasma state, temperature and
densities, in the divertor region can be made. The infer-
ence of the plasma temperature and densities, as well as
atomic process rates is based on collisional-radiative mod-
elling [16]. These 2D maps allow for advanced control
schemes through the determination of particle sources and
sinks. For this reconstruction the poloidal emissivities are
needed whereas MANTIS measures line integrated emissiv-
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Figure 5.2: An image measured with MANTIS on the right:
the divertor geometry diverts the plasma to the targets through
two legs. The measured light comes from the Deuterium
Balmer line emission Ds_,,. The reconstruction of the poloidal
emissivity on the left is calculated using the SIRT algo-
rithm [33, 32].

ities, meaning that light from different (R, Z) coordinates is
integrated. An example of the measured camera image to-
gether with the corresponding poloidal emissivity is shown
in Figure 5.2. For plasma state reconstruction one needs
the poloidal emissivity, rather than line-integrated measure-
ments. The inversion process from the measured camera
image to the poloidal plane is computationally intensive,
making it unsuitable for real-time control. The plasma dy-
namics have a temporal scale of approximately 15 ms. To
prevent sampling issues, we need to sample at least two
times faster than the temporal scale, and in practice a factor
of eight to ten is used. This means that the inversion calcu-
lation should take less than 2 ms [14], which is difficult to
achieve using traditional iterative techniques.

Previously, the reconstruction of the poloidal emissivity took
approximately 5s per frame using the method described
in [13]. This results in a processing time of more than 1h
per shot, which hinders fast scientific iteration. So, acceler-
ating the tomographic reconstructions does not only allow
for real-time processing, but also provides the opportunity
to have a faster offline data processing pipeline.

Tomographic inversions are also needed in other fields of
science dealing with imaging, such as geophysical and med-
ical imaging. Research in these fields has shown that neural
networks can be used to approximate the tomographic in-
version while being computationally more efficient and can
even yield more accurate results [22, 23]. In this study
we research how we can achieve a fast poloidal emissivity
reconstruction in the divertor region of TCV, using model-
informed machine learning techniques.

In Section 5.2 we introduce and review the imaging prob-
lem and discuss the existing iterative techniques which
have been used to solve the tomographic reconstruction
problem. We build upon this knowledge in the design of

the neural networks in Section 5.3, and subsequently, dive
into synthetic data generation and the experimental setup
in Section 5.4. The results are presented and discussed
in Section 5.5. This research is concluded in Section 5.6,
based on which ideas for future work are introduced in Sec-
tion 5.7.

5.2 Iterative Reconstruction Techniques

The mapping from the poloidal plane to the camera image
can be modelled as a linear forward map G : R — R
represented by the matrix G:

y=Gx+e. (5.1)

n, and m, are the number of rows and columns of the ac-
quired image, n;,, is the number of inversion cells, y the
flattened measured camera image, x the poloidal emissivity
and e a noise term to account for measurement noise, but
also for unmodelled effects like reflections inside the toka-
mak. The matrix G is referred to as the geometry matrix
and is constructed by point-fitting and ray-tracing locations
in an image measured with MANTIS to a CAD model of
the TCV tokamak [13] using the Calcam software pack-
age [25]. We assume both toroidal symmetry and that the
data for a camera pixel only comes from a single line of
sight. The single lines of sight for each camera image pixel,
combined with not modelling the reflections, results in a
sparse geometry matrix G. The carbon tiles inside TCV
reflect some light diffusively, but with a lower magnitude
than the direct emission from the plasma. This allows for
the approximation of not modelling the reflections.

The goal of the reconstruction is to find the poloidal emissiv-
ity given a measured camera image; the aim is to maximize
the probability density function p(x|y, G). We express this
maximization as:

p(ylx, G)p(x|G)
pylG) °

which is called the maximum a posteriori (MAP) estimate.
In this expression p(y|x, G) is referred to as the likelihood,
p(x|G) as the prior, and p(y|G) as the evidence. As the
maximum does not depend on the evidence, we can omit
this last term from the optimization. We drop the geometry
matrix G from the notation for brevity.

X = argmax p(x|y) = arg max (5.2)
X X

If we assume a zero-mean Gaussian noise distribution for
the likelihood, with covariance matrix ¥, and optimize for
the log-transformed distributions we obtain:

argmaxlog p(x|y) =
1 — (5.3)
arg max (—E(y —Gx) X (y—Gx)+ logp(x)) ,

where we dropped the terms of the log-likelihood which
do not depend on x. If we now rewrite the maximization
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problem to a minimization problem and assume indepen-
dent and equal variances o2, we find the regularized least-
squares objective:

cx)=lIGx-yll? R(x)

. . 1 T —

X =argmin — (y— Gx)" (y — Gx)—logp(x), (5.4
x 2072

where R(x) is a regularization function, and C(x) is the

unregularized cost function.

To utilize the sparsity of the geometry matrix, iterative
methods are most often used in the field of image recon-
struction, in which large system matrices are involved. This
way it is not required to compute an explicit approximation
of (pseudo-) inverse. In iterative methods, we iteratively
update our estimate to approach a stationary point and
thus the solution to the inverse problem. In this study, we
will focus on line-search methods, in which the current
estimate x, is updated with a search direction p; which is
scaled by the step size u; [26]:

Xi+1 = X + U Pi- (5.5)
If we use the gradient of the unregularized objective func-
tion in Equation (5.4) as the search direction i.e. steepest
descent direction, the resulting iterative scheme is given

by:

Xier1 = X — UV f (%) = X3 — uG' (Gxy —y), (5.6)
which is known as the gradient descent algorithm, and
as the basis for many optimization algorithms. Finding a
proper value for the step size, also known as the learning
rate, is of importance: a too small step size will cause almost
no change in x,, whereas a too large step size causes the
solution to diverge. Methods such as exact line search or
Armijo line search could be used to find a good value for
u [26]. However, we will not focus on these methods in
this paper.

Instead, we use the ART family of methods, which has been
specifically developed for CT imaging. Specifically, we will
use the simultaneous and iterative reconstruction technique
(SIRT). This algorithm and its variants (SART/ART) have
been used extensively in the field of medical and geophysi-
cal imaging [27, 28, 29, 30, 31].

Equation (5.6) can also be understood as follows: the term
Gx), maps the current inversion estimate to the measure-
ment space. Subsequently, the error in measurement space
is calculated Gxy —y, which is then mapped back to in-
version space G (-). As previously mentioned, finding a
good value for the step size is an iterative process, and the
convergence speed and stability of the iterative algorithm
depend on this choice. In the SIRT algorithm, the step size
problem is solved by preconditioning the geometry matrix
to ensure a stable convergence. First, the error correction
term Gx; —y is multiplied with the matrix R, which is a
diagonal matrix containing the inverse row sums of G, so

ri=1/>. ; &j- This is equivalent to solving the weighted
least-squares problem [32, 33, 34]. The R matrix reduces
the error contribution of pixels in measurement space that
correspond with a longer ray length. Without this R, the
steepest descent direction would be biased towards mini-
mizing the error for pixels that receive the most contribution
from the reconstruction space.

The gradient of the weighted least-squares problem is given
by:
VCr(x) = GTR(Gx—Yy). (5.7)

If we precondition this gradient by the matrix C we obtain:
VCi(x) = CG"R(Gx—Yy), (5.8)

where C is a diagonal matrix containing the inverse column
sums of G: ¢;; =1/}, g;. The C matrix plays the same
role for GT as R does for G. Rewriting Equation (5.8) to an
iterative update scheme results in:

X1 = X — UCG R(Gx —Y), (5.9)
This can then be rearranged to:
X117 = (I — uCGTRG)xy + uCG'Ry, (5.10)

which is stable for 0 < u < 2 [32, 33]. The proof by [32,
33] is rewritten, and shown in Appendix 5.A.

Another benefit of the SIRT algorithm is that the back pro-
jection (CGTRy) results in more structural information than
the gradient descent-based back projection (GTy). The con-
volutional neural networks used for the machine learning
acceleration utilize this local structural information, making
the SIRT-based back projection better suited for incorpo-
ration in convolutional neural networks. To clarify this
structural information, the back projection for both the
SIRT and the gradient descent algorithm for a synthetic
sample are shown in Figure 5.3.

The described SIRT algorithm is an effective way to solve the
likelihood element of the Bayesian optimization. However,
in the formulation we also introduced the prior distribution
p(x). This prior distribution corresponds to the regulariza-
tion function R(x) in the objective minimization function.
In the case that the regularization function is differentiable,
we easily integrate it into the line search method. However,
not all regularization functions are differentiable, like the
¢, regularization function, which is often used in signal
processing if it is known that the solution is sparse. Instead,
we can use the proximal gradient descent method [35], in
which the objective is optimized in a two-step process:

1. Calculate the estimate update to optimize for the
unregularized cost function C(x).

2. Project the updated state with a proximal operator
to optimize for the regularization function R(x).

This can also be expressed as:

(5.11a)
(5.11b)

Zyy1 = Xi T UgPx
X1 = P(Zys1)s
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Figure 5.3: A comparison of the SIRT-based back-projection
and the gradient descent-based back-projection. The left panel
shows a poloidal emissivity x with a corresponding synthetic
camera image y = Gx. The middle panel shows the SIRT-
based back-projection CG™ Ry, and the right panel shows the
gradient descent-based back-projection G'y. The colour axes
are not standardized, as we would like to emphasize the
structure and not the specific values.

where P(-) is a proximal operator. An example of a proxi-
mal operator corresponding to the previously discussed £
regularization function is the soft thresholding operator:

22U
Izl <u,
z2<—U

2=,
P(z)=10,
z+ U,

(5.12)

which combined with the update scheme in Equation (5.11a)
results in the Iterative Soft Thresholding Algorithm (ISTA),
which is an algorithm commonly used in signal process-
ing [36]. If we apply this same method to the SIRT algo-
rithm, we arrive at the following proximal SIRT algorithm:

Z1 = (I —uCGTRG)x, — uCG™Ry

X1 = P(Zy41)-

(5.13a)
(5.13b)

The proximal operator is a way to incorporate regulariza-
tion information into the iterative scheme. Even more inter-
esting is the fact that equivalently this operator projects the
current estimate z,,; according to the prior p(x). The proxi-
mal operator or prior can be designed by hand from physical
processes, but this can be a time-intensive and involved task.
Instead, we can parameterize the proximal operator as a
neural network, which will be the basis for Section 5.3.

5.3 Machine Learning Accelerated Reconstruc-
tion

Neural networks have been shown to excel at solving a
range of tasks in regression and classification, and have

already been applied to the field of medical and seismic
imaging [50, 44, 23] and (linear) inverse problems [58,
59]. This success in similar domains give rise to an interest
in the applications of these techniques to our setting, with
the goal of reducing the reconstruction time. We discuss
two types of network architectures: one based on the U-Net
architecture, and another based on the iterative update
scheme discussed in the previous section.

5.3.1 Nonlinear Filtering with U-Net

In the field of computer vision and image-based data, most
often convolutional neural networks (CNN) are used, which
are networks which consist of several parallel and sequen-
tial convolutions, where all the convolutional kernels are
learned [42]. In image classification tasks, features are
extracted using convolutional filters and pooling operators
until the image can be represented in some (small) latent
space. This part of a CNN is often called the encoder. The
output of the encoder is fed into a classification head, which
can be used to classify the images. However, we can also
deconvolve the latent space back to an image, in which
case the network is referred to as a decoder. If we combine
both networks, we have an Encoder-Decoder (ED) network,
which can represent an image in some lower dimensional
latent space Z also referred to as the bottleneck, and then
reconstruct it back to the image space [42, 60]. The goal of
the Encoder-Decoder architecture is to learn the networks
Eg:Y — Z and Dy : Z — Y such that:
y—(Dg © Eg)(y) (5.14)
is minimized. The input to the network can be identical to
the output, but it is also possible that the input is altered
and that the original image needs to be reconstructed, for
example, in the case of noise removal. More background
information on CNNs is presented in Appendix 5.B.

In our problem setting we are not interested in denoising
or segmenting the input to the network; we would like
to perform a domain transformation F : Y — X consisting
of an encoder E, : Y — Z which maps the camera image
information to a latent space Z of different dimensions and
using a decoder Dy : Z — X which reconstructs the poloidal
emissivity from this latent space. The network would then
be trained on image-pairs consisting of synthetic poloidal
emissivities with their corresponding camera images.

One problem with the standard ED architecture is that the
results heavily depend on the bottleneck size: a small (spa-
tial and filter dimension) bottleneck allows for insufficient
information flow, while a network with a too large (spatial
dimension) size relies too much on the spatial correlation
of the input data, both resulting in a suboptimal recon-
struction. The latter is especially important in our problem
setting, in which the input and output data are not spatially
correlated in contrast to denoising EDs. Furthermore, some
information might already be extracted to useful features
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Figure 5.4: The U-Net architecture. The coloured blocks are
convolutional layers, with the height representing the spatial
size, and the width the number of filters. The black arrows
represent the residual connections, which concatenate the
filters of the encoder to the filters of the decoder. This allows
for information flow at different levels of spatial compression.

after the first or second down-sampling step, instead of
passing it through all the other encode and decode blocks.

A solution to this problem is to add residual connections
between the encoder and decoder network, such that the
filters for every encoder block are appended to the decoder
block filters with the same spatial dimension. Such an ar-
chitecture is called U-Net [61], which has also been used
with great success for a variety of tasks like image seg-
mentation, image denoising, image super resolution and
tomographic reconstruction [44, 45]. An illustration of the
U-Net architecture is shown in Figure 5.4. In this figure
we can see there is a latent space at different spatial di-
mensions. A smaller spatial dimensional corresponds with
a higher number of filters. Even tough we could train a
U-Net on our data, we have prior knowledge of the system
available as the geometry matrix G. So, it can be useful
to include this knowledge into the neural network design.
The incorporation of linear (potentially fitted) model knowl-
edge has been used with great success before in the field
of state-space identification methods [62], and in physics-
driven systems where the network is then referred to as a
physics informed neural network [58]. We incorporate this
knowledge into the network design by first back project-
ing the measured camera image to the poloidal space, and
then post-processing the back projection using the U-Net
architecture:

%= (UoCG'R)(y), (5.15)

where U : X — X is a (U-Net) post-processing operator.
This solution can be seen as a learned regularized version
of the direct pseudo-inverse estimation:
~U(")
—
%= (CGTRG) ™' CGTRy. (5.16)

Figure 5.5 shows the model-informed U-Net architecture

HDSDH

Figure 5.5: The model-informed U-Net architecture, con-
sisting of the SIRT-based back-projection which projects the
camera image onto the poloidal space, followed by a typical
U-Net.

as described above. In Appendix 5.C we analyse the effect
of adding the model-based back-projection to the U-Net
architecture on the model performance.

5.3.2 Deep Unfolded Networks

We can also incorporate physical model knowledge into
the network design by considering the proximal gradient
descent algorithm in Equation (5.11a). The purpose of
the proximal operator P is to infuse prior knowledge of
the problem into the iterative solver, e.g. sparsifying the
solution or making sure that the solution is always posi-
tive. Designing these proximal operators is a task which
requires substantial problem knowledge. Instead, we can
parameterize these by neural networks P, y and learn them
from the data. Mind that this is equivalent to learning the
prior on the solution x,. To achieve this, the iterative loop
described in Equation (5.13a) is unfolded for K iterations,
resulting in a directed computational graph, equivalent to
a feedforward neural network:

21 = (I —uxCG"RG)xy — 1 CG Ry

Xir1 = Pr g (Ziq1)-

(5.17a)
(5.17b)

Mind that we use a different proximal operator in each
unrolled step, so there are K learned proximal operators
in total. Furthermore, the step size parameters u, are
also learnable and differ for each unfold k. This allows
the network to ‘choose’ how much of the measured data
it includes into each step; the step size parameter u is
sometimes also referred to as the data consistency term. A
U-Net architecture is used as the proximal operator in the
unfolded network. However, this is a smaller U-Net than in
the case of the post-processing U-Net, as precision is gained
due to the unfolded iterations. The final architecture of the
unfolded network is illustrated in Figure 5.6. The estimate
%, is initialized with all zeros. The unrolling of iterative
loops and replacing some operators with neural networks
is referred to as deep unfolding and has been used in the
field of (medical) imaging and signal processing [46, 47,
48, 49, 50, 51, 52]. Interesting to note is that the informed
U-Net architecture is a special case of the deep unfolded
architecture, where K = 1. Because x, is initialized at zero,
we have that the z, is given by the back projection of y,
which corresponds to the model informed step of the U-Net
based architecture.
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Figure 5.6: The deep unfolded architecture. The initial esti-
mate of the poloidal emissivity X, is initialized with all zeros.
The grey box represents the iterative part for K unfolds. The
dashed lines represent data that are different for each itera-
tion k.

5., Experimental Setup

5.4 Synthetic Dataset

Although existing data from the MANTIS camera system are
available, creating a training dataset from these data is sub-
optimal. We would like to train data for a single geometry
matrix, but different shots have different geometry matrices
because of displacement and readjusting of the MANTIS
cameras. Secondly and more importantly, the ground truth
poloidal emissivity is not available for the experimentally
obtained data, as this reconstruction is currently calculated
using the SIRT algorithm. Using this inversion as training
data would result in artefacts from the iterative algorithm
showing up in the inversion estimated by the neural net-
works. Finally, as the MANTIS system most often measures
a typical plasma scenario and shape, the network might
overfit to these shapes, resulting in a network that cannot
generalize to new scenarios or off-normal events.

Ideally, the dataset has similar characteristics to the experi-
mentally obtained MANTIS data. The line emission is typi-
cally constrained to regions with specific ranges of plasma
temperature, plasma density and neutral density, which
particularly in the divertor region can have large gradients
and magnetic-field-line induced anisotropy. Therefore, we
impose the following features in the synthetic data:

1. Random lines of different lengths, thicknesses, po-
sitions, brightnesses and orientations, with lengths
up to the order of the image size, but widths much
smaller than the image size.

2. A random curvature is introduced to the lines, captur-
ing the trends induced by the magnetic field geometry.

3. Random degrees of brightness gradient along the
length of the lines, capturing the trends induced by
the impact of parallel (to magnetic field) gradients of
plasma temperature and density on line-emission.

Random line segments are generated based on these criteria
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Figure 5.7: An example from the synthetic dataset. The left
image shows a synthetic poloidal emissivity profile with the
desired properties, such as lines with curvatures and gradients.
The right image shows the forward projection for the full
camera sensor masked for the acquired region of interest and
the field of view.

and drawn on a poloidal plane. Furthermore, a Gaussian
blur with a random kernel size is applied to the generated
images. Finally, the drawn lines are forward projected to
create a camera view image, and both images are saved as
an input-label pair. The dataset used for training consists of
25000 synthetically generated input-label pairs. A sample
from the generated dataset is shown in Figure 5.7.

For evaluation, we would like to know how robust the net-
works are to noise, so images with noise are evaluated as
well. We model the noise using two types of noise: the
first one is constant noise, which represents the diffusive
background reflections inside the tokamak:

V. =y +c-max(y), (5.18)

where c is the constant noise factor. The second noise type
is Gaussian noise, which represents all other unmodelled
elements and sensor noise:

Yg = ‘/V(Yr 0-2)’

where o is the standard deviation and .4 a normal distri-
bution.

(5.19)

5.4.2 Network and Training Parameters

The U-Net architecture consists of [64, 64, 64, 128, 128,
128] convolutional filters in the encoder followed by [32,
32, 32, 16, 16, 16] convolutional filters in the decoder. The
bottleneck consists of 64 filters. In each encoder block,
the input is processed two times by a convolution layer,
followed by an instance normalization layer, and a subse-
quent ReLU activation, and it is finally downsampled by
a maximum pooling operator. In each decoder block we
have upsampling, concatenation with the skip connection,
convolution, instance normalization and afterwards a ReLU
activation. The last three operations are performed twice.
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For the deep unfolded network the loop is unfolded for
K =5 iterations and the parameterized proximal operator
is a U-Net architecture with [8, 8,16, 32] filters for both the
encoder and decoder, with a bottleneck of 32 filters. For
each iteration there is a separate learned proximal operator,
resulting in a total of five learned proximal operators.

Both networks are trained for a fixed number of epochs.
The weights of the epoch with the lowest validation loss are
used for evaluation and testing. An Adam optimizer is used
with a learning rate of 10~° and the mean squared error is
used as the loss function. For the deep unfolded network,
the loss is also calculated for each intermediate output,
such that the total loss is calculated as the intermediate
losses summed together:

Lynfolded = Z MSE(xy 1 = Pk,@(zk+1), X).
k

(5.20)

Because of the field of view of the camera, and because of
obstructing elements like baffles, it can be the case that the
poloidal space is not completely observable. To account for
this, the loss function is masked such that it only includes
the observable poloidal space, i.e. the loss of the poloidal
volume cells with a zero row in the geometry matrix are
set to zero. The hyperparameters used in this study are
determined by a combination of manual optimization and
parameter sweeps. The networks have been trained with
an NVIDIA V100 16 GB GPU on the MARCONI M100 su-
percomputer cluster. A single training takes 10h to 24h,
depending on the initialization and the network architec-
ture.

5.4.3 Performance Evaluation

The outputs of both networks are evaluated on both the
synthetic dataset and on a dataset consisting of images
experimentally obtained by MANTIS for plasma discharge
#65903 on TCV. To show that the approach taken is also
applicable to other machines, results for a synthetic sample
of the MAST-U tokamak, with a different geometry ma-
trix, are also shown [55]. The MAST-U sample is shown
in Figure 5.8.

We evaluate the network performance on the mean squared
error, the mean absolute error, and the inference time for a
single sample on an NVIDIA TESLA V100 GPU.

In image generation tasks additional metrics are often used,
which mainly focus on the shape and structure of the pre-
dicted image. An example of such a metric is the structural
similarity index (SSIM). However, we care about the actual
values produced by the network, as the output will be used
for a Bayesian parameter inference model. Thus, SSIM and
similar metrics are not used.

To analyse the sensitivity of the network, we use the Jaco-
bian of the neural network [56]:
dx;

dy; Vi ’

Jij(yn) = (5.21)

0
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Figure 5.8: A synthetic data pair for the MAST-U tokamak.
The left image shows a synthetic poloidal emissivity profile,
the right image shows the forward projection. The toroidal
direction in the camera image is vertical, compared to the
horizontal toroidal direction in the case of TCV.
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Figure 5.9: The estimated poloidal emissivities using the
classical and machine learning based methods for a sample
from the synthetic dataset.

where %; is estimated using the neural networks. The Ja-
cobians are calculated for ten different synthetic samples,
and the absolute average Jacobian is calculated to express
the sensitivity. Using this sensitivity, we can approximate
which parts of the image are more sensitive to changes in
the input, and thus also to noise.

An implementation of the described networks and the syn-
thetic dataset generation can be found in the following repli-
cation package: https://github.com/phaseolud/mantis-ml-
inversion-replication.

5.5 Results and Discussion

5.51

Figure 5.9 shows that both the U-Net based model and the
deep unfolded model are successful in approximating the
reconstruction of the emissivity in the poloidal plane. For
data above R = —0.2m, which correspond with information
that is not directly in the field of view, the machine learning
based solutions are more effective in reconstructing the
emissivity. The emission in the image is strongly weighted
towards the plane of tangency with the camera, which al-

Results on Synthetic Dataset
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Figure 5.10: The estimated poloidal emissivities using the
classical and machine learning based methods for a syntheti-
cally generated sample, which highlights the reconstruction
capabilities for emission outside the direct field of view of the
camera, covering the plane of tangency to the plasma.

lows a good reconstruction by the SIRT algorithm in these
regions. However, SIRT is less successful where the plane
of tangency is not captured by the camera. In this case,
the poloidal emissivity is reconstructed from the toroidally
symmetric emission, which is more difficult as the informa-
tion is sparser in this region. The same result can be seen
more clearly in Figure 5.10. In this figure one can see that
the SIRT algorithm can reconstruct some emissivity for the
lines higher in the poloidal plane and for the horizontal
line, but an insufficient amount of data available to do a
high quality reconstruction in these regions; emissions in
the plane of tangency are accurately reconstructed by the
SIRT algorithm, whereas emissions outside the direct field
of view are more difficult to reconstruct.

Similar results can be observed for a synthetic sample for
the MAST-U tokamak, shown in Figure 5.11. We can see
that the machine learning based approaches outperform the
SIRT algorithm, especially for the more horizontal line near
Z =—1.8 m. The results presented for MAST-U are obtained
without any tuning of the hyperparameters. Only the geom-
etry matrix is changed, and the networks are retrained. This
highlights the transferability of the approaches presented
in this paper.

To quantify the performance of these three approaches, in
terms of both image quality metrics and inference time, the
mean squared error and mean absolute error for these three
methods on a synthetic test dataset were determined. These

Ground SIRT
Truth K =100
—1.50
E 175
N
—2.00
T T T
1.0 1.5 1.0 1.5
Unfolded
U-Net K=5
—1.50
E —1.75
N
—2.00
1.0 1.5 1.0 1.5
R [m] R [m]

Figure 5.11: The estimated poloidal emissivities using the
classical and machine learning based methods for a synthetic
sample for the MAST-U tokamak.

Table 5.1: The evaluation metrics on a test dataset and
the number of trainable model parameters for the different
reconstruction methods.

Model / Metric MSE MAE # Parameters [M]
TCV

SIRT 0.0596 0.0980 -

U-Net 0.0107 0.0390 1.38

Unfolded 0.0092 0.0418 0.35

MAST-U

SIRT 0.0297 0.0511 -

U-Net 0.0044 0.0182 1.38

Unfolded 0.0077 0.0258 0.28

are shown in Table 5.1. The inference times are shown in Ta- Iable 5.2: The inference time in ms for the different estima-

ble 5.2, which indicate the computation time for different
batch sizes, evaluated on an NVIDIA V100 GPU. We can
see that the error metrics correspond to the visual inspec-
tion of both figures: both the deep unfolded model and the
U-Net outperform the SIRT algorithm. The deep unfolded
model has a lower mean squared error, whereas the U-net
has a lower mean absolute error for TCV than the other
methods. Moreover, both machine learning accelerated
methods are faster than the SIRT algorithm. Furthermore,

tion methods for different batch sizes.

Model / Batch Size 2 4 8
SIRT 52.5 67.7 80.3 884
U-Net 3.8 4.5 5.0 5.3
Unfolded 3.2 3.2 3.7 3.9
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Figure 5.12: The measured camera image and the estimated
inversion for a sample from shot # 65903 measured with
MANTIS. The camera image is cropped on the right to only
include the region of interest containing emissions.

we see that the unfolded model is slightly faster than the
U-Net model, and scales better than the U-Net model. Both
machine learning solutions show results close to the target
inference time of 2 ms, with room for optimization in the
networks such as using half precision and using compilers
such as TensorRT.

5.5.2 Results on Measured Data

In the previous subsection we have seen that the machine
learning approaches are successful in reconstructing the
poloidal emissivity, but the data was synthetic and thus ideal
for these approaches, as the training images are generated
with the same geometry matrix that is used in the networks.
To verify that the machine learning approaches also yield
good results on real world data, we investigate the results
on an image measured with MANTIS.

The neural networks, in particular the U-Net, are also suc-
cessful in approximating the inversion for an image mea-
sured using the MANTIS system, as can be seen in Fig-
ure 5.12. This figure shows us that the outputs of the
neural network models are similar to the SIRT solution,
especially in the region of interest in the direct field of
view. Furthermore, the neural network models have fewer
inversion artefacts, which are visible in the SIRT solution
as dim curved lines in the bottom of the inversion and as
the dim near-horizontal line at Z = —0.4m. These lines
arise from the non-toroidally symmetric elements in the
tokamak, such as the tiles. The location of the camera
and its view angle, combined with the inability of the cam-
era to place emission along the line of sight, also create
these artefacts. Interestingly, the deep unfolded network
estimates higher emissivities on the divertor legs than the
other methods. Results of both machine learning models
show inversions corresponding to physical processes: the
higher emission where the left leg touches the wall, caused
by reionisation of the neutral particles coming back from
the target, is correctly reconstructed. The informed U-Net

Figure 5.13: The effect of Gaussian noise and constant noise
on the MSE for both the iterative SIRT algorithm and the
informed U-Net architecture.

model reconstructs the region around and above the x-point
more accurately than the deep unfolded model: the emis-
sivity is more uniform, and more in line with the physical
processes at play, whereas the deep unfolded model creates
some gaps between the emissivities. Quantifying the error
on the experimentally obtained images is difficult, as no
ground truth poloidal emissivity exists.

The training of the U-Net is more stable and converges to
roughly the same errors for different seeds. In contrast, the
deep unfolded network are much more sensitive to the ran-
dom initialization of the weights, and a multi-initialization
optimization is used to find the used deep unfolded net-
work.

5.5.3 Sensitivity and Robustness

As the U-Net model is most consistent in training and thus
more convenient to use in real-time applications, we analyse
the sensitivity of the U-Net and its robustness compared
to the SIRT algorithm for different noise levels. The effect
of adding both constant and Gaussian noise to the input
data is shown in Figure 5.13. This figure shows that the
U-Net approach yields more accurate reconstructions for
a constant noise factor. Furthermore, the SIRT algorithm
yields a lower error compared to the U-Net for Gaussian
noise with a higher standard deviation.

To analyse the sensitivity of the network we evaluate the
network Jacobian for ten different generated samples. We
then express the sensitivity as the absolute sum of these
Jacobians. The resulting Jacobian has dimensions (1032,
772, 256, 256), resulting in a non-straightforward visu-
alization. We visualize the sensitivity by downsampling
and resizing the Jacobian to a 2D matrix by flattening the
image dimensions. The image dimensions are reshaped
with C-like ordering, so the height is the ‘slow’ dimension
and the width the ‘fast’ dimension. In Figure 5.14 we see
that the network is most sensitive (to noise) in the upper
left, corresponding to the higher Z-coordinates in camera
space and a higher vertical position in camera space. This
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Figure 5.14: The Jacobian to represent the sensitivity of the
network. The input and output shape are reordered such that
the Z-axis decreases for increasing poloidal space index and
that camera space pixel index increases for a lower vertical
position in the camera.
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Figure 5.15: The sensitivity summed over ten samples and
the camera space and the reconstruction space, respectively.
A lighter colour indicates a higher sensitivity. The higher sen-
sitivity regions correspond to the regions where the network
needs to reconstruct from a low information density.

is according to expectations: for higher Z-coordinates the
emissivity information becomes sparser as this is not in the
direct field of view of the camera anymore. From this sensi-
tivity analysis, we thus see that we should be cautious with
interpreting the data for higher Z-values in the poloidal
plane, as this region might be more sensitive to noise. We
also see that for lower Z-values in the direct field of view the
network sensitivity is low, meaning that the network results
are more robust in these regions. To gain further insight
in the sensitivity we sum over the poloidal and the camera
space, respectively. This results in the total sensitivity for
the corresponding space. This is illustrated in Figure 5.15.
This figure shows that the network is most sensitive to the
upper part of the camera image. This part corresponds
to the low information density regions. Furthermore, the
sensitivity is larger for higher R-values in the poloidal plane,
which is emission closer to the camera. For a typical plasma
scenario with a target at the high field side and the bot-
tom of the tokamak the U-Net is not very sensitive to noise.
The irregularities on the poloidal plane might result from
the limited size of the dataset, which only consists of ten

samples.

5.6 Conclusion

2D measurements of plasma emissivity can yield plenty of
information about the plasma state, such as plasma temper-
ature, plasma density and neutral density. These measure-
ments are used to both control the heat and particle flux
towards the target, and to reconstruct 2D plasma param-
eter profiles. For these reconstructions, emissivities in the
poloidal plane are needed. However, 2D imaging camera
system measurements, such as from the MANTIS diagnostic
at TCV, are line integrated: each pixel contains information
from multiple poloidal coordinates. The poloidal emissivity
can be recovered with tomographic inversion techniques
such as the SIRT algorithm. However, these techniques are
generally slow and not suitable for real-time control.

To accelerate the inversion process, we developed two neu-
ral network architectures: an informed U-Net architecture,
which uses model information by processing a back pro-
jected image, and a deep unfolded architecture, adapted
from the SIRT algorithm. To effectively train these networks
and reduce potential overfitting, we created a representa-
tive synthetic dataset. Both networks outperform the SIRT
algorithm in terms of accuracy and inference time evalu-
ated on the synthetic dataset. The machine learning based
approaches are more successful in reconstructing emission
which is not directly in the field of view of the camera. These
architectures also outperform the iterative approaches for
other geometries and tokamaks, even without any hyper-
parameter tuning. Only changing the geometry matrix and
retraining the network is required. However, it is difficult
to find a suitable metric for the reconstruction accuracy
of these measured images as no objective ground truth is
available. However, the classical methods share this same
limitation.

5.7 Outlook

Thus far, we have evaluated the U-Net and unfolded models
using the MSE and MAE with respect to the actual inver-
sion or the camera image. The goal of the fast inversion
approximations is to use them to infer plasma parameters
on TCV based on collisional-radiative modelling. Therefore,
an additional useful evaluation is to calculate the outputs
for the different inversion methods and use them as inputs
for the Bayesian parameter inference code. Another pos-
sible evaluation process is to apply the detachment front
tracking algorithm used for control and check if the outputs
of machine learning based inversions correspond with the
SIRT output. Furthermore, the fast reconstructions allow
for feedback control on tokamaks with geometries where
the plane of tangency is not directly visible.

In this study the assumption to not model the reflections
was made, as reflections would result in a denser geometry
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matrix and thus a higher computational load. However,
current and future reactors such as ITER and DEMO are
expected to have a metallic wall. Analysis of the presented
approaches for metallic wall devices is thus of interest.

The same architectures can also be applied to other geome-
tries and machines. However, these methods might also
have potential for other line-integrated measurements such
as bolometry.

Finally, the fast poloidal reconstruction of the emissivities is
only the first step in a two-step process for real-time plasma
parameter inference. The second step is to infer the plasma
state (temperatures and densities) from 2D poloidal emis-
sivities. This is again an inverse problem, related to the
collisional-radiative processes which relate the local plasma
parameters to local emissivity. Machine learning techniques
provide further opportunity in accelerating the inversion of
this second step, allowing for the development and appli-
cation of innovative control techniques for tokamak power
exhaust.

Appendices

5.A Stability Proof of the SIRT Algorithm

For a stable convergence we must have that the term (I —
uCGTRG) has a spectral radius p(-) smaller than one, i.e.
all eigenvalues A are inside the unit circle. The eigenvalues
are equal to:

A=1—2; A; = A,(CG'RG). (5.22)

Because the matrices C, R and G’ G are all positive semi-
definite, we have that the eigenvalues A; are greater than
or equal to zero. Next, we use that the spectral radius of a
matrix is smaller than or equal to the matrix norm, for any

natural matrix norm:
p(A) < IAll. (5.23)

By rewriting this condition using the co norm, we have
that:

p(CG'RG) < ||CG™RG||, < ||CGT|| L IRGlloo,  (5.24)

where the last inequality follows from the sub-multiplicativity

of a matrix norm. We choose to use the co norm here, be-
cause the explicit expression for the co norm of a matrix is
given by the largest row sum:

Alloo = max [y,

l

, (5.25)

which motivates the choice for the C and R to equal the
inverse row (and column) sum of G. We now have that
|IRG|loc = 1 and ||CGTHoo = 1. Combining these results
gives us:

p(I —uCG"RG) = max |1 —uA;| = |1 —ul. (5.26)

The requirement for stability is that the spectral radius is
smaller than one, so the bounds on the step size u can be
determined as:

1—ul<1l = 0<u<2. (5.27)

5.B Convolutional Neural Networks

In conventional feedforward neural networks a connection
between two hidden layers x,y is given by:

y=f(Wx+Db), (5.28)

where x are the inputs, y the outputs, b the bias, W the
weights and f the non-linear activation function. The
weights and biases are learned through back propagation.
For inputs and outputs with large dimensions, in the case of
images, feedforward neural networks would not be tractable:
an image to image transformation with images of size 256
by 256 would result in a weight matrix with 2562 - 2562 ~
4.3-10° learnable parameters.

By using the assumptions that the data is locally correlated,
the full connections can be replaced by a (2D) convolution,
where the kernel H € RFo%1 (also called filter) is learned:

ko—1k;—1

y=f (b + Z Z Hso,slxi+so,j+sl) >

5o=05;=0

(5.29)

where a 2D input and output are assumed. This is equiva-
lent to learning a weight matrix with only elements on the
tridiagonal in a Toeplitz structure, with all other elements
set to zero. More complexity can be added to the layer by
increasing the number of learnable kernels H. If we denote
the convolutional operator with filter H as Ty (x), we can
combine the different kernels as:

L
Y= f (bk +Z THk(Xl)):
1

where k denotes the kernel index of the output y and L the
number of kernels of the input x.

(5.30)

5.C Comparison Between Different U-Nets

In this paper we have focussed on a model-informed ar-
chitectures. It is also possible to learn a direct mapping
from camera image to poloidal emissivity. However, this
would require the neural network to learn a more difficult
mapping; the back projection already yields information
about the location of the emissivity. Furthermore, the back
projection yields a mapping from the camera image to the
reconstruction grid. For the direct mapping there should be
a preprocessing and resizing step to transform the camera
image dimensions to the appropriate input shape of the
U-Net.
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The results for the synthetic poloidal emissivities and cam- Table 5.3: The evaluation metrics on a test set for the TCV
era images, and the experimentally obtained camera im- tokamak for the different reconstruction methods.
ages that are presented in this paper are used to evaluate the

uninformed U-Net architecture. Figure 5.16 shows a good Model / Metric MSE MAE
reconstruction of the poloidal emissivity by the uninformed
U-Net, better than the SIRT algorithm. The capabilities SIRT 0.0596  0.0980
o q SIRT UoNet U-Net 0.0107 0.0390
roun . -IN€e
Truth K =100 U-Net  Uninformed Unfolded 0.0092  0.0418
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Figure 5.16: A synthetically generated poloidal emissivity
and the reconstructions with the SIRT algorithm, the model- —0.8 . . . . . .
informed U-Net and the uninformed U-Net. 0.75 1.00 0.75 1.00  0.75 1.00
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of the uninformed become more clear in Figure 5.17. In Figure 5.18: The measured camera image and the estimated

Ground SIRT U-Net poloidal emissivities for a sample from shot # 65903 measured
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Figure 5.17: A synthetically generated poloidal emissivity
and the reconstructions with the SIRT algorithm, the model-
informed U-Net and the uninformed U-Net.

this figure we can see that the uninformed U-Net creates
more ‘wavy’ lines, in contrast to the straight lines estimated
by the SIRT algorithm and the informed U-Net. Neverthe-
less, the results of the uninformed U-Net are more in line
with the ground truth than the SIRT algorithm. This is
confirmed by the quantitative evaluation in Table 5.3. The
shortcomings of the uninformed U-Net become clear with
the experimentally obtained camera images, shown in Fig-
ure 5.18. This figure shows that the uninformed U-Net fails
to do an accurate reconstruction of the poloidal emissiv-
ity: the X-point is estimated at a different position in the
poloidal plane. Moreover, the estimates emissivities are not
smooth and underestimate the emissivities near the walls.
The uninformed U-Net does not generalize well for out of
distribution data, as is the case with the experimentally ob-
tained camera image. Phrased differently: the inclusion of
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Additional Results and Discussion

In this chapter we discuss additional results and analysis that were not presented in the paper. First we
analyse the intermediate Representation of the deep unfolded network. Next, we look at the calculated
poloidal emissivities for the noisy inputs. Finally, we discuss the limitations of the synthetic dataset.

6.1 Intermediate Representation of the Deep Unfolded Network

The used deep unfolded network is unfolded for K = 5 iterations. The loss during training is calculated as a
sum of the loss at all intermediate representations, so it might be interesting to see if the estimated emissivity
improves for each iteration. Table 6.1 shows the errors on the synthetic test dataset for each unfold, together
with learned values for the step size parameters ;. The MSE and MAE decrease monotonically, as intended
by the loss at every unfold step. Furthermore, the step sizes mu; are high compared to the stability limit of
1.99 for unfold two and four. This also means that more of the measurement data and model is incorporated
in that specific step. To gain more insight in the intermediate representations, the outputs for each layer
are visualized in Figures 6.1 and 6.2.

These figures show that for ‘simple’ poloidal emissivities the results after the first unfold are already
satisfactory. However, the more difficult to see emission profiles (e.g. the more horizontal lines in Figure 6.2),
need a higher number of unfolds to be reconstructed correctly.

6.2 Limitations of the Synthetic Dataset

Using a synthetic dataset has plenty of advantages, such as: fast data creation, less change on overfitting and
having a ground truth target. However, the synthetic dataset is not perfect: this became clear in the results
of both the uninformed U-Net architecture and in the deep unfolded architecture. The uninformed U-Net
architecture estimated the x-point in a different location, whereas the deep unfolded network estimated a
higher brightness on the leg, which are errors mostly visible for experimentally obtained data.

There are two main sources of mismatches between the synthetic dataset and the experimentally obtained
data:

Table 6.1: The MSE and MAE calculated using the outputs of the learned proximal layer of each iterative step.
The bottom row contains the learned step sizes used in the SIRT algorithm. The final column denotes the output
of the network.

Unfold Stepk 0 1 2 3 4 0]
MAE 0.0903 0.0848 0.0755 0.0672 0.0655 0.0418
MSE 0.0370 0.0332 0.0259 0.0134 0.0114 0.0092

Ui 1.16 3.13 6.94 1.31 6.61 -
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Figure 6.1: The intermediate outputs for the deep unfolded architecture for a synthetic dataset sample. The
results are already good after the first unfold, because of the ‘simple’ poloidal emissivity profile.
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Figure 6.2: The intermediate outputs for the deep unfolded architecture for a synthetic dataset sample. The
simple to reconstruct emissivities are already reconstructed on the first iteration, whereas the emissions not in
the direct field of view only become more clear for higher number of unfolds.
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Figure 6.3: The measured camera image and the calculated tomographic reconstruction using the SIRT
algorithm on the left. The poloidal emissivity is edited to remove most of the reconstruction artefacts. The
camera image on the right is generated by forward modelling the edited poloidal emissivity. Note the absence
of tiles at the bottom, and the absence of the port on the right (middle vertical) for the synthetic camera image.
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Figure 6.4: The estimated poloidal emissivities with the different machine-learning methods for the synthetic
camera image. The estimated poloidal emissivities are almost identical to the ones estimated from the experi-
mentally obtained camera image.

1. The geometry matrix G is ray-traced from a fitted calibration. The fitted calibration is not perfect
(hence a fit), and already introduces some error. Furthermore, the geometry matrix G is a linear
approximation of the system, omitting potential non-linear effects of the lenses or light aberrations.
Finally, we do not model reflection, whereas they are (slightly) present in the tokamak.

2. The synthetic dataset samples have certain characteristics, such as curves and gradients. Furthermore,
different line widths and blur kernels are being used to make the dataset more diverse. However, the
dataset does not include the exact emissivities present in the experimental data: the experimental
data has more of glow around the legs and has more uniform regions of emissivity near the X-point.

We can find out more about the shortcomings of the synthetic dataset by analysing the experimentally
obtained data. We use the SIRT estimated poloidal emissivity, and remove the reconstruction artefacts by
hand. The original camera image and reconstruction, and the edited reconstruction and forward modelled
camera image are shown in Figure 6.3. By using the synthetic camera image from the edited poloidal
emissivity, we can find out if the suboptimal results for the uninformed U-Net and the higher emission
on the leg result from modelling errors or from a synthetic dataset that is not fully representative. If the
machine-learning methods yield undesirable results for the synthetic camera image (i.e. we have a perfect
model), we know that the dataset could be improved. The estimated poloidal emissivities for the synthetic
camera image are shown in Figure 6.4. In this figure we can see the same undesirable features as in the
emissivities estimated from the experimentally obtained camera image. This indicates that the synthetic
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dataset could still be improved to better emulate the emissivities measured in a tokamak. However, this is
also good news: the (asymmetric) reflections such as the ports and tiles do not influence the estimated
poloidal emissivity a lot, indicating that additional effort in a higher-fidelity model or geometry matrix G is
not as important as improving the dataset.
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Deployment for Real-Time Tomographic
Reconstructions

The machine learning accelerated methods presented in this thesis yield highly satisfactory results. However,
the timing and testing has all be done on a local laptop and the Marconi M100 supercomputer. This does
not represent a real-time environment where robustness and easy of deployment is required. At the time
of writing a suitable GPU just arrived. However, there has not yet been an opportunity to test the GPU
for real-time deployment. Nonetheless, some of the solutions have been implemented already on a local
computer running Linux. This chapter describes possible methods we have considered (in advance), in
collaboration with NVIDIA.

71 Integration into the MANTIS TCV system

The current real-time MANTIS architecture consists of up to ten PCI Express (PCle) compatible cameras.
PCle is a serial interface, which is the standard for connecting elements of a computer such as graphics
cards and storage drives to the motherboard. The camera data streams are aggregated in a single PCle
interface. The data is then streamed from the interface to a host computer through optical fibres. The
data is then directly streamed to the RAM, after which the data is processed by the CPUs, with a separate
CPU for each camera, allowing for parallel processing. The processed data is then aggregated and being
prepared for the digital control system (SCD) in a separate CPU. This CPU puts the data in the reflective
memory, which is similar to a shared RAM between computers. The SCD reads from the processed data
from this reflective memory and then uses this to compute and send a control signal. All this information is
from [12].

In the case of the machine-learning based tomographic reconstructions, the pipeline should be altered. First,
the data should not be written to the RAM, but directly into the GPU memory. Then, the machine-learning
reconstruction algorithms should have a pointer to the memory location, allowing for direct processing
without copying the data through the CPU, as is often the case. The direct writing to GPU memory is not a
standard feature available on every GPU, so for NVIDIA GPUs, the GPU should support GPUDirect RDMA'.
Finally, the obtained poloidal reconstructions should then be used to infer the 2D plasma parameters, such
as the plasma temperature, plasma density and neutral density. The CPU based and GPU based data flow
is illustrated in Figure 7.1.

7.2 Real-Time Deployment Architectures

The above-mentioned GPU-based data flow would require up to eleven GPUs which is not only costly but
also adds an overhead to manage the communication between those GPUs. Furthermore, motherboards
with this amount of PCle slots are not very common. We discuss two different approaches we can take:
using multi-instance GPU virtualization or using NVIDIA Triton.

ISee https://docs.nvidia.com/cuda/gpudirect-rdma/index.html
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Figure 7.1: The CPU-based data flow (left) and the GPU-based data flow (right). The cameras (top) measure
the plasma emissivity. These data is then streamed to the memory through the PCle interface and the fibre
optics. The CPU/GPU process the acquired images in parallel (middle) after which the processed measurements
of the different cameras are combined. The combined data is again processed to compute a control signal,
which is transferred through the reflective memory to the control system (bottom). Adapted from [12].
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Figure 7.2: A diagram illustrating the Triton inference server. The server can be called through HTTP or
gRPC, both exposed in a python and C++ APIL Different models can be added by adding the files to the model
repository. Copied from https://developer.nvidia.com/nvidia-triton-inference-server.

7.24  Multi-Instance GPU Virtualization

Newer NVIDIA GPUs allow for multi-instance GPU (MIG) virtualization?, where one GPU is split up into up
to seven instances. Each instance is a fully isolated system, with its own memory and compute cores. The
benefit of use MIG is that errors and potential crashes would not affect the other instances. Furthermore,
every process can take place in parallel, allowing for a maximum GPU utilization. MIG would also allow for
other GPU tasks at TCV to run on the available GPU, without interfering with the real-time reconstruction.

7.2.2 NVIDIA Triton Inference Server

MIG is powerful and flexible, but at the same time needs manual configuration. For a real-time environment
such as TCV, we would ideally have the reconstructions models loaded and configured automatically. A
solution for this problem is the Triton inference server’, developed by NVIDIA. The Triton inference server
supports concurrent processing, just like MIG. The inference server runs in a separate docker container,
where communication to the server is done either through HTTP requests or gPRC; an API is available for
both python and C+ +. The data can be supplied as the body of the request, but it is also possible to pass
a pointer to the location of the data on the GPU. New models can be by easily adding them to a folder
called the model repository. Triton automatically detects these new models, and serves them directly. The
inference server works out of the box for all popular machine learning libraries and export formats. An
overview of the Triton inference server is shown in Figure 7.2. Two other notable benefits of Triton are the
automatic and easy monitoring of metrics*, and the model analyser’. The model analyser automatically
finds the needed allocations, configurations and settings for the model being used combined with the
latency and throughput requirements.

2See https://www.nvidia.com/en-us/technologies/multi-instance-gpu/

3See https://developer.nvidia.com/nvidia-triton-inference-server

“4See https://github.com/triton-inference-server/server/blob/main/docs/user_guide/metrics.md
5See https://github.com/triton-inference-server/model_analyzer
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7.3

Practical Approach for Implementation

To incorporate the above-mentioned technologies and the machine-learning algorithm into the MANTIS
system, the following incremental approach is recommended:

1.
2.

Install the GPU into the computer, together with the required drivers and software.

Create an example (e.g. summing two numbers) with the Triton inference server, first using the
python API and then the C++ APIL

. Test the RDMA capabilities for the GPU, and create an example using C+ + that writes the camera

data to a memory location on the GPU. In parallel with the previous item.

. Create an example (summing two numbers) with the Triton inference server, using a memory pointer

on the GPU instead of directly sending the values using the API.

. Create an example with the Triton inference server, using a memory pointer on the GPU to a synthetic

camera image. The camera image is processed with the designed machine-learning reconstruction
algorithms.

. Create an example using C++ where camera images are written to the GPU memory directly, and

where the Triton inference server uses this camera image to do a simple operation, e.g. doubling the
values.

. Create an example using C+ + where pointers to the camera image are used in the Triton inference

server. The Triton inference server uses the designed machine-learning reconstruction algorithms.

Using the proposed approach we can incrementally test the different elements of the processing pipeline.
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Conclusions and Outlook

2D measurements of plasma emissivity can yield plenty of information about the plasma state, such as
plasma temperature, plasma density and neutral density. These measurements are used to both control
the heat and particle flux towards the target, and to reconstruct 2D plasma parameter profiles. For
these reconstructions, emissivities in the poloidal plane are needed. However, 2D imaging camera system
measurements, such as from the MANTIS diagnostic at TCV, are line integrated: each pixel contains
information from multiple poloidal coordinates. The poloidal emissivity can be recovered with tomographic
inversion techniques such as the SIRT algorithm. However, these techniques are generally slow and not
suitable for real-time control.

To accelerate the inversion process, we developed two neural network architectures: an informed U-Net
architecture, which uses model information by processing a back projected image, and a deep unfolded
architecture, adapted from the SIRT algorithm. To effectively train these networks and reduce potential
overfitting, we created a representative synthetic dataset. Both networks outperform the SIRT algorithm
in terms of accuracy and inference time evaluated on the synthetic dataset. The machine learning based
approaches are more successful in reconstructing emission which is not directly in the field of view of the
camera. These architectures also outperform the iterative approaches for other geometries and tokamaks,
even without any hyperparameter tuning. Only changing the geometry matrix and retraining the network is
required. However, it is difficult to find a suitable metric for the reconstruction accuracy of these measured
images as no objective ground truth is available. However, the classical methods share this same limitation.

We have also shown that the inclusion of the geometry matrix in the U-Net does not yield great differences
for the synthetic dataset. However, it allows for generalizability in the case of out of distribution data, i.e.
experimentally obtained camera images, whereas the uninformed U-Net lacks accuracy in this case.

8.1 Outlook

Thus far, we have evaluated the U-Net and unfolded models using the MSE and MAE with respect to
the actual inversion or the camera image. The goal of the fast inversion approximations is to use them
to infer plasma parameters on TCV based on collisional-radiative modelling. Therefore, an additional
useful evaluation is to calculate the outputs for the different inversion methods and use them as inputs for
the Bayesian parameter inference code. Another possible evaluation process is to apply the detachment
front tracking algorithm used for control and check if the outputs of machine learning based inversions
correspond with the SIRT output.

Furthermore, the fast reconstructions allow for feedback control on tokamaks with geometries where the
plane of tangency is not directly visible. In this thesis we have shown that the proposed approach also
transfers to MAST-U data without any fine-tuning. Nonetheless, this result was obtained on synthetic
data, and additional steps in the synthetic dataset generation might be needed to create valid results for
experimentally obtained data.

The deep unfolded model predicted larger poloidal emissivities for the experimentally obtained data than
both the U-Net and the SIRT algorithm, whereas it performed better on the synthetic dataset. We do not
know the exact reason why it predicts a larger emissivity there, but we can say that this indicates that the
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synthetic dataset is not fully representative. Thus, further efforts should be made in better analysing the
current dataset and the experimental data, and find what the most important missing features are.

In this study the assumption to not model the reflections was made, as reflections would result in a denser
geometry matrix and thus a higher computational load. However, current and future reactors such as ITER
and DEMO are expected to have a metallic wall. Analysis of the presented approaches for metallic wall
devices is thus of interest. We might use geometry matrix without reflections can be used in the network
(as it has fewer elements), while using the reflections based geometry matrix for the training set generation.
In this case, the reflections would be handled by the neural networks elements: the U-Net post-processing
or the proximal operators.

The same architectures can also be applied to other geometries and machines. However, these methods
might also have potential for other line-integrated measurements such as bolometry.

Interesting might be to analyse if additional measured data could be incorporated into the network, and
perform some kind of sensor fusion. In the shown derivation we assume the distributions to be of the form
p(:|G). However, in reality the prior is also dependent on the physical processes at play, so it might be of
the form p(:|G, m), where m are additional plasma parameters, such that the distribution of the poloidal
emissivity can be expressed as p(x|y, m, G).

Finally, the fast poloidal reconstruction of the emissivities is only the first step in a two-step process for
real-time plasma parameter inference. The second step is to infer the plasma state (temperatures and
densities) from 2D poloidal emissivities. This is again an inverse problem, related to the collisional-radiative
processes which relate the local plasma parameters to local emissivity. Machine learning techniques provide
further opportunity in accelerating the inversion of this second step, allowing for the development and
application of innovative control techniques for tokamak power exhaust.
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