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Abstract— Simultaneous Localization and Mapping (SLAM)
is one fundamental challenge of mobile robotics and has many
algorithmic and technical solutions. Unfortunately, there is no
best solution, and each SLAM approach has its advantages and
disadvantages over alternatives under certain circumstances.
However, identifying the limitations of SLAM algorithms is
a research challenge itself. In recent years, due to the many
available SLAM approaches, combining the existing SLAM
algorithms instead of creating new ones received significant re-
search interest. This paper aims to contribute towards achieving
synergy in multiple SLAM algorithms running in parallel, by
proposing a pose-graph optimization approach to autonomously
self-assess the localization performance of each SLAM al-
gorithm in the integration process. This allows automatic
determination of which SLAM data should be used/ignored
in fusing multiple SLAM methods. The conducted experiment
performed with the F1Tenth miniature racecar shows that the
proposed approach leads to an accurate determination of the
localization performance of each considered SLAM method.
This indicates that after the implementation of the proposed
approach, it is possible for a mobile robot to online self-assess
the localization performance of different SLAM algorithms
without a reference/ground truth.

Index Terms— autonomous driving, localization, SLAM,
pose-graph optimization, self-assessment of localization

I. INTRODUCTION

Perception algorithms are key components of mobile

robots and provide functionalities such as estimating the

state of the robot, building a map of its surroundings,

and detect obstacles. One mobile perception approach is

Simultaneous Localization and Mapping (SLAM), which

grants mobile robots the ability to construct a map of

the perceived environment, while simultaneously localizing

themselves with respect to this map [1]. SLAM has been

researched extensively over the past decades and many

different methods have been proposed [2]. SLAM empowers

several mobile robot applications and has been implemented

in many different domains from an indoor office robot to

autonomous submarines [3]. In general, SLAM methods can

be defined by means of two paradigms: filter-based SLAM,

and Graph-based SLAM. The first paradigm is a filtering

technique that incorporates the new information as it comes

available, due to this incremental behavior they are also
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known as online SLAM techniques. On the other hand,

graph-based SLAM estimates the full trajectory and map

from all available information and solves, therefore, the full

SLAM problem [4]. The choice of the SLAM method usually

depends on the application and other factors such as compu-

tational load and equipped sensors. Based on these factors

each SLAM algorithm has certain advantages over the other.

However, in practice identifying these advantages usually

requires extensive research of each specific SLAM method

[5]. Thus, substantially limiting the SLAM capabilities and

increasing the deployment costs. Additionally, the tools and

framework available to assess the performance of SLAM

are limited and generally require human interaction and/or

external devices. Furthermore, due to the extensive research

regarding single-robot SLAM, application of multiple SLAM

algorithms running in parallel received significant research

attention [6]. Generally, two approaches are considered; the

first approach applies multiple identical SLAM algorithms

with multiple data sources, e.g. multi-robot setting, and the

second approach considers multiple different SLAM methods

with one shared data source, e.g. single-robot setting. Their

purpose is to improve the overall performance of mapping

as well as localization based on map-fusion and assume each

considered SLAM method is performing well, not assessing

the SLAM performance.

In this paper, we present a pose-graph optimization frame-

work that utilizes multiple different SLAM algorithms run-

ning in parallel on a single robot and averages the obtained

trajectory of each SLAM algorithm to obtain an optimized

reference trajectory of the mobile robot for online self-

assessment of localization performance of SLAM algorithms.

This is considered to be an essential step towards achieving

SLAM synergy in multiple SLAM algorithms running in

parallel since from this point onward we are able to assess

the SLAM localization performance online, such that we

can indicate how well each method is performing. Thus,

being able to determine at what time instance to share

information from the well-performing method to the less

performing method, thereby making it possible to achieve

SLAM localization synergy.

A. Motivation and Problem Formulation

As SLAM is a key component of modern-day mobile

robots, many different SLAM methods are available. Espe-

cially in the commonly used framework for robotics called



Robotics Operating System (ROS). This makes it challenging

to choose a SLAM method for your own specific needs.

Although some research has been conducted in order to

merge multiple SLAM algorithms by considering multiple

robots or different frameworks [7]–[10], they usually do

not consider, or only partially consider, the online quality

of the obtained results. To truly achieve robotic autonomy

with multiple SLAM algorithms running on a single robot

in parallel, it is required to enable robotic platforms to

automatically self-assess the quality of the obtained data. In

practice, some sort of accurate reference trajectory or map,

also known as ground truth, is often used for the quality

assessments of SLAM [5], [11]–[14]. Therefore, the first

step in achieving synergy in multiple SLAM algorithms is to

obtain an accurate reference trajectory without using external

devices or human interaction. This would enable a robot to

autonomously decide when to share the localization results

from the well-performing localization method to the less

performing localization method. In this paper, we present

a pose-graph optimization approach that is able to self-

assess the localization of SLAM by using multiple SLAM

algorithms in parallel, given that the map is accurately

estimated.

B. Contributions and Organization of the Paper

This paper proposes a pose-graph optimization approach

to enable robotic platforms to automatically obtain the state

of a mobile robotic platform as accurately as possible to

achieve autonomy for the quality assessment of the obtained

data of multiple SLAM algorithms. This paper contributes

to achieving synergy in multiple SLAM algorithms as an

autonomous performance measure is a necessary prerequisite

for determining which data to share and when. Presently,

SLAM methods are evaluated based on data obtained from

external devices or human interaction, which limits the full

potential of achieving robotic autonomy as well as increasing

the development costs.

The remainder of this paper is organized as follows.

The problem of SLAM, with in particular localization, is

summarized, related work on the state-of-the-art methods and

improvements are reviewed, and a more in-depth explanation

of pose-graph optimization is given in Section II. In Section

III, the approach proposed in this paper is discussed and

is experimentally validated in Section IV. The paper is

concluded in Section V along with future research directions.

II. BACKGROUND

In this section, a brief overview of widely used localization

methods is presented. Furthermore, we provide an in-depth

introduction to the pose-graph optimization framework as it

is the main topic of this paper.

A. Localization Problem

The SLAM problem may be divided into two subprob-

lems: 1. the localization problem and 2. the mapping prob-

lem; which are closely connected, like the ’chicken and

egg’ causality dilemma. The localization problem can be

described as the estimation of the state belief of the mo-

bile robot’s trajectory x = [x0, ...,xN ] for time t = [t0, ..., tN ]
given all observations z = [z0, ...,zN ], control inputs u =
[u0, ...,uN−1], and map m, represented by a probability den-

sity function such that:

p(x|z,u,m). (1)

This can be extended with the mapping problem m to

become:

p(x,m|z,u), (2)

which is also known as the SLAM problem. However, in this

paper we are only interested in the localization problem of

SLAM.

B. Localization Methods

Localization is essential for a mobile robot as it estimates

the mobile robot’s pose (position and orientation) relative

to the environment (map). If a mobile robot does not know

where it is relative to the environment (map), it is difficult to

decide what to do next. Two common SLAM approaches for

solving the localization problem of a mobile robot are filter-

based localization and graph-based localization [1]. Since

we only focus on the localization problem of SLAM, we are

not limited to use only SLAM methods. Therefore, we also

consider scan-matching-based odometry. It is a widely used

method for estimating the relative pose and given the initial

pose can solve the localization problem of a mobile robot.

1) Filter-based Localization: Filter-based localization of-

ten uses parametric Kalman filtering, nonparametric particle

filtering, and their combination for estimating the robot pose

in a known map. They are generally straightforward to

implement and do not have high computational complexity.

However, they only recursively estimate the current robot

pose and do not take into account the whole trajectory,

making them vulnerable for drift.

The Kalman filter is one of the earliest and widely used

filtering algorithms [1], in which the belief of the robot’s

pose is represented by a Gaussian [4]. Additionally, Kalman

filters assume that the control input and sensor information

are subjected to Gaussian noise. The main advantage of using

Kalman filters for localization is that they are relatively sim-

ple to implement, and thus do not require high computational

power. However, since beliefs are represented by a Gaussian,

which is uni-modal, its representation capabilities are limited.

Kalman filtering also requires a proper initialization, since

a Gaussian function does not allow a multimodal belief

representation.

Particle filters, on the other hand, are nonparametric and

represent the belief of the robot pose by a set of samples,

called particles [1]. Each particle is weighted and given an

importance factor based on the likelihood of the robot’s

measurements being taken at the sample pose. Over time the

particles are resampled in a more likely pose of the mobile

robot, based on the new measurements and updated weight

of the particles. The main advantage of particle filters is that

they do not make the Gaussian assumption and represent any



probability distribution using sample particles. However, the

key problem of particle filters is that in general, in order to

accurately localize, the number of particles is scaled with

the dimension of the environment. Therefore, for relatively

large-scale environments particle filters are computationally

demanding.

Over the past years, several improvements are introduced

to minimize the disadvantages of the filtering techniques by

improving the accuracy and reducing computational com-

plexity [15]–[18]. Furthermore, both filtering techniques are

provided in ROS [17], [19]–[21].

2) Graph-based Localization: In contrast to the filter-

based localization technique, graph-based localization tech-

niques estimate the entire trajectory of a robot [22]. Although

graph-based localization is computationally more expensive

than filtering-based alternatives, recent algorithmic develop-

ments enable fast graph-based localization that is suitable for

real-time operations [23]. Graph-based techniques involve

constructing a graph, whose nodes represent poses of the

mobile robot. In this graph, an edge between two nodes

represents a relative rigid transformation, that constrains the

connected poses. The geometric constraints between adjacent

nodes are obtained from observations of the environment

or odometry information between two consecutive poses.

The crucial problem of graph-based techniques is to find

the optimal rigid transformation between nodes, such that

the measurements are maximally consistent with a given

map. Because graph-based techniques take into account all

available sensor information, its accuracy is generally higher

than filter-based techniques as there is less drift. However,

performing the optimization can be computationally demand-

ing.

Improvements of graph-based techniques are mainly fo-

cused on reducing the computational complexity by solving

the optimization problem more efficiently [23]–[27]. The

ROS implementations of graph-based techniques can be

found in [25]–[27].

3) Scan-Matching-based Odometry: In contrast to previ-

ously mentioned localization methods, which provide the

absolute pose of the robot, we consider the widely used

odometry method based on scan-matching. The goal of scan-

matching-based odometry is to find the relative translation

and rotation between two laser scans taken by the robot at

the reference position and the current position [28]. Scan-

matching is an optimization problem that looks for the best

match between the scans starting from the initial guess

transformation. Most common solutions to scan-matching

problem are Iterative Closest Point (ICP) [29], [30] and

its variant based on point-to-line metric (PLICP) [31]. In

ICP, each point in the reference scan is associated with

the corresponding point in the current scan according to an

Euclidean distance [32]. Hence, the optimal transformation is

considered as a solution to the minimization of the distance

between correspondences. However, not all points in the

reference scan might have reasonable corresponding points

in the current scan, and to overcome this issue the point-to-

line metric is suggested. In PLICP, the points in the reference

scan are associated with the lines extracted from the points in

the current scan, thus, achieving faster convergence and min-

imizing the number of iterations. Furthermore, to minimize

the computational complexity, most of the algorithms rely on

the dead-reckoning systems to predict the transformation and,

thus, to decrease the search-space [28]. Although it provides

the results faster, the robot’s dead-reckoning error affects the

robustness of the algorithm by predicting the initial guess far

from the global maximum [32]. The ROS implementation of

a scan-matching-based localization method can be found in

[33].

C. Pose Graph Optimization

Consider a list of poses in the planar setup p = [p0, ...,pN ]
containing n+ 1 poses pi = [xi,yi,θi]

T , describing the posi-

tion (xi,yi) and orientation (θi) of a mobile robot at consec-

utive time instances t = [t0, ..., tN ]. Suppose we can obtain

for each pair of poses (pi, p j) a relative pose measurement

p̄
j
i describing a measurement of the relative pose between pi

and p j by considering that pi and p j are the absolute poses

defining a coordinate system and p
j
i is a change of coordinate

system. Then, the measured relative pose between pi and p j

is given by:

x̄
j
i = (x j − xi)cosθi − (y j − yi)sin(θi) (3)

ȳ
j
i = (x j − xi)cosθi +(y j − yi)sin(θi) (4)

θ̄
j

i = θ j −θi (5)

which is also known as the inverse of compounding p
j
i =

pi ⊖p j [34]. However, it is more convenient to describe the

pose measurements as rigid transformation matrices from the

robot frame r to the world frame W:

p̄i = T̄
W
ri
=

[
Ri ti

0 1

]

=





cos(θi) −sin(θi) xi

sin(θi) cos(θi) yi

0 0 1



 (6)

for i= 0, ...,n, where p̄i comprises a translation vector t∈R
2

described by Cartesian coordinates (xi,yi)
T and a rotation

matrix Ri ∈ SO(2) described by corresponding orientation θi

such that p̄i ∈ SE(2). In this paper we switch between both

representations regularly. The relative pose between pi and

p j can then be represented by TW
i and TW

j as:

T̄
i
j = TW

j · (TW
i )−1. (7)

In general, these relative pose measurements are consid-

ered to be the constraints between poses assumed by the

mobile robot at different instants of time and can be de-

scribed by odometry and loop closure constraints. Odometry

constraints are based on the sequential measurements of the

ego-motion of the robot, usually provided by proprioceptive

sensors (wheel odometry, GPS, or IMU), or by exteroceptive

sensor-based techniques (scan matching, feature registration,

etc) [35]. Loop closure constraints are non-sequential and

set up when the current observation is matched with a past

measurement. They require the use of exteroceptive sensors

(LiDAR, vision sensors, etc).



Given the constraints for all available pairs (pi,p j), the

objective of pose graph optimization is to estimate the

configuration of poses p∗ that maximizes measurements

(constraints) satisfaction [36]. A particularly insightful way

of modeling the pose estimation problem is using graph

formalism. Generally, a graph G(V,E) consists out of vertices

V (also called nodes) and edges E (also called constraints),

and can be either directed or undirected, see Figure 1.

Directed graphs have edges that can only traverse in one

direction, while undirected graphs indicate that each edge

can traverse in both directions. The metrical properties of the

graph, such as the length of edges and the positions of nodes,

are irrelevant. In the pose-graph framework, each vertex in

the graph represents an absolute pose, and each edge in

the graph represents a relative pose between two arbitrary

vertices. By convention, if an edge is directed from node i to

node j, the corresponding constraint (relative transformation)

is expressed in the reference frame of node i. The objective of

pose-graph optimization via graph formalism is to associate

an absolute pose to each vertex of the graph based on the

constraints. As the constraints are given as relative poses

and not absolute poses, according to standard procedure,

we set the initial pose of the robot as the origin of the

optimization reference frame, i.e p0 = [0,0,0]. Thus, our

objective is to estimate the configuration p∗ = [p∗
1, ...,p

∗
n]

that maximizes constraints satisfaction while minimizing

constraint violation, in which we exclude p0 from the to-

be-optimized configuration p∗. We consider the optimization

problem to be [37]:

T ∗ = argmin
T

∑
(i, j)∈E

||Ti
j − T̄

i
j||2, (8)

which is a non-convex optimization due to the non-linear

terms in the orientation of the robot. Roughly speaking,

the optimization problem looks for the estimate Ti
j that

minimizes the mismatch with respect to the measurements

T̄
i
j.

A B C

(a)

A B C

(b)

Fig. 1: An simple example of an undirected (1a) and directed

(1b) graph with three nodes, and three edges of which one

is a loop closure

III. PROPOSED POSE-GRAPH OPTIMIZATION APPROACH

We employ the current pose-graph framework to formulate

new relations and constraints for a pose-graph optimization

strategy that averages the obtained poses, such that the

optimized pose is as accurate as possible. For this purpose,

a new library in python is created. The following section

describes how to build a pose-graph, the optimization strat-

egy, windowing of incoming data and afterward weighting

the optimized results.

p0 p1 p2 p3

Fig. 2: Example of a pose-graph containing N = 4 nodes

with K constraints set up by k different localization methods

indicated by the colors red, blue and green. The prior node

is set up as the first node of the graph and each node in p =
[p0, p1, p2, p3] is initialized with an initial estimate p(0) =
[p0(0), p1(0), p2(0), p3(0)].

A. Building the Pose-Graph

Consider k different localization methods. Each localiza-

tion method is synchronized and sampled such that they

provide an equal amount of poses composing a trajectory

of the mobile robot for the same time instances. In the

pose-graph, nodes of the graph represent the absolute pose

estimate, which is later optimized, and constraints represent

the relative transform between nodes estimated by the k

localization methods. In total, we have N nodes and K

repetitive bidirectional constraints. Given the aforementioned

settings, we build the pose-graph as follows:

1) The first step is to initialize the graph by introducing

the nodes and setting up the origin. For example, in

Figure 2, we set up the nodes p = [p0, .., p3], where

p0 is the origin of the graph. The origin determines to

which node all other nodes are optimized and remains

constant during optimization.

2) Next, based on the localization method, edges of the

graph are constructed. The edges from origin are uni-

directional and between other nodes the edges are

bidirectional. For example, in Figure 2, we consider

three localization methods, so there are three edges

between each node indicated by red, blue and green.

3) After, the pose graph is set, we initialize each node such

that p = p(0).
4) Finally, we assign each edge with the corresponding

relative transformation derived from the absolute poses

obtained by the localization methods.

By following these steps, we have build the pose-graph nec-

essary for pose-graph optimization. An illustrative example

is given in Figure 2.

B. Pose-graph Optimization Strategy

Given the pose-graph G, we can define the optimization

problem as follows:

argmin
{t j ,R j | j=0,...,N}

∑
(i, j)k

d(T j
i [k],T((ti,Ri),(t j,R j)), (9)

where t0 and R0 are related to the origin and, therefore,

known, and d denotes a distance metric. However, each

optimized node influences the result of the other nodes in

the pose-graph. Thus, to ensure that each node results in

the most optimal value, instead of optimizing a whole set



of nodes at once, we optimize sequentially by considering

all nodes fixed except for the to-be-optimized node. Thus,

we can rewrite the optimization problem, considering ti,Ri

is fixed, except for j, as:

argmin
{t j ,R j}

∑
i∈K j

d(T j
i [k],T((ti,Ri),(t j,R j)). (10)

If we consider that:

t̂ j[k] = T
j
i [k]ti

R̂ j[k] = R
j
i [k]Ri,

(11)

we can describe the optimization problem as the minimiza-

tion of the cost function:

C(t,R) = argmin
{t j ,R j}

∑
i∈K j

deucl(t j, t̂ j[k])
2

︸ ︷︷ ︸

1

+d∠(R j, R̂ j[k])
2

︸ ︷︷ ︸

2

.

(12)

where deucl(ta, tb) denotes the Euclidean distance between

translation vectors ta, tb ∈ (R2∨R
3), and d∠(Ra,Rb) denotes

a distance metric between the rotations Ra,Rb ∈ SO(3).
SO(3) is a Special Orthogonal Group denoting that the set

of rotation forms a Lie-group:

SO(3) = {R ∈ R
3|R⊤R = I3x3,det(R) = 1}. (13)

Assuming that the position estimate t and rotation estimate

R are independent, the cost function can be described by a

translation minimization problem and rotation minimization

problem, Equation (12): 1 and 2, respectively [35]. The

translation minimization problem is a linear least-square

problem and can be easily solved by calculating the mean

of translations:

t =
1

N

N

∑
i=0

ti. (14)

However, the rotation minimization problem is a non-convex

problem. Hence, rotation averaging is more difficult to solve

[38]. We approach this problem by recalling that R ∈ SO(3),
which is associated with Lie-algebra consisting of the set of

all skew-symmetric 3x3-matrices. A skew-symmetric matrix

Ω may be represented in terms of a 3-rotation vector v =
(v1,v2,v3)

⊤ by:

[v]x =





0 −v3 v2

v3 0 −v1

−v2 v1 0



. (15)

Every rotation in SO(3) can be represented by the angle-axis

representation:

v = θ v̂, (16)

where θ is the angle about an axis represented by a unit

3-vector v̂. The angle-axis representation is not unique and

an alternative representation is given by (2π − θ)(−v̂). To

be unique, every rotation can be represented by a rotation

through an angle by at most π . The connection between the

two representations of a rotation (R3 and SO(3)) is giving by

the exponential and logarithmic mapping. Using Rodrigues’

formula the exponential map on exp[·]x : R3 −→ SO(3) can be

computed as:

exp(θ v̂) = I + sin(θ)[v̂]x +(1− cos(θ))([v̂]x)
2. (17)

And its inverse, the logarithmic map on log(·) : SO(3)−→R
3

by:

log(R) =

{

arcsin(||y||2 y
||y||2 , if y 6= 0.

0, if y = 0.
(18)

where y = (y1,y2,y3) can be derived from the skew-

symmetric matrix Ω:

Ω =
1

2
(R−R⊤) =





0 −y3 y2

y3 0 −y1

−y2 y1 0



. (19)

In this paper, we consider single rotation averaging in

SO(3) under the geodesic distance metric by using a geodesic

L2-mean algorithm [39]. This solves the rotation minimiza-

tion problem C(R) given by:

C(R) =
n

∑
i=1

d∠(R,Ri)
2 (20)

and is also known as the Karcher mean of rotations [40]. We

utilize a Karcher mean algorithm provided by [41] which is

known to be convergent. The algorithm 1 is as follows:

Algorithm 1 Geodesic L2-mean

Input: Set of rotations R = [R0, ...,RN ], tolerance ε and

maximum number of iterations imax.

Output: The average rotation R.

Set the first rotation in the set of rotations R as initial value,

R = R0.

1: for the set of rotations R do

2: Compute the mean of rotations r =mean(log(R⊤R)).
3: end for

4: while norm(r)≥ ε and the number of iterations i ≤ imax

do

5: Update R = Rexp(r).
6: Increase the number of iterations i = i+1.

7: end while

Where we consider the following commonly used distance

metrics between two rotations Ra and Rb:

• Angular Distance: The angular distance, also known as

geodesic distance, is defined to be the angle correspond-

ing to the relative rotation RaRT
b , which can always be

chosen such that 0 ≤ θ ≤ π by, if necessary, reversing

the direction of axis. Thus,

dangle(Ra,Rb) = θ = ||log(Ra,R
T
b )||2, (21)

where log(R) denotes the logarithmic map, see Equa-

tion (18). We could equally write this for relative

1For the weights introduced in Section III-D, line 2 should be updated

to r = 1
w ∑

len(R)
i=0 (w[i]∗ log(R⊤R[i])).



rotations RT
a Rb, RaRT

b or RT
a Rb since it is all the same

due to the distance metric being bi-invariant (SO(3)×
SO(3)−→ R

+).

• Chordal Distance: The chordal distance is the Frobe-

nius norm of Ra −Rb:

dchord(Ra,Rb) = ||Ra −Rb|| (22)

and is related to θ using Rodrigues Formula, see Equa-

tion (17), as follows:

dchord(Ra,Rb) = 2
√

2sin
θ

2
. (23)

• Quaternion Distance The quaternion distance between

two rotations is defined by:

dquat = (Ra,Rb) = ||ra − rb||, (24)

which describes the Euclidean distance between two

quaternion representations ra,rb of Ra,Rb respectively.

As this distance metric is also bi-invariant, we can relate

this to the angular distance as follows:

dquat = 2sin(
θ

4
). (25)

Since we consider the angular distance dangle to be the

rotation angle between rotation RaRT
b , the intrinsic metrics

induced by these three metrics ensure that all these metrics

are essentially the same, except for a scaling factor, for small

errors:

dangle = θ ,

dchord ≈
√

2θ ,

dquat ≈
θ

2
.

(26)

Thus, due to the strong coupling in Equation (26), Algorithm

1 allows to select any of these angular metrics for solving the

average rotation. For convenience, we consider the distance

metric d∠ to be the angular distance dangle. Thus, the

optimization problem becomes:

argmin
{t j ,R j}

∑
j∈N

deucl(t j, t̂ j[k])
2 + ∑

j∈N
dangle(R j, R̂ j[k])

2, (27)

which is giving by the following optimization algorithm:

Algorithm 2 Pose-graph Optimization with Translation and

Rotation Averaging

Input: A pose-graph containing prior node Np, to-be-

optimized nodes N, initial estimates E and constraints

K spanned by localization methods k, tolerance ε and

maximum number of iterations imax.

Output: The optimized graph G containing optimized poses.

Initialize the error, error[N] = ∞ and error[Np] = 0, and the

graph G = E.

1: while abs(max(error))≥ ε and the number of iterations

i ≤ imax do

2: for each node in N do

3: Calculate the poses-to-average P[N] = Kk[N] ·N.

4: Average the poses-to-average Pavg =mean(P[N]).
5: Calculate the new error: new error =

norm(Pavg −G[N]).
6: Update the graph: G[N] = Pavg.

7: Update the error[N] = new error.

8: end for

9: Increase iterations i = i+1.

10: end while

C. Sliding Through Data

As the mobile robot progresses through the environment

and receives new pose estimations over time, our incoming

data keeps growing. In order to achieve real-time optimiza-

tion of the trajectory of the robot, we consider a sliding

window through the obtained data. This sliding window w is

an arbitrary variable that determines the amount of data that

should be optimized, from the current time instance t to the

past t−(w−1). Note that we have (w−1) since we start from

time instance t0. For the given pose estimates of the sliding

window, we optimize locally by building the pose-graph of

window w. The size window w should be chosen carefully.

When the window size is chosen relatively big, the noisy

measurements in the obtained data will go unnoticed, as well

as increasing the computational time drastically. However,

when it is chosen too small, the noisy measurements might

dominate the optimization and the results can become biased.

Consider the following example of an mobile robot traversing

through the environment obtaining in total p = [p0, ..., pN ]
consecutive pose estimates over time instance t = [t0, ..., tN ].
From the time instance that t = tw−1, we start to locally

optimize the received poses by building the pose-graph of

p = [pt−(w−1), ..., pt ] given the constraints obtained by k

localization methods and the initial pose estimates equal to

zero-pose ([0,0,0]). From the local optimization we obtain

optimized poses p∗ = [p∗
t−(w−2), ..., p∗t ] with respect to the

prior node pt−(w−1) in the window w. After optimization

we receive new data from the mobile robot and the window

moves one time instance, such that t > tw−1. If available, the

obtained locally optimized poses from the previous window

are used as the initial pose estimate for the pose-graph

optimization of the next window. In contrast, the newly

received pose is initially estimated as zero-pose. This process
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Fig. 3: Illustrative example of the functioning of a sliding

window w = 4 through the data N = 5 for local pose-graph

optimization.

continues until the last pose pN is received at time instance

t = tN , thus, performing N − (w − 1) local optimizations

to obtain optimized poses p∗ = [p∗, ..., p∗N ]. Note, that due

to the fact that we only have N − (w − 1) optimizations

and not N, depending on the amount of poses p and the

window w, the considered poses are optimized from 0 up

to w− 1 times. An illustrative explanation is given in Fig.

3, where we consider w = 3 (see red square) and N = 4.

Furthermore, we introduce a variable i, which keeps track

of how many times each pose is optimized. The first local

optimization is performed at t = tw−1 = t2 for the poses

p1 and p2 with respect to the prior node p0 (blue). After

optimization we have obtained poses p∗ = [p∗,i0 , p
∗,i
1 , p

∗,i
2 ] with

i = [0,1,1]. Next, we obtain a new pose at t = t3 and the

window w shift by one time instance, such that p
∗,1
2 and p

∗,1
3

become the to-be-optimized poses with respect to the new

prior pose p
∗,1
1 . Thus, we obtain p∗ = [p∗,i0 , p

∗,i
1 , p

∗,i
2 , p

∗,i
3 ] with

i = [0,1,2,1]. Finally, we optimize at time instance t = tN to

obtain the final optimized poses p∗ = [p∗,i0 , p
∗,i
1 , p

∗,i
2 , p

∗,i
3 , p

∗,i
4 ]

with i = [0,1,2,2,1]. Hence, the amount of optimizations of

each optimized pose p∗ is as follows:







i = 0, if time t = t0.

1 ≤ i < w−1, if time t1 ≤ t < tw−1.

i = w−1, if time tw−1 ≤ t < tN−(w−1).

N − (w−1)≤ i ≤ 1, if time tN−(w−1) ≤ t ≤ tN .

(28)

D. Quantifying the Localization Performance by Weighting

Based on the local pose-graph optimization we can address

the quality of each considered localization method k at tN
based on the window of instances t = [tN−(w−1), ..., tN ] by

evaluating the error with respect to the obtained optimized

poses at the same time instances. The error of the translation

(t) and rotation (R) components for each separate localiza-

tion methods k is as follows:

errtrans[k] =
1

N

N

∑
i=0

(deucl(t
∗
i , ti[k])

2

errrot [k] =
1

N

N

∑
i=0

(d∠(R
∗
i ,Ri[k])

2,

(29)

such that we obtain k translation and rotation errors for

each node i ∈N. Based on these errors the weights for each

localization method are calculated accordingly by:

weight[k] =W0 +
(1−W0)∗ ((∑k

i=0 err[i])− err[k])

∑
k
i=0 err[i]

, (30)

where W0 is a constant factor which describes the minimum

value of the weight, such that when W0! = 0 we do not disre-

gard a localization method completely. Thus, the weights can

be a value between W0 up to 1. As we obtain these weights,

we want to use them for the next incoming data, therefore

the optimization algorithm becomes:

Algorithm 3 Weighted Pose-graph Optimization with Trans-

lation and Rotation Averaging

Input: A pose-graph containing prior node Np, to-be-

optimized nodes N, initial estimates E and constraints K

spanned by localization methods k, tolerance ε , maximum

number of iterations imax, the weights w labeled to the

localization methods.

Output: The optimized graph G containing optimized poses.

Initialize the error, error[N] = ∞ and error[Np] = 0, and the

graph G = E.

1: while abs(max(error))≥ ε and the number of iterations

i ≤ imax do

2: for each node in N do

3: Calculate the poses-to-average P[N] = Kk[N] ·N.

4: Label each pose-to-average with a weight based

on Equation (30): w[P] = w[k] ∈ Kk[N].
5: Average the poses-to-average Pavg = sum(w[P] ∗

P[N])/sum(w[P).
6: Calculate the new error: new error =

norm(Pavg −G[N]).
7: Update the graph: G[N] = Pavg.

8: Update the error[N] = new error.

9: end for

10: Increase iterations i = i+1.

11: end while

IV. EXPERIMENTAL VALIDATION

In this section, we perform the experimental validation of

the approach introduced in the previous section. We start by

introducing the experimental setup, including the platform

and considered localization methods. Afterward, we compare

the quality of the weighting with the ’ground truth’ provided

by a motion capture system.



A. Experimental Setup

The experiment is conducted with a teleoperated mobile

robot, F1tenth platform [42], following an s-shaped trajectory

with a speed of 1m/s in a rectangular work-area for a typical

indoor environment, see Figures 4. The considered mobile

robot is a 1-to-10th scaled miniature racecar, equipped with

Light Detection and Ranging sensor (LiDAR). The laser data

obtained by the LiDAR is used as the input for the considered

localization methods provided in ROS, in this case, Hector

SLAM (filter-based) [43], Gmapping (particle-filter based)

[44], Google Cartographer (pose-graph based) and Laser

Scan Matcher (LSM) (scan-matching based) [33]. We syn-

chronize the poses received from each localization method at

a sampling frequency of half the frequency of the slowest lo-

calization method by using the package message filters avail-

able in ROS [45]. This package subscribes to messages from

multiple sources and outputs them only if it has received a

message on each of those sources with approximately the

same timestamp. After we have received the synchronized

poses, we apply our approach with a window size w = 5

to obtain the averaged pose estimation based on our pose-

graph optimization approach. The ’ground truth’ is provided

by the motion capture system, Optitrack, which realizes

high-speed low-latency (millimeter) tracking of the vehicle

https://optitrack.com/applications/robotics/.

(a) The considered F1Tenth platform equipped with LiDAR

(b) The experimental work-area with drawn motion

Fig. 4: The experimental setup of the proposed experiment

The considered s-shape trajectory can be described as

follows: First, the vehicle drives straight for approximately 5

meters; Then it makes a u-turn in a counterclockwise direc-

tion with maximum steering angle; Afterward, it continues

driving straight for approximately 5 meters; Next, it makes a

u-turn in a clockwise direction with maximum steering angle;

Finally, it drives straight again for approximately 5 meters

and stops.

B. Discussion

To validate if the weighting of each localization method

accurately represents the real-world scenario, we compare

the trajectory of each localization method, including our

approach, with the trajectory obtained by the motion capture

system based on the Absolute Trajectory Error (ATE) for the

translation and rotation components separately:

AT Etrans = |deucl(t
∗
a, tb[k])

2|
AT Erot = |d∠(R∗

a,Rb[k])
2|.

(31)

We use statistical metrics such as Root Mean Square Error

(RMSE), mean, median, standard deviation, and maximum

error, to represent the evaluation as well as the ideal weight-

ing calculated from the absolute trajectory errors using Equa-

tion (30). Furthermore, based on the obtained trajectories, we

judge if the changes occurring in weighting are in line with

what we can observe from the trajectories.

For the conducted experiment the trajectories estimated

by each localization method are depicted in Figure 5a along

with the optimized trajectory (optimized) and trajectory

given by the motion capture system (mocap). The optimized

trajectory is obtained via our pose-graph averaging opti-

mization approach, given the weighting in Figure 6 for the

poses from laser scan matcher (lsm), hector slam (hector),

gmapping (gmap), and Google Cartographer (google). The

trajectory depicted in Figure 5a can be divided into three

regions in which significant changes in weighting occur. In

the first region, see Figure 5b, we can observe that after

5 seconds, google cartographer starts to deviate from the

alternative localization methods. Therefore, we expect that

the weighting of google cartographer becomes less. It can

be observed in Figure 6d that at this time instance google

cartographer is indeed starting to be weighted less. However,

at the start of the second region, indicated by Figure 5c

google cartographer is able to recover and, on the contrary,

gmapping starts to fail with respect to alternatives. This shift

of accuracy is indicated by the weighting, as it can be seen

from Figures 6c and 6d that gmapping starts to perform less

while google cartographer recovers. Finally, at the last region

of the trajectory, we can notice that gmapping slowly starts

to recover, and google cartographer slowly starts to deviate at

the end. This behavior is supported by our estimated weight-

ing as gmapping obtains a higher weighting and google

cartographer a lower. Meanwhile, both lsm and hector show

relatively high performance throughout the whole trajectory

and, thus, are weighted higher (see Figures 6a and 6b).

Remarkably, the rotation weight of lsm, see Figure 6a is

1 or very close to 1 throughout the whole trajectory. Thus,

indicating that the optimized rotation is equal to the estimated

rotation of lsm. This seems highly unlikely, but can be ex-

plained by revising the Karcher mean algorithm (Algorithm

1). In this algorithm, the average rotation is initialized as

https://optitrack.com/applications/robotics/
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Fig. 5: (a) The obtained trajectories of the considered localization methods given by a configuration of poses indicated

by laser scan matcher (lsm), hector SLAM (hector), gmapping (gmap), and google cartographer (google), as well as our

approach and the motion capture system indicated by graph and mocap respectively. The red regions indicate the instances

when significant changes in performance happen. (b) The zoomed version of the first region. Every third illustrated pose is

labeled with the corresponding time instance at which the pose is obtained. (c) The zoomed version of the second region.

(d) The zoomed version of the third region.

the first rotation of a given list of rotations, which in this

case is lsm. When the tolerance is chosen relatively high

or/and the maximum number of rotations is chosen relatively

low, the algorithm terminates too early and the result does

not fully converge. However, when decreasing the tolerance

or/and increasing the maximum number of iterations, the

trade-off occurs that the computational time of rotation

averaging drastically increases. For example in Figure 7, in

which we have increased the number of iterations for the

Karcher mean algorithm from 10 to 100 while remaining

the same tolerance, our approach results in significantly less

optimized poses during rotation. Meanwhile, the weighting

of the methods does not significantly change. Hence, the

proposed weighting represents the actual picture, which we

can observe from the trajectories, and is comparable with

the ideal weighting profile obtained by the motion capture

system.

Overall, based on the observed trajectories, gmapping

and google cartographer estimate the poses quite poorly in

comparison with hector slam and laser scan matcher. This

is confirmed by the evaluation metrics related to the ATE,

see Table I. From the presented table we can observe that

from the localization methods, hector slam can be considered

the best localization method in the proposed environment.

Closely followed by laser scan matcher, which overall

performs very similar to hector slam, whereas gmapping
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Fig. 6: The estimated weights at each time instance for: (a) laser scan matcher (lsm), (b) hector SLAM (hector), (c) gmapping

(gmap), (d) google cartographer (google), versus ideal weighting given the motion capture system.
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Fig. 7: The comparison of experimental results with maximum rotational iterations of 10 and 100: (a) The obtained trajectories

of the considered localization methods given for a maximum rotational iterations of 100, with similar threshold as Figure

5a. (b) The weighting of each localization method with a maximum rotational iterations of 10 and 100.



Absolute Trajectory
Error (ATE)

Laser Scan
Matcher

Hector
SLAM

Gmapping
Google
Cartographer

Standard
average

Optimized
uniformly weighted

Optimized
weighted

Optimized
ideal weighted

RMSE translation 0.322 0.306 0.477 0.511 0.404 0.384 0.380 0.366

RMSE rotation 0.019 0.016 0.086 0.048 0.042 0.024 0.020 0.022

Mean translation 0.104 0.094 0.228 0.261 0.172 0.147 0.144 0.134

Mean rotation 3.787e-4 2.623e-4 7.344e-3 2.270e-3 2.564e-3 5.669e-4 4.093e-4 4.676e-4

Median translation 0.112 0.089 0.238 0.246 0.171 0.147 0.145 0.133

Median rotation 1.394e-4 1.555e-06 6.354e-4 1.991e-3 6.919e-4 1.352e-4 1.324e-4 6.015e-05

STD translation 0.065 0.060 0.147 0.166 0.110 0.100 0.093 0.092

STD rotation 7.744e-4 7.474e-4 0.017 2.710e-3 5.332e-3 1.441e-3 8.033e-4 1.035e-3

Max translation 0.230 0.214 0.637 0.570 0.413 0.339 0.320 0.318

Max rotation 5.450e-3 3.652e-3 6.853e-2 1.898e-2 2.415e-2 9.898e-3 5.450e-3 5.868e-3

TABLE I: Statistical evaluation via absolute trajectory error for translation and rotational components of the full trajectory

of laser scan matcher, hector slam, gmapping, google cartographer, the standard average of the 4 mentioned localization

methods, the uniformly weighted pose-graph optimized average of the 4 mentioned localization methods, the pose-graph

optimized average with self-assessed weights for the 4 mentioned localization methods, the pose-graph optimized average

with ideal weights obtained by the motion capture system for the 4 mentioned localization methods

and google cartographer demonstrate worse results for our

experiment. Notably, in rotation laser scan matcher performs

better than hector slam, while in translation the opposite

is observed according to both STD, RMSE, and maximum

error.

The significance of the proposed optimization approach

can be highlighted by comparing it with the standard average

given the four localization methods. We can notice from

the table I that by applying optimization and weights the

statistical measures are closer to the results from the motion

capture system (optimized ideal weighting). Hence, we can

conclude that we can assess the performance of localization

without using external devices or human interaction as in-

tended. We can see that when a localization method starts to

ill-perform, the weighting noticeable change; indicating that

the localization performance of that specific method starts

to lack. We can also observe that the failing of a method

does not mean it is completely excluded from the pose-

graph optimization, therefore being able to recover from a

low weighting.

V. CONCLUSIONS

This paper presents an online pose-graph optimization

approach for self-assessing the localization performance of

multiple localization methods running in parallel. By ap-

plying the proposed approach, we enable robotic platforms

to autonomously self-assess the obtained localization poses

from each localization method as well as the final result

necessary for achieving SLAM synergy. Thereby, being

able to answer the question, when to share the localization

data from the well-performing localization method to the

less well-performing. The approach has been proven to

accurately represent the localization performance of each

implemented localization method by determining weights

based on the translation and rotation error with respect to

the pose-graph optimization approach. The potential future

research includes extensive experiments for validation of

the proposed approach for more and/or different localization

methods available on ROS, and more challenging environ-

ments. Advanced rotation averaging algorithms are necessary

for more accurate optimization of the rotation with a reduced

computational load. Furthermore, since we have answered

the question of when to share data, the new research question

regarding achieving SLAM synergy becomes: how to share

the localization result from the well-performing localization

method to the less performing localization method?

APPENDIX I

LOCALIZATION METHODS IMPLEMENTED IN ROS

A. Gmapping

Gmapping is a ROS Debian package that provides particle

filter based SLAM [44], and needs, in contrast to Hector

SLAM and Googe Cartrographer, odometry information to

function. As the system setup in this project does not provide

such information, the Laser Scan Matcher package is used

to provide the necessary odometry information. Gmapping

uses a Rao-Blackwellized Particle Filter for localization, in

which each particle carries an individual map of the envi-

ronment [46]. It computes an accurate proposal distribution

by not only taking the robots movement, as well as the the

most recent observation into account. Furthermore, it uses

an adaptive resampling technique to maintain a reasonable

variety of particles and thus reducing the risk of particle

depletion.

B. Google Cartographer

Google Cartographer is an pose-graph optimization based

SLAM method provided as a open-source library with ROS

wrapper that can work with and without odometry informa-

tion [47]. It is a system that provides real-time SLAM in 2D



and 3D compatible for multiple sensor configurations and

platforms [27]. Additonally, Google Cartographer is a com-

bination of local and global SLAM where both approaches

try to optimize the optimal transform between the scans. In

the local SLAM approach each consecutive scan is matched

against a submap, which is a piece of the environment,

using a non-linear least squares problem based scan matcher

[48]. The submap construction is an iterative process of

continuously aligning scan and submap coordinate frames,

where the submap is created from a few consecutive scans.

However, before inserting scans into a submap, the Ceres-

based scan matcher [48] is used to optimize the scan pose

of the current local submap. The global SLAM periodically

reaarranges the sub-maps tp reduce the localization error

and tries to prevent drift. In contrast to Hector SLAM’s

multi-resolution grid maps, google Cartographer introduces

a branch and bound algorithm to efficiently compute the

optimal grid-accurate match over large search windows.

Finally, the global map is constructed by combining the

current submap with the finished submaps.

C. Hector SLAM

Hector SLAM is a EKF filter and pose graph optimization

based SLAM method provided as a ROS Debian package

that can work with and without odometry information [43].

It combines a robust scan matching approach using a LIDAR

system with a 3D attitude estimation system based on inertial

sensing [49]. However, in this project we are only interested

in the 2D SLAM of this package as no Inertial Measurement

Unit (IMU) for the Extend Kalman Filter (EKF) based

3D state navigation is present. In this package, the scan

information of the LIDAR is converted into a point cloud

of scan endpoints. These point clouds are then preprocessed

by only taking into account endpoints within a threshold of

the intended scan plane. As occupancy grid maps have a

discrete nature, the precision that can be achieved is limited.

Therefore an interpolation scheme through bilinear filtering

is introduced for both estimating occupancy probabilities

as well as derivatives. The Hector SLAM scan matching

approach is based on an optimization of the alignment

of beam endpoints with the map discovered so far. The

scans get aligned to the existing map and thus matching

is implicitly performed with all preceding scans. Hector

SLAM is based on gradient ascent optimization approach

and is potentially prone to get stuck in a local minima. This

problem is alleviated by introducing a multi-resolution map

representation. Essentially Hector SLAM is using multiple

occupancy grid maps with each coarser map having half of

the resolution of the preceding map. These different maps

are kept in the memory and simultaneously updated using

the pose estimates provided by the alignment process. The

alignment process starts at the coarsest map level and the

resulting pose estimate is used as the start estimate of the

next level.

D. Laser Scan Matcher

Laser Scan Matcher is a Debian package of ROS [33],

which provides the state of the mobile robot by using PLICP

scan matching. The notable feature of this package is that

it does not use scan-to-scan PLICP, but instead uses scan-

to-keyframe PLICP. As noise in the scans are inevitable,

the error over time accumulates even in stationary position,

known as drift. By introducing a keyframe, which only

changes when the vehicle has moved or rotated a certain

distance or angle, this stationary error is minimized as the

keyframe does not change.
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