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Online fuel-efficiency optimization of an RCCI engine using constrained ESC. van de Wauw

Abstract

The overall goal of all internal combustion engines, including reactivity controlled compression ig-
nition (RCCI) engines, is to deliver the desired torque and maximize fuel efficiency while meeting
emission and safety constraints. To reach this goal, advanced combustion concepts, such as RCCI,
require advanced combustion control, because of their relatively unstable combustion and present
disturbances, such as cycle-to-cycle variations. A disadvantage of current control strategies is their
reliance on controlling combustion parameters (e.g. IMEP, CA50, intake pressure) to achieve op-
timal efficiency and cannot control the efficiency directly. This work presents an approach for
online, model-free fuel-efficiency optimization for steady-state RCCI operation, using constrained
extremum-seeking control. It directly controls and optimizes the gross indicated efficiency (GIE)
using two fuel path parameters, namely the blend ratio (BR) and the start-of-injection of the di-
rect injected fuel (SOIDI). It does this for a constant total fuel energy and engine speed. A key
element of this approach is a cost function based on GIE, in which the safety and input constraints
are incorporated as soft constraints. The safety constraints are the maximum pressure and peak
pressure rise rate and the input constraints are the upper and lower bound of the inputs BR and
SOIDI. Simulations using a data-based RCCI combustion model are used to test the algorithm on the
following performance criteria: reaching the highest GIE, meeting the constraints and achieving a
convergence speed at least fast enough for effective use on highways, based on the Common Artemis
Driving Cycles (≤ 5 seconds). These simulations show robustness with respect to disturbance of ini-
tial fuel path conditions and cycle-to-cycle variation, combined with an average convergence speed of
approximately 1 second, while meeting constraints and reaching the highest GIE (47.77%). Finally,
two steps in intake pressure (increase and decrease) are simulated to investigate the algorithm’s
ability to deal with changing cost functions. Even though the algorithm is not intended to deal with
transient operation, it only needs roughly 2 seconds to converge to the new global minimum for both
steps. This shows that there is potential for this method in handling transient operation.
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1 Introduction

1.1 Background

One of the main challenges the automotive industry is still focusing on, is improving the inter-
nal combustion engine (ICE) to make it cleaner in terms of pollutant emissions (e.g. NOx, soot)
and minimize operational costs by minimizing fuel consumption. The increasingly strict emission
legislation causes traditional ICEs to be insufficient which leads to a rise of advanced combustion
concepts.

1.2 RCCI

Reactivity controlled compression ignition (RCCI) is one of those advanced combustion concepts
that promises to meet the emission legislations. RCCI is a low-temperature combustion concept
(other examples are homogeneous (HCCI) and premixed (PCCI) charge compression ignition) that
has shown great potential in reducing the NOx and soot emission in combination with high ther-
mal efficiency [1]. It is a premixed ignition concept that blends a low reactivity (e.g. gasoline or
natural gas) early in the process in order to mix fuel and a high reactivity (e.g. diesel) fuel later
in the process in order to auto-ignite the air-fuel mixture. Because RCCI relies on auto-ignition in
combination with a relatively high ignition delay, controlling the combustion is much more complex
than for a regular diesel engine.

The overall goal of all ICEs, including RCCI, is to deliver the desired torque and maximize fuel
efficiency while meeting emission and safety constraints. To reach this goal, advanced combustion
concepts, such as RCCI, require advanced combustion control, because of present disturbances (in
e.g. ambient conditions, cylinder-to-cylinder differences for lambda or EGR), cycle-to-cycle vari-
ation (consequence of stochastic process due to controlled auto-ignition) and to guarantee stable
combustion [2]. This means that, for example, a simple open-loop controller based on lookup tables
is insufficient, because it is unable to handle disturbances and changing ambient conditions.

1.3 RCCI control challenges

Traditionally, combustion parameters derived from the in-cylinder pressure profile are used to con-
trol ICEs by controlling combustion parameters, for example the indicated mean effective pressure
(IMEP) or the crank angle at which 50% of the heat of combustion is released (CA50). To achieve
the goal of higher efficiency and less pollutant emissions while dealing with disturbances and cycle-
to-cycle variations, more and more manipulated variables are applied, which leads to a significant
increase in system complexity [2]. To achieve this and deal with disturbances and cycle-to-cycle
variations, next-cycle control strategies are developed. Examples of such next-cycle control strate-
gies for RCCI are PID control of IMEP, CA50 and temperature of the intake manifold Tim [3, 4].
A disadvantage of these control strategies is that they rely on controlling combustion parameters to
achieve optimal fuel efficiency and cannot control the efficiency directly. During engine calibration,
a function is created from driver input to a reference for a combustion parameter, for optimal effi-
ciency. However, the reference may not be optimal for different ambient conditions. By controlling
and optimizing efficiency directly, this can be resolved.

Another way to achieve optimal fuel efficiency are optimization methods to find the inputs to achieve
optimal efficiency in RCCI engines under constraints, such as safety limits. Xia et al. [5] presents
an offline optimization method, using a combination of multiple regression analysis and particle
swarm optimization. Using this method the optimal operating conditions (exhaust gas recirculation
(EGR) rate, start-of-injection of direct injection (SOIDI) and blend ratio (BR)) for optimal gross
indicated efficiency (GIE) were determined under emission and safety constraints. In a following
paper of Xia et al. [6], the method is extended to realize an optimal feedforward control that can
account for various uncertain conditions such as deviated fuel injections and intake pressure. The
latter is realized by considering the input uncertainties in the robust optimization. However, these

1
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methods are offline optimization methods, which create a mapping from optimal operating inputs
to optimal GIE for multiple operating points in a lab setting, for it later to be used on the road.
This means it cannot deal with changing ambient conditions or changes caused by hardware wear,
because different inputs might be needed to achieve optimal GIE.

An online optimization method can be used to directly optimize and control GIE and overcome
the aforementioned issue that come with classic feedback control methods and offline optimization
methods. Extremum-seeking (ES) could be a method which can achieve this. ES is a model-free-
based adaptive control method used to determine and maintain the extremum value of a (nonlinear)
function and optimize the input-output characteristic when knowledge of the input-output is limited
[7, 8]. Van der Weijst et al. [9] provides an example of constrained, multivariable ES for online fuel-
efficiency optimization of a diesel engine. In this case, an optimization problem, solved using ES, is
integrated into a tracking control system that tracks IMEP, CA50, NOx and pumping mean effective
pressure (PMEP). The online ES controller adjusts the CA50 and PMEP references to minimize the
cost function. Additionally, Peter [10] presents a constrained time-varing extremum-seeking control
(ESC) approach for a class of discrete-time nonlinear systems, which has the ability to guarantee
feasibility of the system’s trajectories during optimization.

1.4 Objective

The goal of this study is to develop a control system that achieves online optimization of GIE
using the fuel path while meeting safety constraints in an RCCI engine. In contrast to previously
mentioned sources, the control system should be able to correct for changing ambient conditions
or wear of parts. This is done by using constrained, online ESC. During this study, a data-driven
combustion model of an RCCI engine is used and it will be assumed that the total energy input of
the engine is constant. As the model is not able to calculate emission levels, emissions constraints
are omitted from the optimization problem.

1.5 Outline of report

The outline of this report is as follows. First, the used combustion model and adaptive control prob-
lem, including the optimization problem, are introduced. Next, the theory behind the optimization
algorithm and its tuning guidelines are presented. The next chapter presents and discusses the
results regarding the performance and robustness of the algorithm. Finally, based on these results,
the main findings are summarized in the conclusion and directions for future research are suggested.

2
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2 Problem and setup description

2.1 System description

Figure 2.1 shows the six-cylinder PACCAR MX13 engine that is used to acquire data, which is used
during this study. As shown in the figure, only one cylinder is actively fueled. To enable RCCI
operations, the engine uses a direct injection (DI) system to inject diesel into the cylinder and a
port fuel injection (PFI) system to inject E85 (85% ethanol, 15% gasoline) into the intake port.
Additionally, EGR can be used to recirculate exhaust gas into the intake manifold. Boosted dry
air is provided by an external compressor and the intake manifold pressure can be adjusted using
a regulator. The engine is kept running at a constant speed by an electric machine that generates
the required torque. The in-cylinder pressure and intake and exhaust pressure are measured using
pressure sensors. Emissions (e.g. CO2, NOx, total hydrocarbon content (THC)) are measured after
the back pressure valve using specialised hardware. Fuel consumption is measured by mass flow
sensors. See Willems et al. [11], for more details about the setup.

2.2 Combustion model

As the test engine setup is not available, a data-based combustion model, presented in detail by
Vlaswinkel et al. [12], is used to simulate the RCCI combustion process. The engine and fuel
specifications and operating conditions from the experimental data used for this model are listed in
Table 2.1. The constant total fuel energy is based on a medium load point and the chosen intake
pressure and temperature and EGR ratio are in the middle of their validation range, to minimize
the chance of extrapolation.

The total fuel energy is described as follows:

QTotal = mPFILHVPFI +mDILHVDI,

where mPFI and mDI are the injected mass of E85 and diesel and LHVPFI and LHVDI are the lower
heating values of E85 and diesel, respectively. The inputs to the combustion model are the following
in-cylinder conditions at intake valve closing and fuel settings, which are summarized in ŝIVC:

• Pressure at the intake manifold pim;

E85 tank

Figure 2.1: Schematic representation of the RCCI engine. [11]
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Table 2.1: Engine and fuel specifications and nominal operating conditions followed by the operating
range for which the model is validated.

Parameters Value
Displaced volume [cc] 2097
Bore x Stroke [mm] 130 x 158
Compression ratio [-] 15.85
Intake valve closure [CAD aTDC] -153
Exhaust valve opening [CAD aTDC] 128
Direct injected fuel Diesel (EN590)
Lower heating value of Diesel [MJ/kg] 42.6
Stoichiometric air-to-fuel ratio of Diesel [-] 14.5:1
Port injected fuel Ethanol (E85)
Lower heating value of Ethanol [MJ/kg] 29.1
Stoichiometric air-to-fuel ratio of Ethanol [-] 9.7:1
Engine speed [RPM] 1205
Total fuel energy Qtotal [kJ] 3.94
Intake pressure [kPa] 228
Intake temperature [°C] 34
EGR ratio [%] 9.0
Inputs Range
BR [%] 69.75 to 99.85
SOIDI [CAD aTDC] -70 to -35

• Temperature at the intake manifold Tim;

• Air-to-fuel ratio λ

λ =
ṁair

ṁPFIAFRPFI,st + ṁDIAFRDI,st

with AFRPFI,st and AFRDI,st the stoichiometric air-to-fuel ratio for the port injected and direct
injected fuel, respectively.

• EGR ratio

XEGR =
CO2,in

CO2,out

with CO2,in and CO2,out the CO2 concentration at the intake and exhaust, respectively.;

• Energy-based blend ratio

BR =
mPFILHVPFI

mDILHVDI +mPFILHVPFI
;

• Start-of-injection of the direct injected fuel SOIDI.

The model predicts the in-cylinder pressure trace during the combustion stroke, using principle
components (PC) analysis. This can then be used to determine combustion parameters of interest,
e.g. GIE, maximum pressure (pmax) and pressure rise rate (PRR). The following equation is used
for the in-cylinder pressure using PCs:

p (θ, ŝIVC ) ≈ p̃ (θ, ŝIVC ) = w̃⊤ (sIVC) f̃(θ) + fµ(θ) (2.1)

with crank angle θ, estimated in-cylinder conditions at intake valve closing (IVC) and fuel settings

ŝIVC (as listed above), weights w̃ (sIVC) :=
[
w1 (sIVC) w2 (sIVC) · · · w7 (sIVC)

]T
, the reduced

set of seven PCs f̃(θ) :=
[
f1(θ) f2(θ) · · · f7(θ)

]T
and the mean pressure fµ(θ). In practice,
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Figure 2.2: Variation between 25 in-
cylinder pressure traces, caused by
cycle-to-cycle variation.

Table 2.2: Average relevant combustion parameters with
corresponding standard deviations (STD) and relative STD
(rSTD).

Parameter Average STD rSTD [%]
GIE [%] 45.86 0.085 0.2
CA50 [CAD aTDC] -3.1 0.04 1.2

the same ŝIVC result in different w̃, because RCCI is driven by physics that are very sensitive to
initial charge composition and/or temperature. For this reason, w̃ (ŝIVC) is described as a stochastic
process, such that

w̃ (ŝIVC ) := N (ŵ (ŝIVC ) ,W (ŝIVC )) (2.2)

with ŵ (ŝIVC ) := E [w (ŝIVC )] andW (ŝIVC ) := E [(w̃ (ŝIVC )− ŵ (ŝIVC )) (w̃ (ŝIVC )− ŵ (ŝIVC ))
T
]
.

This makes it possible to describe the in-cylinder pressure as a stochastic process with a mean and
covariance. The latter is used to simulate cycle-to-cycle variation of the in-cylinder pressure. Fig-
ure 2.2 shows the variation between 25 in-cylinder pressure traces for exactly the same sIVC, caused
by the cycle-to-cycle variation. To give an idea of its impact on relevant combustion parameters,
the relative standard deviations of GIE and CA50 are given in Table 2.2. The variation in GIE
seems small, however, considering that the measured GIE roughly varies between 45% and 48%, the
relative impact of the STD is higher.

It is worth mentioning that the model is unable to predict emissions, which is why emissions are
omitted from the optimization problem. The operating range for which the model is validated, is
also shown in Table 2.1.

2.3 Online optimization problem

Figure 2.3 shows the closed-loop control scheme for this study, including the RCCI engine with
separated combustion block and air path in the dashed rectangle. It is assumed that the air path
is controlled in order to keep the air path parameters (XEGR, λ and pIM) constant. Therefore, the
focus in the remainder of this study is only on fuel path control. The combustion block represents
the combustion model, as discussed in the previous section. A distinction is made between fast and
slow disturbances. The fast disturbance is the cycle-to-cycle variations in the in-cylinder pressure.
The slow disturbances are wear of parts and changing ambient conditions (samb), e.g. ambient pres-
sure, temperature and humidity.

The control objective is to maximize GIE by changing BR and SOIDI, while not violating any con-
straints and being able to deal with all aforementioned disturbances. The maximization is done for
a constant total fuel energy Qtotal and engine speed. The constant Qtotal means that the IMEP
changes with changing GIE and is not constant. In this case, the total fuel energy can be seen as the
driver demand. A variable BR in combination with a constant Qtotal is chosen instead of the two in-
puts direct injected and port injected fuel mass (allowing a varying Qtotal) to limit the optimization
problem to two inputs in total (including SOIDI). Three total inputs would significantly increase
complexity of visualizing the cost function as a function the inputs. For two inputs, a 3D plot of the
cost function as a function of the inputs is possible. Visualizing this can help with understanding
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Figure 2.3: Block diagram of the control loop for RCCI with k the current iteration with a dura-
tion of one combustion cycle, pk(θ) the in-cylinder pressure as a function of crank angle (CA) θ,
[uBR,k+1, uSOIDI,k+1] the next-cycle inputs, uEGR the EGR valve position, λ the equivalence air-fuel
ratio and pim, Tim, pem and Tim the pressure and temperature at the intake and exhaust manifold,
respectively. The maximum pressure pmax and peak pressure rise rate (PPRR) are the safety limits.
Present disturbances are wear of parts and ambient conditions samb.

certain behaviors and the tuning process of the used optimization method, which is introduced in
the next chapter.

Using the GIE and constraints, the optimization algorithm’s aim is to solve the following optimization
problem, formulated as a general maximization problem with hard constraints:

max
BR,SOIDI

GIE

s.t. Qtotal = constant

pmax ≤ pmax,UB

PPRR ≤ PPRRUB

BRLB ≤ BR ≤ BRUB

SOIDI,LB ≤ SOIDI ≤ SOIDI,UB

(2.3)

where pmax is the maximum pressure, PPRR is the peak pressure rise rate and UB and LB stand for
upper and lower bound, respectively. The output of the combustion block is the in-cylinder pressure
trace, which can be translated to the GIE and constraints, via an observer. The GIE is calculated
as follows:

GIE =

∫ θ=180

θ=−180
p(θ) dV (θ)

Qtotal
, (2.4)

where θ is the crank angle, p(θ) is the in-cylinder pressure trace, V (θ) is the combustion chamber
volume and QTotal is the total fuel energy. The constraints are the safety limits (peak pressure pmax

and peak pressure rise rate (PPRR)) and the input ranges. The two inputs are the energy-based
blend ratio BR and SOIDI. The maximum values for the constraints are listed in Table 2.3.

6
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Table 2.3: Upper (UB) and lower (LB) bounds for constraints.

Constraints Values
pmax,UB [bar] 200
PPRRUB [bar/CAD] 20
BRUB [%] 99.85
BRLB [%] 69.75
SOIDI,UB [CAD aTDC] -35
SOIDI,LB [CAD aTDC] -70

The maximum GIE and corresponding optimal inputs for an ideal situation without any measure-
ment noise (GIEmax,ideal), are determined offline using the interior-point method. The calculated
maximum GIE is 47.65% with a BR and SOIDI of 69.75% and -55.88 CAD aTDC, respectively.

7
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3 Constrained extremum-seeking control used for fuel-efficiency
optimization

A possible solution to the adaptive control problem described in the previous chapter, could be
constrained extremum-seeking control (ESC). In this chapter, the theory behind the algorithm is
discussed and a guide for tuning the algorithm is provided.

3.1 Theory

The theory of the algorithm is based on Samuel [10]. This section starts with the introduction of the
steady-state optimization problem, written in the form of a general, nonlinear discrete-time system
for readability purposes. Thereafter, the barrier function is introduced, which is used to incorporate
the constraints into the cost function. This is followed by the explanation of the gradient-descent
control law. Finally, the Kalman filter that is used for gradient estimation is explained. Figure 3.1
shows the control scheme with all parts of the algorithm highlighted.

3.1.1 Problem description for general nonlinear, discrete-time system

The optimization is performed for a constant working point with a constant Qtotal and constant air
path parameters, and variable BR and SOIDI. Considering that the optimization is performed for
a constant working point, the optimization problem becomes a steady-state optimization problem
as the driver demand stays constant. The cost function and constraint function at steady-state are
ℓ(pk, uk) and γ(pk, uk), respectively, with k being the current time step equal to the duration of
a combustion cycle, pk being the in-cylinder pressure trace, uk being the inputs BR and SOIDI at
time step k, ℓ(pk, uk) = −GIE (negative, because maximization of GIE is desired) and γ(pk, uk)
containing the constraints. During this study, the constraints are the safety limits of maximum
pressure and PPRR and the input ranges, as shown in Equation (2.3).

Now, the optimization problem, given in Equation (2.3), can be reformulated as:

min
BR,SOIDI

ℓ(p, u)

s.t. γ(p, u) ≥ 0.
(3.1)

Figure 3.1: Constrained ESC scheme for steady-state process.
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All constraints are normalized to equalize the impact of each constraints and be able to fit in the
form γ(p, u) ≥ 0. The normalization for the constraints is done as follows:

γ(p, u) =



pmax,UB

pmax
− 1

PPRRUB

PPRR − 1
BRUB

BR − 1
BR

BRLB
− 1

SOIDI,UB

SOIDI
− 1

SOIDI

SOIDI,LB
− 1


. (3.2)

Similarly, the input SOIDI is divided by 100 to equalize the order of magnitude of both inputs. This
is important, because only one scalar can be chosen for the learning gain kg, which will be properly
introduced later in this chapter. Knowing that the SOIDI ranges from 35 to 70 CAD bTDC, dividing
it by 100 will bring them to the same order of magnitude as the input BR, which ranges between
0.7 and 1. Only when entered into the combustion model, it is brought back to the original order of
magnitude.

The following assumptions for ℓ(p, u) and γ(p, u) are made, to guarantee the existence of a unique
extremum:

• the cost function ℓ(p, u) is a strictly convex function,

• the constraint functions γi(p, u) are strictly concave.

Figure 3.2 shows that ℓ(p, u) is not strictly convex as it has multiple local minima. As this gradient-
descent based algorithm only works for local optimization, reaching the global minimum is not
evident. However, the additional assumption is made that the approximate location of the global
minimum is known. Only a saddle point in the region close to the global minimum can still prevent
strict convexity. However, the chances of a saddle point (gradient is zero where the local maximum of
one input exactly matches location of local minimum of the other) are expected to be low, thus there
is assumed that no saddle points are present in that region. After these additional assumptions,
there can be stated that, locally, the cost function is strictly convex. A similar situation holds for the
constraint function of the PPRR. This is solved with the same additional assumptions. Figure 3.2
also shows that the cost function ℓ(p, u) is a smooth function, which also holds for the constraint
functions γi(u).
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Figure 3.2: Cost function ℓ(p, u) as a function of inputs BR and SOIDI.
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3.1.2 Incorporating soft constraints with a barrier function

The current optimization problem shown in Equation (3.1), is an optimization problem with hard
constraints. For the chosen ESC algorithm to work, this needs to be transformed to an optimization
problem where the constraints are incorporated into the cost function as soft constraints. This is
done by augmenting the measured cost using a barrier function to yield the following augmented
cost function:

ℓ̄(pk, uk) = ℓ(pk, uk)− µ

nc∑
i=1

ψ(γi(pk, uk)), (3.3)

where µ is a positive constant called the barrier parameter, nc is the number of constraints and
ψ is the barrier function. The barrier function ψ should be a continuous function that acts as a
barrier when constraints are violated, but this barrier quickly fades out further away from where the
constraints are met. A natural logarithm is able to achieve this, until a certain point. As during this
study, the gradient of the augmented cost with respect to u must be estimated. This means that
strict feasibility of the trajectories of u may not be enforced by the control. This poses a problem
with a logarithmic barrier function as even a small violation in the constraints (γ(pk, uk) becomes
zero or negative) can cause the barrier function to result in unreal values, as ln(0) = −∞ and the
ln of a negative value results in a complex number. To avoid such situations, the so-called modified
barrier method is used. The modified barrier method switches to a quadratic function when the
optimization problem approaches infeasibility.

Let b(a) = ln(a) and let q(a) be the quadratic function with a representing the argument of the
barrier function (in this case γi(pk, uk) ∀ i ∈ {1, nc}). Additionally, let ϵ be a small, positive number
that represents the distance between the argument a and the constraint. The quadratic function
q(a) is defined such that its gradient and Hessian matches that of b(a) for a = ϵ

2 , as this is the
switching point between b(a) and q(a). This ensures that ψ is a continuous function. The quadratic
function is as follows:

q(a) = l +m
(
a− ϵ

2

)
+ n

(
a− ϵ

2

)2

, (3.4)

where l = b
(
ϵ
2

)
= ln

(
ϵ
2

)
, m = db

da |a= ϵ
2
= 2

ϵ and n = d2b
da2 |a= ϵ

2
= −4

ϵ2 . The modified barrier function is
then:

ψ(a) =

{
b(a) if a > ϵ

2
q(a) if a ≤ ϵ

2

. (3.5)
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Figure 3.3: Visualization of working of barrier function as a function of inputs BR and SOIDI. The
red dotted lines represent the input ranges and the colorbar is on a logarithmic scale.
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Now the barrier function ψ is well defined, the constraints are included in the augmented cost
function using Equation (3.3). In Figure 3.3, the term −µ

∑nc

i=1 ψ(γi(pk, uk)) (sum of the barrier
function) is visualized as using a contour plot for µ = 10−5 and ϵ = 10−3 as a function of the inputs
BR and SOIDI. The contour lines are caused by the input and safety constraints. First of all, it
shows the effect of the input constraints. At the edges of the input ranges, a clear upwards ramp is
visible, which means the cost is increased. It also shows a clear peak for SOIDI = −34 CAD aTDC
and BR = 77.62%, which is caused by a violation of the PPRR constraint.

The hard-constrained optimization problem defined in Equation (3.1) can be reformulated as a
soft-constrained optimization problem. This reformulation is done as follows:

min
BR,SOIDI

ℓ̄(pk, uk), (3.6)

where ℓ̄(pk, uk) is the augmented cost function. The shape of the full augmented cost function is
unknown.

3.1.3 Gradient descent

Now, consider the incremental change in augmented cost:

∆ℓ̄k = ℓ̄(pk+1, uk+1)− ℓ̄(pk, uk) = ℓ̄k+1 − ℓ̄k. (3.7)

Since it has been assumed that ℓ̄(p, u) is continuously differentiable, ∆ℓ̄k can be locally linearized
as follows:

∆ℓ̄k = ∇T
k∆uk, (3.8)

where ∆uk = uk+1−uk and∇k is the gradient of ℓ̄(p, u) as a function of the two inputs BR and SOIDI.

The proposed ESC used to drive ℓ̄(pk, uk) (Equation (3.6)) to its minimum, is based on gradient
descent. The gradient descent control law is as follows:

u∗k+1 = u∗k − kg∇k, (3.9)

where u∗ is the input towards the minimum and kg is the learning gain. In a perfect situation
without any noise, the gradient ∇k can be determined using Equation (3.8). However, the cycle-
to-cycle variation of the pressure signal causes noise to be present in the measurements. To find
the gradient while dealing with noise, the gradient is estimated using the Kalman filter. For the
estimation of ∇k, two points on the cost function are needed, which means ∆uk cannot be equal
to zero. To realize this, a dither function is added to the control law, given by Equation (3.9), as
follows:

uk+1 = u∗k+1 + dk, (3.10)

where dk = [dk,BR, dk,SOIDI ] is the bounded dither function and u is the input, with added dither
function, actually going into the system. The dither function perturbs the inputs BR and SOIDI,
which is needed for the estimation of the gradient ∇k. It is defined as:

dki = Adi cos (ωdik), (3.11)

with Adi , ωdi ∈ R+, the dither amplitude and dither frequency, respectively with i = 1, 2 for the
inputs BR and SOIDI, respectively. Since only one output is available for the estimation of the two
gradients in ∇k, a separation of the two dither signals is needed. This is done by choosing two
different dither frequencies, which is further explained in Section 3.2.
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3.1.4 Gradient estimation using the Kalman filter

Let the estimation of the linearized ∆ℓ̄k, given by Equation (3.8), be written as:

∆ˆ̄ℓk = ∇̂T
k∆uk, (3.12)

where ∇̂k is the estimated gradient. Using Equation (3.8) and Equation (3.12), the output prediction
error is defined as:

ek = ∆ℓ̄k −∆ˆ̄ℓk. (3.13)

Equation (3.12) can be reformulated in a general state-space notation:

xk+1 = Axk + wk

yk = Ckxk + vk
(3.14)

where xk is the estimated gradient ∇̂k, A is the identity matrix, wk is process noise with process

covariance Q, yk is ∆ˆ̄ℓk, Ck is ∆uTk and vk is the cycle-to-cycle variation (with cycle-to-cycle co-
variance R). The cycle-to-cycle variation is only present in yk, as the GIE and safety constraints
are dependent on the in-cylinder pressure signal. The process noise wk acts as a correction for the
assumed local linearity of ℓ̄(p, u). Notice that Ck is not constant, since it is dependent on uk.

Now, the gradient estimation update approach can be defined based on Equation (3.14). The

Kalman filter can be used for this, because of the local linearization of ∆ˆ̄ℓk in Equation (3.12). The
update law for for the error covariance Σ−1 and estimated gradient ∇̂, split into prediction and
update step, is defined as:

Prediction

∇̂k|k−1 = ∇̂k−1|k−1 (3.15)

Σ−1
k|k−1 = Σ−1

k−1|k−1 +Q (3.16)

Update

Kk = Σ−1
k|k−1∆u

T
k

(
R+∆uTkΣ

−1
k|k−1∆uk

)−1

(3.17)

∇̂k|k = ∇̂k|k−1 +Kk(∆ℓ̄k − ∇̂k|k−1∆u
T
k ) (3.18)

Σ−1
k|k = (I −Kk∆uk)Σ

−1
k|k−1 (3.19)

where Kk is the Kalman gain, Q ∈ R2x2 and R ∈ R+. As shown, the prediction step is just the
previous step and in case of the error covariance, Q is added. The update step is of the same form
as the general Kalman filter. The initial condition ∇̂0 is defined as 0, as no knowledge about the
gradient of the initial inputs is available. By choosing something other than zero, the initial gradient
might be the wrong way. The initial condition Σ−1

0 is a tuning parameter and will be discussed in
the Section 3.2.

3.2 Tuning guideline

The final step in developing this optimization algorithm is tuning. In this section, a structural guide-
line is given on how to tune the relevant tuning parameters such that certain control design criteria
are met. The guideline is given using just initial input, namely BR = 74% and SOIDI = −50.2 CAD
aTDC. This input is chosen as it converges to the global minimum and is relatively far from the
global minimum. It is assumed that if the design criteria for this initial input are met, all initial
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inputs closer to the global minimum will also meet the criteria.

There are three control design criteria defined. First, the global minimum (i.e. the highest GIE)
must be reached. The highest GIE (for hard constraints) is 47.65% with corresponding BR and
SOIDI of 69.75% and -55.88 CAD aTDC, respectively.

The second design criteria is meeting the constraints. The safety constraints may not be violated
and the input constraints may be violated by maximum 2% of the lower or upper bound. In this
case, a small violation (chosen for 2%) of the input constraints has no significant consequences, as the
input range represents the range for which the model is validated and does not represent any physical
limits. An exception to this is that the BR cannot go over 100%. However, in practice one must take
certain limits into consideration. For example, the SOIDI cannot take place before IVC or after TDC.

The third design criteria is that the convergence speed of GIE must be as fast as possible. At least
fast enough for effective use on highways according to the Common Artemis Driving Cycles (CADC)
[13]. The convergence speed is determined by the first iteration for which:

GIEmovmean > GIEmean − 0.05 (GIEmean −GIE0), (3.20)

where GIEmovmean is the moving average GIE over 5 iterations, GIEmean is the average GIE of the
last 50 iterations (after full convergence) and GIE0 is the initial GIE. Based on the CADC, the
duration at constant speed (± 5 km/h) are roughly 5 to 20 seconds for an urban environment and
over 50 seconds for a highway environment. For the urban environment, the worst case scenario
is assumed and thus 5 seconds are used as target. Let the convergence speed of the algorithm be
maximum 10% of that duration. This means that the maximum convergence speed for an urban
environment is 0.5 seconds (i.e. 5 iterations) and for the highway environment 5 seconds (i.e. 50
iterations) (in a worst case scenario).

In summary, the control design criteria are:

• Reaching global minimum, i.e. the highest GIE;

• Meeting constraints: safety constraints may not be violated and input constraints may be
violated by maximum 2%;

• Convergence speed as fast as possible. At least under 5 seconds (50 iterations) for effective
use on highways based on the Common Artemis Driving Cycles (CADC) [13].

The parameters that need to be tuned are the barrier parameters µ and ϵ, dither amplitude Ad,
dither frequency ωd, cycle-to-cycle covariance R, process covariance Q, initial error covariance Σ−1

0

and the learning gain kg.

3.2.1 Barrier parameters

The parameters µ and ϵ need to be chosen, such that the effect of the barrier function is visible in
the augmented cost function ℓ̄(p, u) and the global minimum has moved towards BRLB, but without
considerably compromising the original shape of ℓ(p, u) within the input constraints. In this case,
the initial global minimum is located at BR = 68.32% (< BRLB) and SOIDI = -56.42 CAD aTDC.
Figure 3.4a shows the augmented cost function with correctly tuned µ and ϵ, as the effect of the
barrier function is visible and the original shape remains recognizable. Additionally, the global min-
imum is moved towards BRLB. Figures 3.4b and 3.4c show the augmented cost function for too high
and low values of µ, respectively. It shows that when µ is too low, the effects of the barrier function
are not visible and the minimum still lies outside the input range and when µ is too high the original
shape is compromised. A similar, but reversed, effect holds for ϵ. The barrier parameters are chosen
to be µ = 10−5 and ϵ = 10−3 and kept constant during tuning of the remaining parameters.
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(b) Too low µ. (µ = 10−6 and ϵ = 10−3)
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Figure 3.4: Visualization of the augmented cost function ℓ̄(p, u) as a function of inputs BR and
SOIDI for various values of µ. The red dotted lines represent the input ranges.

Table 3.1: Offline determined ideal maximum GIE with the corresponding inputs for without barrier
function (Hard-constrained) and with barrier function (Soft-constrained).

Hard-costrained Soft-constrained
GIEmax,ideal [%] 47.65 47.77
BR [%] 69.75 68.50
SOIDI [CA aTDC] -55.88 -56.47

Now that the constraints are incorporated as soft constraints in ℓ̄(p, u), the maximum GIE and
corresponding optimal inputs for an ideal situation without noise will be slightly different to those
for hard constraints (GIEmax,ideal), as mentioned in Section 2.3. The maximum, GIE for the soft-
constrained optimization problem without noise (GIEmax,ideal,SC) and its corresponding inputs are
compared to those for the hard-constrained optimization problem in Table 3.1. There can be noticed
that for the soft-constrained optimization problem, the optimal BR slightly exceeds its lower bound,
which is expected as the barrier at the input constraint is not perfectly vertical. However, it remains
within the allowed 2% violation of the input constraints. The slightly exceeded BR also explains
why the maximum GIE is slightly higher for the optimization problem with soft constraints.

3.2.2 Dither amplitude

In order to tune the dither amplitude Ad, learning is turned off (kg = 0), as the dither amplitude is
used for the gradient estimation. Certain limits of the dither amplitude can be determined, before
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Figure 3.5: FFT of a point in the cost function with the average noise level and one standard
deviation above and everything below the average noise for a dither amplitude of 0.005 for both
inputs. The dither frequencies are indicated by the arrows.

Table 3.2: Average convergence speed (over 100 iterations) and average GIE with its peak-to-peak
value for two different dither amplitudes. (Average convergence speed is determined after tuning
the remaining parameters.)

Ad = 0.005 Ad = 0.01
Average convergence speed [iteration] 27.7 29.2
GIEaverage [%] 47.60 47.50
GIEpeak-to-peak [%] 0.30 0.50

starting the tuning process. First of all, one has to take into account the limits of the input actuators
(in this case, the injectors). The actuators’ resolution is not infinitely small and thus determines a
minimum value for the possible dither amplitude. Contrastingly, a dither amplitude that is too high,
can negate the assumed local linearization of the augmented cost function. Taking these limitations
into account, one can start tuning the dither amplitude. It is important that the dither amplitude
is higher than the amplitude of the noise (over the full cost function), to ensure that the Kalman
filter uses the dither signal for the parameter estimation, not the noise. A fast Fourier transform
(FFT) can be used to differentiate the dither signal from the noise and to determine if the dither
signal is above the noise floor. Figure 3.5 shows the FFT of a point in the cost function for which
the dither amplitude is higher than the mean amplitude of the noise plus one standard deviation of
the noise. There can be seen that the dither amplitude at 2.5 and 5 Hz, is higher than the noise
and one standard deviation. As a rule of thumb, if this holds for every point in the cost function,
the dither amplitude is high enough to overcome the noise. The lowest dither amplitude for which
this holds, is 0.005 for both inputs. Additionally, in theory, a larger dither amplitude should result
in faster convergence (as long as local linearity is maintained). However, it also results in a larger
oscillation away from the optimum (GIEmax,ideal,SC = 47.77%), once the optimum is reached. This
means that when the optimum (i.e. maximum GIE) is reached, a higher dither amplitude results
in a lower average GIE. This trade-off between convergence speed and oscillation away from the
optimum mostly comes down to preference.

After tuning the remaining parameters, using Ad = 0.005 for both inputs, and turning learning
on, the differences between Ad = 0.005 and Ad = 0.01 are investigated for the design criteria
of convergence speed and reaching highest GIE. As listed in Table 3.2, the difference in average
convergence speed between Ad = 0.005 and Ad = 0.01 for both inputs is not even 2 iterations (0.2
seconds), which is not significant. However, the oscillation away from the optimum after convergence
(calculated without cycle-to-cycle variation) for Ad = 0.005 is smaller. For Ad = 0.005, the average
GIE is 0.17% lower than GIEmax,ideal,SC, compared to 0.27% for Ad = 0.01. However, adding half
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of GIEpeak-to-peak to GIEaverage shows that GIEmax,ideal,SC is reached for both dither amplitudes.
In this case, there is chosen for a dither amplitude of 0.005 for both inputs, because of the smaller
oscillation away from the optimum.

3.2.3 Dither frequency

Like the amplitude, the dither frequency ωd can be tuned with learning turned off. The goal of the
dither frequency is to perturb the inputs BR and SOIDI, in order to estimate the gradient of ℓ̄(p, u).
The dither frequency is limited by the combustion frequency. In this case the combustion frequency
is 10 Hz, which means that the dither frequency cannot be chosen higher than 5 Hz (Nyquist
frequency of this engine speed). In order to suppress the effect of the cycle-to-cycle variation in the
cost function ∆ȳ on the estimated gradient ∇̂ as well as possible, ∆u should be as high as possible
for each iteration. This can be achieved for both inputs by choosing 5 and 2.5 Hz as the dither
frequencies. The dither amplitude is not used for this, as it is desired to keep Ad as low as possible
to minimize oscillation away from the optimum. To show this, Figure 3.6 shows two dither signals
with 2.5 and 5 Hz, compared to a signal with a frequency of 3 Hz. There can be seen that a frequency
of 3 Hz, has a varying ∆dk, which means ∆dk is not as high as possible for each iteration. In theory,
the better the cycle-to-cycle variation suppression, the more accurate the gradient estimation and
the higher the convergence speed. Table 3.3 shows that for 1.5 and 3 Hz, the convergence speed is
approximately 0.5 seconds slower. The remaining question is: which frequency should be linked to
which input? In the case of dynamic systems, this can significantly influence the convergence speed.
However, as this is a static system, it is insignificant. It was decided that the BR is dithered at 5
Hz and SOIDI at 2.5 Hz.

3.2.4 Cycle-to-cycle covariance

The cycle-to-cycle covariance R can be determined based on the noise in ℓ̄(p, u) caused by the cycle-
to-cycle variation in the in-cylinder pressure signal. Therefore, learning and dithering is turned off.
The cycle-to-cycle covariance is calculated as follows:

R = σ2
noise, (3.21)

where σnoise is standard deviation of the noise in ℓ̄(p, u). From this, it is determined that approx-
imately R = 5 · 10−7, which is kept constant throughout the tuning process as the variance of the
cycle-to-cycle variation remains the same.
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Figure 3.6: Three dither signals with different dither frequencies.

Table 3.3: Average convergence speed (over 100 iterations) for dither frequency of 2.5 and 5 Hz versus
1.5 and 3 Hz. (Average convergence speed is determined after tuning the remaining parameters.)

ωd = [2.5,5] [Hz] ωd = [1.5,3] [Hz]
Average convergence speed [iteration] 27.7 32.2
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3.2.5 Learning gain, process covariance and initial error covariance

Finally, learning can be turned on and the learning gain kg can be slowly increased. Consequently,
with increasing kg, the prediction in Equation (3.15) becomes more inaccurate, as increasing kg
means increasing ∆uk and thus increasing step in ∇̂k (because of the assumed local linearization in
Equation (3.8)). As the prediction of ∇̂k becomes more inaccurate, a higher value for Σ−1

0 and Q is

desired, to increase the contribution of the measurement data in the calculation of ∇̂k. The subtle,
but important, difference between increasing Σ−1

0 and increasing Q is that the effect of Σ−1
0 fades

out after a certain amount of iterations, but the effect of Q remains constant over all iterations. This
is the case, because Σ−1

0 is the error covariance of the initial estimated gradient ∇̂0 = 0, which it is
known to be wrong. However, Q is the process covariance and is constant over the entire process.
For this reason, Σ−1

0 is mainly used to directly increase convergence speed and Q is used to regulate

the suppression of the cycle-to-cycle variation in ∇̂k. The latter is possible as only the ratio between
R and Q is what influences the algorithm. R is a fixed value based on the cycle-to-cycle variation,
but Q can still be used to regulate the suppression of the cycle-to-cycle variation by changing the
ratio between R and Q.
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Figure 3.7: Plot of the augmented cost function ℓ̄(p, u) for various values of kg, with Σ−1
0 = 10−5I

and Q = 10−5I.
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First, kg is increased (starting from 0.001) for Σ−1
0 = 10−5I and Q = 10−5I, which, in this case, are

values that result in slow convergence. kg is increased until the point that ℓ̄(p, u) (and the inputs)
do not converge anymore. Figure 3.7 shows ℓ̄(p, u) for three different values of kg for the initial
inputs BR = 74.00% and SOIDI = −50.20 CAD aTDC. Figures 3.7b and 3.7c show convergence,
with fastest convergence for kg = 0.01 of roughly 100 iterations versus 250 iterations for kg = 0.001.
However, both convergence speeds are over the design criteria of lower than 50 iterations. Figure 3.7a
does not show convergence as ℓ̄(p, u) does not gradually decrease to its minimum at around -0.475,
which means that kg = 0.1 is too high. After further fine-tuning, kg = 0.01 is deemed the best value
for the learning gain.

Next, Σ−1
0 is increased, to increase convergence speed. Figure 3.8 shows the difference in convergence

for a low and correct value of Σ−1
0 . It shows that a higher Σ−1

0 , results in faster convergence for
approximately the first 50 iterations, after which the effect of Σ−1

0 fades out. At a certain point, fur-
ther increasing Σ−1

0 does not affect the convergence anymore. In this case, that point is Σ−1
0 = 0.1I,

which is chosen as the best value for Σ−1
0 . For Σ−1

0 = 0.1I, the design criteria for convergence
speed is met, as the convergence speed is roughly 30 iterations, which is lower than the determined
maximum of 50 iterations.

Finally, the process covariance Q ∈ R2x2 can be used to find the balance between suppressing
the cycle-to-cycle variation (lower Q) and limit the amount of violation of the input constraints
(higher Q). This is explained by the fact that Q influences the amount of correction needed for the
assumption of local linearity. At locations where the barrier function is dominant over GIE, the cost
function is even less linear. Figure 3.9 shows that higher values of Q smooth out the input signals and
result in a BR closer to its lower bound and a smaller violation of BRLB. The maximum violation
of BRLB for Figure 3.9a is 1.7% with respect to BRLB compared to 1.2% for Figure 3.9c. However,
it also results in less suppression of the cycle-to-cycle variation, which can be demonstrated by the
difference in SOIDI in Figures 3.9a and 3.9c. Since the diagonals of Q can be tuned separately, a
fitting value for each input can be chosen. Based on the different input signals in Figure 3.9, the

process covariance is chosen as Q =

[
10−3 0
0 10−4

]
.
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Figure 3.8: Plot of the augmented cost function ℓ̄(p, u) and the inputs BR and SOIDI for two different
values of Σ−1

0 , with kg = 0.01 and Q = 10−5I.
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(b) Q = 10−4I
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(c) Q = 10−3I

Figure 3.9: Plot of the augmented cost function ℓ̄(p, u) and the inputs BR and SOIDI for various
values of Q, with kg = 0.01 and Σ−1

0 = 0.1I.
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4 Simulation results

In this chapter, the results of the tuned algorithm are presented. The final values for all tuning
parameters are summarized in Table 4.1. The algorithm is tested on different forms of robustness
(with respect to disturbance of initial fuel path conditions, cycle-to-cycle variation and air path
disturbance) in combination with the control design criteria, listed in Section 3.2, based on the
following case study: Based on base calibrations in the lab, the inputs corresponding to the approxi-
mate global minimum are known (for a constant engine speed and Qtotal as mentioned in Table 2.1).
However, in practice, this global minimum shifts because of changing ambient conditions (samb) or
wear of parts. The objective of the algorithm is to converge to the known global minimum as fast
as possible, while meeting the constraints, as mentioned in the control design criteria.

4.1 Convergence speed and disturbance of initial fuel path conditions

The average convergence speed and robustness with respect to initial fuel path disturbances are
investigated by means of a Monte Carlo simulation. Meaning that the same global minimum has to
be found for 500 different initial inputs, which represent fuelling variations caused by wear of injector
parts. Because of the latter, the actual injections vary from the intended injection settings. These
initial inputs are generated around the known global minimum of the hard-constrained optimization
problem, using an exponential and normal distribution for the BR and SOIDI, respectively. The
distribution for BR is exponential, because the optimal BR is located on its lower bound. The stan-
dard deviations for the distribution of BR and SOIDI are 1.5% (translates to 1 mg of DI fuel) and
2.0 CAD, respectively. These standard deviations are assumed to be realistic values for variations
in fuel injectors.

In this case, robustness with respect to the preset fueling variations is dictated by the amount
of initial points that converge to the global minimum compared to those that converge to a local
minimum. Performance is dictated by the average and maximum convergence speed of GIE of all 500
initial inputs. For the 494 different initial inputs that converged to the global minimum, displayed
in Figure 4.1a, the average convergence speed is 10.2 iterations (i.e. combustion cycles), which
corresponds to approximately 1 second, while the design criteria for the constraints are met. The
distribution of the convergence speeds are shown in Figure 4.1b. The highest convergence speed is 47
iterations (4.7 seconds). This means that, according to our rough estimations based on the CADC,
the algorithm is fast enough for effective use on a highway. However, it is roughly 0.5 seconds too
slow for driving in an urban environment based on the average convergence speed. The blue dots
in Figure 4.1a show 103 out of the 494 initial inputs for which the convergence speed is lower than
0.5 seconds and thus fast enough for effective use in an urban environment. As can be expected,
the blue dots are located closer to the global minimum compared to the black dots with a standard

Table 4.1: Final values for tuning parameters for this study.

Parameters Values
µ [-] 10−5

ϵ [-] 0.001
ωd,BR [Hz] 5.0
ωd,SOIDI

[Hz] 2.5
Ad,BR [-] 0.005
Ad,SOIDI

[CAD/100] 0.005
R [-] 5 · 10−7

kg [-] 0.01
Σ−1

0 [-] 0.1I

Q [-]

[
10−3 0
0 10−4

]
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(a) Visualization of the locations of the initial inputs
plotted on the augmented cost function. The red dots
represent initial inputs that converged to a local min-
imum and the green dot is the initial input with the
highest convergence speed.

(b) Distribution of the initial inputs that converge to
a global minimum.

Figure 4.1: Visualisation of the initial inputs and the convergence speeds.

deviation for BR and SOIDI of 1.0% and 1.0 CAD aTDC, respectively.

In terms of robustness, 6 out of 500 initial inputs converge to a local minimum, which translates to
1.3% of the tested initial inputs. This percentage is relatively low and acceptable, especially since
all six points are located furthest away from the known global minimum (> 5% difference in BR).
These variations in BR are exceptionally high and might be considered unrealistic. Figure 4.2 shows
the difference in taken path between an initial input that converges to the global minimum and one
of the six initial inputs that converges to a local minimum.
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(a) Initial input that converges to the global mini-
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Figure 4.2: Visualisation of taken paths of two different initial inputs plotted on the augmented cost
function.
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Figure 4.3: Location of the initial in-
puts listed in Table 4.2. The green point
corresponds to the green point in Fig-
ure 4.1a.

Table 4.2: Initial inputs with the corresponding aver-
age convergence speed (CS) and its relative standard
deviation (rSTDCS).

BR SOIDI Average CS rSTDCS

[%] [CAD aTDC] [iterations] [%]
70.40 -59.51 18.0 41
70.65 -52.10 16.5 43
72.18 -55.62 7.6 26
74.49 -59.06 16.5 19
74.84 -52.68 26.5 28
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Figure 4.4: Location of the initial inputs
listed in Table 4.3.

Table 4.3: Initial inputs with the corresponding aver-
age convergence speed (CS) and its relative standard
deviation (rSTDCS).

BR SOIDI Average CS rSTDCS

[%] [CAD aTDC] [iterations] [%]
70.50 -60.0 20.0 38
70.50 -58.0 9.9 69
70.50 -56.0 4.1 74
70.50 -54.0 9.9 105
70.50 -52.0 16.6 42

4.2 Robustness with respect to cycle-to-cycle variation

The highest convergence speed of 47 iterations stands out compared to the average convergence
speed, as the initial input is relatively close to the global minimum. Therefore, this initial input is
optimized 25 times, to investigate the influence of the cycle-to-cycle variation on the convergence
speed. This is repeated for 4 other initial inputs in different areas, as shown in Figure 4.3. The
corresponding average convergence speed and its relative standard deviation are listed in Table 4.2.
It shows a high relative standard deviation for initial inputs close to the optimal BR, including
the green point. This means that the convergence speed is mainly determined by SOIDI, which
indicates that the influence of the cycle-to-cycle variation compared to the cost function, is higher
for SOIDI. To test this hypothesis, the same investigation is done for five different initial inputs
with a constant BR close to the optimal BR, as shown in Figure 4.4. Table 4.3 shows high relative
standard deviations for convergence speed, which confirms the hypothesis of higher influence of the
cycle-to-cycle variation for SOIDI.

4.3 Robustness with respect to air path disturbance

Finally, a different kind of robustness is investigated. An experiment is performed to test if the al-
gorithm is robust towards changing air path settings, which changes the shape of the cost function,
the location of the global minimum and the GIEmax,ideal,SC. Therefore, starting from the inputs
corresponding to the hard-constrained global minimum and the original intake pressure pim of 2.28
bar, the intake pressure is changed after 100 iterations to 1.88 and changed back to 2.28 bar after
240 iterations. These changes are done to see if the algorithm corrects for the change in location of
the global minimum. It is worth noticing that by changing the the air path setting during operation
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of the algorithm, the assumption of a smooth cost function becomes invalid.

Figure 4.5 shows that, after both steps, the GIE converges to the new GIEmax,ideal,SC (determined
offline). Convergence after both steps takes roughly 20 iterations, i.e. 2 seconds. There can be seen
that for some iterations, GIE is higher than GIEmax,ideal,SC. This is caused by the cycle-to-cycle
variation on the in-cylinder pressure trace. As for the BR, it shows that the it fluctuates significantly
more for pim = 1.88 bar, than for pim = 2.28 bar. A possible explanation for this is that the influence
of the cycle-to-cycle variation on the augmented cost function for pim = 1.88 bar is higher than for
pim = 2.28 bar. This is confirmed by the fact that the variation in GIE is roughly the same for both
intake pressures. Additionally, Figure 4.5 shows a steep change in BR just after both steps, which
is caused by the sudden change of augmented cost function. This causes an unusually high ∆ℓ̄k,
for a relatively small ∆uk. Consequently, the gradient is overestimated. Thereafter, ∆ℓ̄k becomes
normal again and the algorithm corrects the overestimation. This is especially visible for the BR
at the second step. First the gradient is overestimated in the negative way, caused by the step and
pushing the BR below its lower bound. Then, the gradient is overestimated caused by the barrier
function, pushing the BR too high. Thereafter, the BR converges to the global minimum. It is
important to notice that all constraints are met, with the exception of one iteration just after the
second step, where the input constraint is violated by 3.4% with respect to BRLB, which is more
than the maximum of 2% as stated in the design criteria. As this algorithm is not designed to deal
with these steps in intake pressure, an input constraint violation for just one iteration is tolerable.
Finally, one can see that the SOIDI is slightly lower on average for pim = 1.88, but mostly fluctuates
as the SOIDI has a small influence on the augmented cost function.

Even though this algorithm is not intended to be used for transient operation, the convergence
speeds of 2 seconds for each step in the intake pressure is fast enough for effective use on highways.
This shows there is potential for this method in transient operation.
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Figure 4.5: Plot of the GIE and the inputs BR and SOIDI with a step in intake pressure at 100 and
240 iterations.
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5 Conclusion and future research

During this study, an online, model-free optimization algorithm is presented that directly optimizes
and controls the GIE of an RCCI engine by using the fuel path and while meeting safety constraints.
It does this for steady-state operation of an RCCI engine, with a constant total fuel energy and
engine speed. The algorithm used to achieve this is online, constrained extremum-seeking control
using the BR and SOIDI as inputs. It uses a modified barrier function to enforce the constraints.
Also included in this study, is a tuning guideline to help gaining insight in how to tune the algorithm.
The extremum-seeking controller is tested using a data-based combustion model, which simulates
the RCCI combustion process and is able to include cycle-to-cycle variation of the in-cylinder pres-
sure trace. The optimization algorithm is able to deal with these cycle-to-cycle variations.

The algorithm is tested on different forms of robustness (with respect to disturbance of initial fuel
path conditions, cycle-to-cycle variation and air path disturbance) in combination with convergence
speed. First, the average convergence speed is determined for different initial fuel path conditions
by means of a Monte Carlo simulation. Meaning that the same global minimum has to be found
for 500 different initial inputs (representing disturbance of the initial fuel path conditions), which
are normally distributed around the known global minimum. The average convergence speed is
10.2 iterations (i.e. combustion cycles), which corresponds to approximately 1 second. The highest
convergence speed is 4.7 seconds. According to rough estimations based on the Common Artemis
Driving Cycles [13], this means that the algorithm is fast enough for effective use on a highway
(<5 seconds), but, on average, too slow for driving in an urban environment (<0.5 seconds). The
algorithm can be considered robust with respect to disturbance of initial fuel path conditions, as
only 1.3% converge to a local minimum. Next, there is shown that the algorithm can deal with the
cycle-to-cycle variation. It was shown that for SOIDI the influence of the cycle-to-cycle variation
is relatively high compared to BR. However, that influence does not significantly affect the average
convergence speed of GIE. Finally, another part of robustness was investigated by testing if the algo-
rithm performed for a different air path setting, as this changes the location of the global minimum.
To test this, starting from the hard-constrained global minimum, the intake pressure is decreased
and, after convergence, increased back to its original value, which results in a sudden decrease and
increase in GIE. Even though this algorithm is not intended to be used for such transient opera-
tions, there was shown that, for both steps in intake pressure, the convergence speed was roughly 2
seconds, which shows the potential of this method in transient operation.

The future research of this study can be split into short-term and long-term goals. A first limitation of
the current algorithm is that it only works for steady-state operation, in this case a constant total fuel
energy and constant engine speed. A first short-term goal would be to expand the current algorithm
such that it works for transient operation and can account for changing driver demands and air path
conditions at IVC. This could possibly be realised by implementing time-scale separation between
the dynamical system (fast time-scale) and the steady-state optimization routine (slow time-scale),
as presented by Guay [14]. Thereafter, to further increase transient performance, an integral action
can be added to the control law, as presented by Guay and Burns [15]. However, this would be more
of a long-term project, as the gradient estimation for this approach is more extensive than for the
current algorithm. Secondly, as the current (constant) driver demand is the total fuel energy, there
is no control over the desired IMEP. A long-term goal would be to change the driver demand to the
desired IMEP. This could be realised by adding a PID controller, which uses mPFI to control the
IMEP in parallel with the current ESC. As mPFI is known, the BR can be replaced by mDI as input
for the ESC. A third limitation of the current approach, is that emissions are excluded from the
constraints, as the current combustion model is not able to predict emissions. Another long-term
goal would be to add emissions (e.g. NOx, soot) to the optimization problem as constraints. This
could be realised by adding emission prediction to the RCCI model or by using real-time emission
data, when testing on an engine test setup. The latter leads to the final recommendation, which is
to test the algorithm on an actual engine test setup. This can be done to see if the current algorithm
works and if the provided tuning guidelines are sufficient for application on an actual engine.
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