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Abstract

This thesis discusses the design of an automated system for the joining manoeuvre in vehicle
platoons. Four sub-systems are defined within this system. These are Cooperative Adaptive
Cruise Control (CACC), lateral control, target tracking, and trajectory planning. The focus
of this project is on designing a target tracker and a trajectory planner for the joining vehicle.

The goal of the target tracker is to estimate the motion of the preceding vehicle in the vehicle
platoon. This target tracker is designed, using the measurements of the available sensors on
the vehicles used in the i-CAVE project, radar and an INS (Inertial Navigation System). The
target tracker uses a linear Kalman filter to estimate the motion of the target vehicle. Two
data association methods are used simultaneously to select the radar track corresponding
to the target, which are gating and log likelihood scores. The target tracker is tested with
simulations and experimental data and the results show the target tracker can associate the
correct radar track to the target vehicle and can reliably track the motion of the preceding
vehicle.

The trajectory planner plans the trajectory from the joining vehicle to the lane of the vehicle
platoon. This thesis proposes an iterative trajectory planner which can dynamically respond
to changes in velocity and direction of the vehicles in the target lane and is based on the estim-
ated vehicle motion of the preceding vehicle, which is obtained from the target tracker. The
trajectory planner uses a fifth-degree polynomial to ensure a continuous curvature throughout
the manoeuvre and is updated every time step to react to the movement of the preceding
vehicle.

Simulations are performed for various velocities and cornering radii and the results show that
this planner can plan a trajectory to the lane of the target vehicle. Next, the trajectory planner
is tested in a closed-loop simulation in combination with the target tracker, CACC, and
lateral controller. This simulation shows that the trajectory planner can cope with changes
of direction of the preceding vehicle, which is tracked by the target tracker. Furthermore, the
closed-loop simulation allows the joining vehicle to follow the designed trajectory and execute
the joining manoeuvre.
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ỹ Innovation [−]
yn Reference y position of the planned trajectory [m]

yfn Final y position of the planned trajectory [m]
yT |H Relative lateral position [m]

z Measurement vector [−]
zINS INS measurement vector [−]
zRad Radar measurement vector [−]

Design of an Automated System for the Joining Manoeuvre in Vehicle Platoons xiii





List of abbreviations

ACC Adaptive Cruise Control
APF Artificial Potential Fields
CACC Cooperative Adaptive Cruise Control
CAM Cooperative Awareness Message
GNSS Global Navigation Satellite System
COG Centre of Gravity
GOSPA Generalised Optimal Sub-Pattern Assignment
ESKF Error-State Kalman Filter
GPS Global Positioning System
i-CAVE Integrated Cooperative Automated Vehicles
IMU Inertial Measurement Unit
INS Inertial Navigation System
LLR Log Likelihood Ratio
LR Likelihood Ratio
MPC Model Predictive Control
NED North-East-Down
OSPA Optimal Sub-Pattern Assignment
RMS Root-Mean-Square
SAE Society of Automotive Engineers
V2V Vehicle to Vehicle

Design of an Automated System for the Joining Manoeuvre in Vehicle Platoons xv





Chapter 1

Introduction

Automated driving can help to solve multiple modern-day transportation challenges. For
example, the traffic jam severity has increased by 17% in the Netherlands in 2019 alone [1].
This can be countered by using automated vehicles, which cause a significant increase in road
capacity [2]. Another transportation challenge is safety. Between 2010 and 2018, the number
of casualties in traffic has increased by 2.3% in the Netherlands [3]. More than 90% of all
crashes are caused by human driver errors [4]. By removing the driver, automated vehicles
can help decreasing this number. Furthermore, automated vehicles can make a change in
the environmental impact of transportation on global warming. Over 21% of the total CO2

emissions of the European Union are caused by road transportation [5]. Driving in automated
vehicle platoons can cause a reduction in emissions of 4-7% [6].

Automated vehicle platoons are an example of automated driving. A platoon consists of
multiple vehicles driving at a small inter-vehicular distance. The longitudinal movement of
these vehicles is controlled by CACC (Cooperative Adaptive Cruise Control) [7]. CACC uses
inter-vehicular communication to determine the throttle response, such that a constant head-
way to the preceding vehicle is maintained. The i-CAVE (Integrated Cooperative Automated
Vehicles) research program [8] is a collaboration of multiple universities and automotive com-
panies in the Netherlands and one of its aims is to design such a vehicle platoon. A recent
study within this program has designed a gap opening controller [9].

This gap opening controller is designed for a specific situation in platoon driving, the joining
manoeuvre. In this joining manoeuvre, a single individually controlled vehicle joins a pre-
existing cooperative controlled vehicle platoon. This specific manoeuvre is the focus point of
this thesis. In Section 1.1, more context on vehicle platoons and the joining manoeuvre is
provided. Secondly, the research objective and sub-objectives of this thesis are presented in
Section 1.2. Finally, an outline of this report is given in Section 1.3.
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CHAPTER 1. INTRODUCTION

1.1 Vehicle platoons

One of the main advantages of vehicle platoons is the ability to drive at small inter-vehicular
distances without causing an amplification in disturbances. These disturbances can cause so
called phantom traffic jams [10], which amount to over 20% of all traffic jams [11]. To achieve
this goal, vehicle platoons are controlled by CACC, which is an extension to the already
widespread ACC (Adaptive Cruise Control) [12]. By communicating between vehicles, CACC
can mitigate the amplification of these disturbances.

Most research on vehicle platoons has been focused on controlling an already existing vehicle
platoon. However, this thesis focuses on the special situation which occurs when a vehicle
desires to join an existing vehicle platoon. The aforementioned research on a gap opening
controller [9] discussed the longitudinal control of the vehicles in the vehicle platoon to create
a gap for this joining vehicle. The level of automation is classified by the SAE (Society of
Automotive Engineers) [13]. CACC and the gap opening controller are automation level 1,
meaning only the acceleration and deceleration of the vehicles is performed by the system.

This thesis aims to extend the gap opening controller to an automated system for the joining
manoeuvre in vehicle platoons. Thus, considering the joining manoeuvre, not only the lon-
gitudinal movement needs to be controlled. The joining vehicle needs to perform the lateral
movement to manoeuvre from the on-ramp to the main road. By controlling both the longit-
udinal as lateral movement of a vehicle the automation level of this system will increase to
level 2.

1.2 Research objective

The research objective of this thesis is as follows:

Objective: Design an automated system for the joining manoeuvre in vehicle platoons.

The CACC controlled vehicle platoon is driving at a constant speed on a main road. The
joining vehicle is individually controlled and driving on an on-ramp. This joining vehicle will
join the platoon between two vehicles and become part of the vehicle platoon. To achieve this
objective, four sub-objectives have been determined. Each of these sub-objectives corresponds
to a sub-system of the complete system. In this thesis, all sub-systems will be designed
separately and later integrated into one system.

Sub-objective 1: Control the longitudinal motion of all vehicles involved in the joining
manoeuvre.

The headway to the preceding vehicle of the vehicles in the vehicle platoon needs to be
controlled. The joining vehicle has to match the speed of the vehicle platoon to ensure
a smooth joining manoeuvre. Furthermore, the gap between the joining vehicle and the
preceding vehicle in the vehicle platoon needs to be equal to the inter-vehicular gap between
the other vehicles in the platoon.
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Sub-objective 2: Track the position and movement of all vehicles involved in the
joining manoeuvre.

To successfully perform the joining manoeuvre, all vehicles in the platoon require a reliable
estimate of the position, velocity and acceleration of the other vehicles in the vehicle platoon.
These estimates are required for both the CACC and the trajectory planner. This tracking
is performed by using the sensor data available on the experimental platform of the I-Cave
project.

Sub-objective 3: Plan the trajectory of the joining manoeuvre.

This trajectory will describe the lateral motion for the joining vehicle to perform the joining
manoeuvre. This trajectory needs to be feasible for the joining car to track. It is planned
without prior knowledge on the road geometry. Therefore, the trajectory planner has to be
flexible to allow for unknown changes in direction of the vehicle platoon.

Sub-objective 4: Control the lateral motion of the joining vehicle during the joining
manoeuvre.

To perform the joining manoeuvre, the steering of the joining vehicle is controlled. This
controller has to safely follow the planned trajectory. Furthermore, a smooth steering motion
will increase comfort for the passengers.

1.3 Report outline

In Chapter 2, background on previous literature and research on this subject is provided. The
CACC gap opening controller, literature on observers and target tracking systems, previous
research on trajectory planners, and lateral controllers is discussed. Also, the gaps in literature
which are tackled in this thesis are discussed in this chapter.

An overview of the context of this project is given in Chapter 3. The experimental platform
of the I-Cave project is discussed. Furthermore, a framework for simulating and testing the
various sub-systems is presented. In the second part of this chapter, the scenarios used to
validate the performance of the system are discussed. Also, the performance metrics to assess
the performance are discussed.

In Chapter 4, the algorithm for tracking the preceding vehicle is provided. The theory on
which this algorithm is based is discussed and the results of the algorithm on both the
simulation and experimental data is presented. Furthermore, a conclusion is drawn on the
reliability and accuracy of the target tracking algorithm.

The trajectory planning sub-problem is discussed in Chapter 5. The design choices are ex-
plained and the equations for the trajectory will be given. The results of this trajectory
planner for the scenarios described in Chapter 3 are presented and a conclusion on the per-
formance of the trajectory planner is drawn.
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CHAPTER 1. INTRODUCTION

In Chapter 6, the focus is on the closed-loop simulation of the trajectory planner. This closed-
loop system consists of the longitudinal controller, the lateral controller, the target tracker,
and the trajectory planner. The trajectory planner is tested for multiple scenarios in this
closed-loop simulation.

In Chapter 7, it is discussed whether an adequate solution for the problems defined in Section
1.2 is found. Also, a conclusion on the findings of the complete project is given. Finally, the
gaps in the research are pointed out and recommendations on future research are given.

4 Design of an Automated System for the Joining Manoeuvre in Vehicle Platoons



Chapter 2

Background

Existing literature on the sub-systems described in Section 1.2 is reviewed to determine the
methods for designing the automated system for the joining manoeuvre in vehicle platoons.
This chapter describes the current state of the art of vehicle platoons. The sections of this
chapter correspond to the four aforementioned sub-objectives, the cooperative adaptive cruise
control, the trajectory planning, the lateral control, and the target tracking.

2.1 Cooperative adaptive cruise control

Longitudinal control is essential in vehicle platoons. Therefore, the basis of platoon driving
is CACC. As discussed in Section 1.1, this is an extension to ACC. ACC enables the host
vehicle to detect the vehicle ahead and adapt its longitudinal speed to the preceding one in
keeping with a pre-selected gap [14]. Sensors are used to determine the distance from the host
vehicle i to the preceding vehicle i − 1. The most common environmental sensors in ACC
systems are radar [15], lidar [16] and camera [17]. This measured distance di is compared to
the pre-selected desired distance dr,i to obtain the spacing error es,i at time t [7][9][14][18]:

es,i(t) = di(t)− dr,i(t). (2.1)

Control strategies used in ACC systems are for example, feedback controllers [16][18], model
predictive controllers [19], and fuzzy logic controllers [14]. However, it should be noted that
the controller design of commercial ACC systems is the closely-guarded intellectual property
of their industrial developers and is not publicly available [14]. In ACC, relatively large
inter-vehicular distances are used as reference, as it is primarily intended as a comfort system
[7][18]. Furthermore, research has shown that ACC has no positive effect on traffic flow [20].
Decreasing the inter-vehicular distance is expected to improve traffic flow [7]. However, this
may result in the loss of string stability in a string of multiple ACC vehicles [21], which will
be discussed in the next section.
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Figure 2.1: Schematic of a platoon of vehicles, where di and li represent the relative distance
and vehicle length, respectively.

2.1.1 String stability

String stability is the property of a vehicle platoon that ensures that the spacing errors do
not propagate further down the string of vehicles. The formal definition of string stability is
given in [22]. This definition does, however, not provide any framework for controller design.
The same can be said about defining string stability with a stability approach for strings of
infinite length [23]. Therefore, in most literature, a performance-oriented frequency-domain
approach is used. This approach results in the following definition for a string-stable CACC
system obtained from [7]: “Consider a string of m ∈ N interconnected vehicles. This system
is string-stable if and only if

‖zi(t)‖ ≤ ‖zi−1(t)‖ , ∀ t ≥ 0, 2 ≤ i ≤ m, (2.2)

where zi(t) can either be the distance error ei(t), the velocity vi(t), or the acceleration ai(t)
of vehicle i; z1(t) is a given input signal, and xi(0) = 0 for 2 ≤ i ≤ m”. String stability is
seen as one of the primary performance parameters of vehicle platoons [22]. The minimal
time headway between two vehicles for an ACC system to maintain string stability is 1 s [21].
By extending ACC systems with inter-vehicular communication it is possible to maintain
string stability at smaller inter-vehicular distances [21], up to a minimal time headway of 0.5
s [7]. This system, in which inter-vehicle communication aids in the longitudinal control of a
platoon of vehicles, is called CACC.

2.1.2 Communication structures

CACC uses wireless communication to exchange data, for example the acceleration [18] or the
throttle [7] signal, with nearby vehicles. Multiple communication structures exist to achieve
this CACC functionality. The most used structure is solely communicating with the preceding
vehicle [18]. A schematic of this CACC design is shown in Figure 2.1. Another possible com-
munication structure includes communication between all vehicles in a platoon [24]. Although
the proposed structure in [24] yields excellent results for vehicle platoons of three vehicles, the
number of communication links does exponentially increase when considering larger vehicle
platoons. Further possible communication structures are bidirectional communication with
the vehicle ahead and behind [25] or communication with both the nearest vehicles and a
designated platoon leader [26]. These communication structures allow for different control
strategies.
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2.1.3 Spacing policy

The spacing error which is controlled in CACC systems is, as it is an extension to ACC,
given by (2.1). The reference distance dr,i in this equation is determined by the spacing
policy. There is a large variety in spacing policies proposed in literature. The most common
spacing policy includes both a constant and a velocity-dependent part [7][9][18][21][27][28].
This so-called constant time headway policy is formulated as

dr,i(t) = rs + htvi(t), (2.3)

where rs is the standstill distance and ht the time headway. This policy is known to improve
string stability [27]. Furthermore, it is an intuitive spacing policy, as it reflects the human
driving style [29]. However, one downside of this policy is the growing inter-vehicular distance
at increasing speeds, which can allow for cut-ins by manually driven vehicles.

Another common spacing policy is the constant distance gap policy. This policy will increase
traffic throughput by maintaining a constant inter-vehicular distance regardless of the driven
velocity [27]. However, vehicle platoons can only be string stable with this policy when
communication is possible with both the nearest vehicle and the platoon leader [21].

Variable time headway policies aim to reduce the inter-vehicular distance proposed by the
constant time headway policy by dynamically changing the time headway ht [30][31]. These
policies can achieve string stability at smaller inter-vehicular distances at higher speeds, but
require a more complex controller design.

2.1.4 Controller design

A wide variety in controller design methods for CACC systems exists. The most common
method is based on linear feedback/feedforward controllers [7][16][18][32]. These controllers
are easy to implement and are robust in the presence of unmeasured disturbances [14]. The
feedback/feedforward controller from [7] is based on the following vehicle model: ḋi

v̇i
ȧi

 =

 vi−1 − vi
ai

− 1
τd
ai + 1

τd
ui

 , (2.4)

in which ui is the desired acceleration and τd the time constant representing the drive line
dynamics. Based on these dynamics, the control law from [7] is designed as follows:

qi =
(
kp kd kdd

) es,i
ės,i
ës,i

+ ui−1. (2.5)

In this control law kp, kd, and kdd are the feedback gains corresponding to spacing error es,i
and its derivatives. The feedforward term ui−1 is the desired acceleration of the preceding
vehicle and is obtained through inter-vehicular communication. The input qi is defined by

qi , htu̇i + ui. (2.6)
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Figure 2.2: Illustration of model predictive control [34]

It has been shown, both theoretically as experimentally, that this control design can maintain
string stability with time gaps significantly smaller than 1 s [7].

Linear feedback/feedforward controllers are unable to address nonlinear objectives, like colli-
sion avoidance. Therefore, another proposed method for CACC is based on artificial potential
fields (APF) [33]. All objectives are incorporated in an artificial potential function, which is
equal to zero at the desired steady state. To achieve this behaviour a so-called Morse-like po-
tential function is designed. The control law of this APF approach is based on (2.5), but the
feedback term is replaced by the gradient of the artificial potential function. The effectiveness
of this method has been proven in simulations.

Another common control method is based on model predictive control (MPC) [34][19][35][36].
This method uses a model to predict the effect of different control inputs. The complexity of
this prediction model differs. For example, [19] uses a non-linear constant yaw and acceleration
model. A more accurate prediction model will result in better performance, but more complex
models will result in a heavy computational burden [14]. A cost function is determined, which
can obtain multiple objectives, like error tracking, comfort, and collision avoidance [19]. This
cost function is minimised over the prediction horizon tp to obtain an optimal acceleration
sequence over this horizon, but only the first control input is implemented [34], as shown in
Figure 2.2. The winner of the 2011 Grand Cooperative Driving Challenge uses an MPC based
controller and thus its workings have been experimentally proven [19].

2.1.5 Variable gap

All aforementioned control systems are based on steady-state platoon driving. The inter-
vehicular distance when driving in a vehicle platoon is not sufficient to allow for a new vehicle
merging into the platoon. Therefore, the spacing between the vehicles needs to be adjustable
to accommodate a gap for the joining vehicle. In [9], this is done by extending the spacing
policy from (2.3) to:

dr(t) = rs + htv(t) + γ(t), (2.7)

in which γ denotes the additional gap. To ensure a smooth transition between the original
and the new inter-vehicular distance, γ is defined by a fifth order polynomial. The control
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law used to track this spacing policy is based on the vehicle model given in (2.4) and is [9]:

u̇i =
1

ht

([
kp kd

] [ es,i
ės,i

]
+ ui−1 − ui − γ̈ − τd

...
γ

)
, (2.8)

in which τd is the time constant representing the vehicle dynamics. This method is valid-
ated using simulations and experiments with small differential-wheeled nonholonomic mobile
robots and is implemented in the i-CAVE experimental platform [9].

2.1.6 Summary CACC

Cooperative adaptive cruise control is the basis of designing a string stable vehicle platoon.
Multiple spacing policies are used, of which the constant time headway policy is the most
common. A wide variety of control methods has been proposed, the most common being
linear feedback/feedforward controllers and MPC controllers. A variable gap controller is
proposed to allow a joining vehicle to enter a pre-existing platoon. This controller has been
implemented and tested within the i-CAVE project. Therefore, this thesis will not focus on
designing a new CACC controller. In the remainder of the thesis the controllers used in [7]
and [9] will be used for the longitudinal control of the vehicles.

2.2 Trajectory planning

To perform a joining manoeuvre, the joining vehicle needs to make a lateral movement to the
lane of the vehicle platoon. To perform this lateral movement the steering of the joining car
needs to be controlled. In most research on this joining manoeuvre, only highway driving is
considered. Therefore, this manoeuvre is described by a lane change from the on ramp to the
main lane [37]. A schematic representation of such a lane change is shown in Figure 2.3. The
most common way to perform a joining manoeuvre is by planning a reference trajectory from
the on-ramp to the main lane and tracking this reference trajectory to perform the manoeuvre
[38].

Figure 2.3: Schematic representation of a lane change of vehicle n
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This reference trajectory needs to meet certain requirements. It needs to describe the con-
tinuous movement from the starting lane to the desired lane [38]. Due to the possible spatial
constraints of on-ramps, this manoeuvre needs to be executed within a defined time frame
[39]. Furthermore, the lateral acceleration should be limited to avoid roll-overs [37]. In ad-
dition to these hard constraints, a smooth trajectory is desired for a more comfortable lane
change. There are multiple strategies to design this reference trajectory. These strategies are
discussed in the next sections.

2.2.1 Polynomial functions

A commonly used strategy for designing a reference trajectory uses polynomial functions
to describe the reference lateral position of the joining vehicle [37][38][40][41][42][43][44][45].
Some of the main advantages of these functions are their simplicity and quick computation.
When computation time is considered important, third-order polynomials are used [37][41].
The disadvantage of these third-order polynomials is the lack of a continuous curvature. This
can cause high values of lateral jerk when tracking this trajectory, which is uncomfortable.
This is solved by using fifth-order polynomials. These third or fifth-order polynomials either
describe the reference yn position in terms of time or xn position. For example, the reference
trajectory yn from [44] is given by:

yn(xn) = a0 + a1xn + a2x
2
n + a3x

3
n + a4x

4
n + a5x

5
n, (2.9)

in which the coefficients a0, a1, a2. a3, a4, and a5 are calculated to set the initial and final
conditions for the reference lateral position, speed, and acceleration. These coefficients depend
on the parameter xfn, the x-position of the joining car at the end of the manoeuvre. This
parameter can be used as the decision variable in an optimisation problem to find the optimal
trajectory [37][40]. The cost function of this optimisation problem minimises the lateral
acceleration and lane change duration to maximise the comfort and efficiency, respectively.
Roll-over avoidance and spatial constraints of the on-ramp are also considered in this problem.
Therefore, polynomial trajectories have been proven to describe a smooth lane change which
meets all the set requirements considering a straight road [38].

2.2.2 Other planning strategies

Although using polynomial functions is the most common strategy, it is not the only method
to plan a reference trajectory. One of these strategies uses a sinusoidal function to describe
the reference lateral displacement over time [46]. This strategy does also ensure a smooth
trajectory as the curvature is continuous. Furthermore, it allows for an easy implementation
of time constraints. However, it is not possible to describe the initial and final conditions
for the reference speed and acceleration. This method has shown to yield a smooth reference
trajectory on straight roads in simulation [46].

Another planning strategy uses a Gaussian distribution function [47] to describe the reference
lateral velocity over time. By integrating this velocity over time, the reference lateral position
over time is found. The focus of this strategy is on mimicking human driving behaviour. From
experimental results of real-life lane changes it is found that describing the lateral velocity
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with a Gaussian distribution function yields the best fit in the time domain. The resulting
trajectory is not as smooth as a polynomial trajectory. However, it was found to be controlled
more easily and with higher accuracy [47].

Trapezoidal acceleration trajectories are also used for lane changes [39][48]. These trajectories
are defined by the maximum jerk and acceleration allowed and do therefore clearly define the
acceleration pattern in contrary to polynomial trajectories. This will guarantee the desired
driving comfort as it generates the least possible lateral acceleration of all methods [49]. These
trajectories have been implemented in simulations with success [39].

The aforementioned strategies focus on a lane change on a perfectly straight road. However,
not all roads are straight roads. A polynomial approach for designing a lane change trajectory
on curved roads is proposed in [50]. This fifth-order polynomial does not describe the reference
lateral position, but the reference angular displacement with respect to time. The coefficients
of this polynomial depend on the curvature of the road. The trajectory planner has been
implemented for both a constant and a variable road curvature if the cornering radius of the
road is always known [50].

Most trajectory planners plan the trajectory before starting with the joining manoeuvre.
Therefore, all disturbances occurring after the planning will be disregarded. A dynamic
planning strategy is proposed in [37]. This strategy is based on a third-order polynomial
function. Instead of planning the trajectory once, this strategy uses iterative planning to
cope with speed changes from the surrounding cars. To ensure a continuous trajectory, the
projected position of the vehicle at the end of a planning time step is used as the initial
condition of the newly planned trajectory. This dynamic planning strategy has only been
verified in simulation and not yet in experiments [37].

2.2.3 Summary trajectory planning

Multiple strategies are proposed in literature to plan the trajectory of the joining manoeuvre
in vehicle platoons, of which polynomial functions are the most common. Most proposed tra-
jectory planners do only consider a lane change on a straight road. Trajectory planners have
been proposed for curved roads, however these require prior knowledge on the road geometry.
Furthermore, a dynamic planning strategy has been proposed to cope with disturbances dur-
ing the manoeuvre. However, this strategy does not provide a continuous curvature and does
not consider curved roads. Thus, one of the focus points of this thesis will be designing a
trajectory planner which is able to dynamically cope with changes in speed and direction of
the preceding vehicle.

2.3 Lateral control

In the previous section, the generation of a reference trajectory for the joining manoeuvre
is discussed. To follow this reference trajectory, the steering angle of the vehicle needs to
be controlled. Therefore, a lateral controller needs to be designed. Lateral controllers are a
well-researched field, as they are not only relevant for cooperative automated vehicles, but
also for individual automated vehicles.
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2.3.1 Pure pursuit controller

One well-known example is the pure pursuit controller [51]. This is a geometry-based con-
troller which calculates the necessary arc required to return to a path. The point (xn, yn) is
positioned on the reference trajectory and exactly the lookahead distance ld away from the
rear axle of the vehicle. The curvature of the arc k to reach this reference point is given by:

k(t) =
2ec(t)

l2d
, (2.10)

in which ec is the crosstrack error of the vehicle with respect to the reference point perpendic-
ular to the heading of the vehicle. Using the bicycle model, the corresponding steering angle
δ is calculated with:

δ(t) = arctan

(
2lec(t)

l2d

)
, (2.11)

in which l is the length of the vehicle. The single parameter in this controller is the lookahead
distance. A small lookahead distance can cause oscillations in the system, whereas a large
lookahead distance can cause the vehicle to cut corners. Therefore, a variable lookahead
distance is proposed depending on the error with respect to the path. The main disadvantage
of the pure pursuit controller is that it cannot follow a curvy path exactly as it is always
chasing after a point.

2.3.2 Stanley controller

Another well-known lateral controller is designed by the racing team of Stanford university,
who have used this Stanley controller in their off-road vehicle [52]. Unlike most steering
controllers, the orientation of the front wheels with respect to the desired trajectory to find
the crosstrack error ec is used. Using the kinematic equations of motion, the following steering
control law is selected:

δ(t) = ψ(t) + arctan

(
ksec(t)

vx(t)

)
, (2.12)

which is proven to be globally asymptotically stable at ec = 0 for vx(t) > 0. In this equation
ks is a tuned parameter and ψ is the yaw angle. To compensate for the dynamics, which
are not considered in the kinematic equations of motion, multiple additions are made to the
control law. To provide active damping, the term kd,yaw(rtraj(t)− rmeas(t)) is added, where
kd,yaw is a tuned parameter and rtraj and rmeas are the trajectory and measured yaw rate,
respectively. Furthermore, the yaw set-point in curved paths should be non-zero. Therefore,
the steady state yaw angle ψss, relative to a constant curvature path, is added to the control
law. Finally, at low speeds the term ks

vx(t) can become too large. Thus, a tuned parameter
ksoft is added to the denominator. This results in the following control law:

δ(t) = (ψ(t)− ψss(t)) + arctan

(
ksec(t)

ksoft + vx(t)

)
+ kd,yaw(rtraj − rmeas). (2.13)

The vehicle with this controller implemented has participated in the DARPA challenge, which
consists of a 132-mile race across the desert. During this race, the mean crosstrack error of
the vehicle was 0.06 m.

12 Design of an Automated System for the Joining Manoeuvre in Vehicle Platoons



CHAPTER 2. BACKGROUND

2.3.3 MPC Controller

Model predictive control is another control strategy used in lateral controllers [40, 43, 39].
This strategy is similar to the CACC MPC controller discussed in Section 2.1.4. Similar to
the CACC controller, the complexity of the prediction models differs. For example, a pure
kinematic model [40] or a bicycle model with a piecewise affine tire model can be used [39].
A more accurate model will generally result in a more accurate prediction but will also cause
a larger computational burden. The cost function is designed to minimise the error with
respect to the reference path. One of the main advantages of MPC controllers is the ease of
implementing constraints. For example, to ensure safe driving, a handling stability envelope
is introduced. This envelope limits the maximum allowed yaw rate. MPC controllers have
been validated in simulations and are able to safely track lane change manoeuvres.

2.3.4 Summary lateral control

Lateral control of vehicles is a well researched field due to its application for not only cooper-
ative automated vehicles, but also for individual automated vehicles. The Stanley controller is
a geometry-based on controller which is extensively tested in an experimental set-up. There-
fore, this thesis will not focus on the lateral control of the vehicles in the vehicle platoons and
will use the Stanley controller from [52].

2.4 Target tracking

The position, velocity and acceleration of the preceding vehicle in the vehicle platoon are
required for the control algorithms discussed in this chapter. A target tracking algorithm
uses measurements to estimate these states of this preceding vehicle. Typically, a target
tracking algorithm consists of two parts, data association and filtering [53]. Data association
determines which measurement belongs to the tracked target and filtering is the estimation
of the current state of a dynamic system. The measurements are produced by the sensors
which are installed on the vehicles. Examples of such sensors are camera, radar, lidar, and
GPS.

2.4.1 Data association

Data association aims to label the obtained measurements to the correct track. There are
multiple methods to solve this problem which can be used separate or can be combined in
some cases [54]. One of the simplest methods for data association is the nearest neighbour
method [55]. In the case of single target tracking, this method associates the measurement
with the minimal distance to the predicted target as the measurement which belongs to this
track.

Another simple method for eliminating unlikely observation-to-track pairings is gating [54].
In gating, a gate is drawn around the predicted state and only measurements within this gate
are associated with the corresponding target. This gate can be a rectangle or an ellipsoid. In
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the case of ellipsoid gates, the Mahalanobis distance dm [56] is calculated with:

dm =
√
ỹT
t Stỹt, (2.14)

which is compared to the size of the gate γg. In this equation, ỹt is the innovation and St
the innovation covariance. All measurements within this gate are associated with the tracked
target.

Another method of data association is keeping track of log likelihood ratios (LLR) [54]. The
likelihood ratio is the ratio between the likelihood that a measurement corresponds to the
target and the likelihood that it does not. If this LLR exceeds a certain threshold, the
corresponding measurement is assumed to be the correct measurement. The likelihood ratio
LR is defined using a recursive relationship that follows from Bayes’ rule [57]:

LR =
p (D | H1)P0 (H1)

p (D | H0)P0 (H0)
,
PT
PF

, (2.15)

in which H1 and H0 are the true target and false target hypotheses with probabilities PT and
PF , respectively. Furthermore, D is the data, p (D | Hi) is the probability density function
under the assumption that Hi is correct and P0 (Hi) is the a priori probability of Hi. To
directly convert the ratio to the probability of a true target it is more convenient to use the
LLR, such that:

LLR = ln (PT /PF ). (2.16)

2.4.2 Filtering

The most used filter for state estimation is the Kalman filter [58], especially when considering
vehicle target tracking [59][60]. Kalman filters are based on linear dynamical systems. The
discrete-time model of this system is represented with:

xt = Axt−1 + wt−1, (2.17)

in which A is the linear state matrix and wt−1 is the process noise vector. This process noise
is assumed to be zero-mean Gaussian with a covariance Q. This system model is paired with
the measurement model, which is given with:

zt = Hxt + vt, (2.18)

in which zt is the measurement vector, H the observation matrix, and vt the measurement
noise with covariance R. A Kalman filter consists of two stages, the prediction, and the
correction stage. The prediction stage estimates the state based on a linear model of the
object dynamics. The Kalman equations of the prediction stage are described as:

x̂t|t−1 = Ax̂t−1|t−1 (2.19a)

Pt|t−1 = APt−1|t−1A
T + Q. (2.19b)

In these equations x̂t|t−1 is the predicted estimated state at time t, based on the previous
estimated state x̂t−1|t−1 at time t− 1 and the linear state matrix A. The predicted estimate
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covariance Pt|t−1 is calculated with the previous estimate covariance Pt−1|t−1 and the process
noise Q. The correction stage of a Kalman filter corrects the predicted estimated state with
measurements. The Kalman equations of the correction stage are described with:

ỹt = zt −Htx̂t|t−1 (2.20a)

St = Rt + HtPt|t−1H
T
t (2.20b)

Kt = Pt|t−1H
T
t S
−1
t (2.20c)

x̂t|t = x̂t|t−1 + Ktỹt (2.20d)

Pt|t = (I−KtHt)Pt|t−1, (2.20e)

in which zt are the measurements and Ht is the observation matrix. Furthermore, Rt is
the measurement covariance. The Kalman gain Kt is used to calculate the corrected state
estimate x̂t|t and the corrected estimate covariance Pt|t. A Kalman filter assumes a linear
dynamic system and Gaussian errors.

Extensions have been made to the Kalman filter to deal with non-linear systems, such as
the extended Kalman filter [61]. The extended Kalman filter uses differentiable function
for the state and observation models. Furthermore, the covariances are calculated using the
Jacobians of these differentiable functions. The disadvantage of this extended Kalman filter is
that it, in contrary to the linear Kalman, is not an optimal estimator and it is not guaranteed
to work. Also, it is sensitive to high errors in the initial estimate. Another non-linear Kalman
filter is the unscented Kalman filter [62]. This filter is based on a deterministic sampling
technique known as the unscented transformation. However, similar to the extended Kalman
filter, there is no guarantee that the unscented Kalman filter works.

The performance of a Kalman filter depends on the accuracy of the model used to predict the
current state estimate. Multiple vehicle models for vehicle tracking exist, ranging from simple
to more sophisticated models [63]. Examples of simple and linear models are the constant
velocity and constant acceleration models, which assume a constant velocity and acceleration,
respectively. These linear models do not take the rotation of the vehicle into account. More
sophisticated models like the constant turn rate and acceleration model take this rotation
into account, but are non-linear models. Therefore, these more sophisticated models can only
be used in non-linear Kalman filters.

2.4.3 Summary target tracking

Most target tracking systems consist of two parts, data association and filtering. Multiple
methods are proposed to associate the measurement data with the correct target. To estimate
the current state of the target vehicle, the most used filter is the Kalman filter. A target
tracking system is highly dependable on the available sensors. Thus, another focus point of
this thesis is to design a target tracking system applicable on the experimental set-up of the
i-CAVE project.
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2.5 Conclusions

In this literature review it is shown that extensive research is conducted in the field of CACC
controllers. Multiple control methods have been designed and tested in experimental set-ups.
A special case in CACC controllers which is of interest for this thesis is the gap opening
controller. This controller has also been experimentally tested. Extensive research is also
conducted in the field of lateral controllers. Multiple experimentally tested and validated
controllers exist and provide good results. Therefore, this thesis does not focus on designing
new longitudinal and lateral controllers.

The focus of this thesis is, therefore, on the trajectory planning and target tracking. Most
literature on trajectory planning does not consider curved roads or possible deviations during
the manoeuvre. This thesis proposes a trajectory planner which is able to dynamically cope
with these changes in direction. Extensive research is conducted in the field of target tracking.
However, as a target tracking system is dependable on the available sensors, a target tracking
system is designed in this thesis for application on the experimental set-up of the i-CAVE
project.
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Simulation framework

The goal of this project is to design a merging system which is universally applicable. In
order to demonstrate the performance of this system, it is necessary to specify the context of
the researched merging problem. Therefore, in this chapter, the specific vehicles used in this
project are discussed, while also defining a set of scenarios, which are both used to assess the
performance of the system. All simulations and experiments discussed in the remainder of
this report are based on the vehicles and scenarios described in this chapter.

3.1 Experimental set-up

The experimental set-up consists of the two Renault Twizys from the i-CAVE project. A
Renault Twizy is a small electric city car with two seats behind each other. One of the
Twizys can be seen in Figure 3.1. The advantage of using these Renault Twizys is the relative
simplicity of their equipment level and communication structure, compared to most modern
vehicles. This causes less problems with interference between modules, when modifying the
system to enable automated driving. These modifications consist of the addition of a PC,
multiple sensors, an inter-vehicular communication system, and actuating systems for throttle
and steering. A full breakdown on all these modifications is discussed in [64]. Figure 3.2
presents a top-down schematic of the Twizy. This picture also shows the two sensor systems
placed on the Twizy, the radar and the Inertial Navigation System (INS). The INS is assumed
to be placed at the centre of gravity (COG) of the vehicle. The radar is assumed to be placed
on the front axle of the Twizy. Furthermore, the two reference frames used in this thesis
are introduced. One is the global north-east-down (NED) frame and the other is the relative
frame represented by the x and y axis. The origin of this relative frame is located at the
front axle of the vehicle and the x axis is in the direction of the heading of this vehicle. The
parameters of this Twizy are given in Table 3.1.
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Figure 3.1: Photo of one of the Twizys used in this thesis.

Table 3.1: Twizy parameters [64]

Name Symbol Value Unit

Distance COG to front axle l1 1 [m]
Distance COG to rear axle l2 0.686 [m]
Vehicle mass m 708 [kg]
Mass moment of inertia Izz 250 [kgm2]
Front tyre cornering stiffness C1 107400 [N/rad]
Rear tyre cornering stiffness C2 98800 [N/rad]
Driveline time constant τd 0.0687 [s]
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Figure 3.2: Top-down schematic of the Twizy.

Figure 3.3: Schematic of the bicycle model [65]
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3.2 Vehicle model

There are multiple methods to describe the dynamic behaviour of a vehicle. One of the most
used, is the single track or bicycle model [66]. The biggest advantage of this model is its
simplicity as it combines the left and right tyres into one single equivalent ”tyre”. There are
some disadvantages to using this model, as it does not account for body roll, aerodynamic
forces, or slopes. However, this model does still provide adequate insight in the behaviour
of a vehicle when providing a steering input. The schematic of the bicycle model is given
in Figure 3.3. The assumptions for this model to be valid are small angles α1, α2, and δ.
Furthermore, it is assumed that the maximum lateral acceleration is 4 m/s2. The equations
of motion for this model are given by [65]:

m(v̇y + vxr) = Fy1 + Fy2, (3.1a)

Izz ṙ = l1Fy1 − l2Fy2. (3.1b)

In the first equation, m is the mass of the vehicle, vy the lateral velocity, vx the forward
velocity, and r the yaw rate. In the second equation Izz is the yaw moment of inertia, l1 the
distance of the front axle to the COG, and l2 the distance of the rear axle to the COG. The
tyre forces Fy1 and Fy2 are calculated with:

Fy1 = −C1α1, (3.2a)

Fy2 = −C2α2, (3.2b)

in which C1 and C2 are the cornering stiffness of the front and rear tyre respectively. The
tyre slip angles α1 and α2 are computed using:

α1 = δ − vy + l1r

vx
, (3.3a)

α2 = −vy − l2r
vx

, (3.3b)

in which δ is the steering angle of the vehicle. To model the longitudinal dynamics, the model
from [9] is used. This model is chosen to include the drivetrain dynamics into the model.
This longitudinal model is described by:

v̇x = ax, (3.4a)

ȧx =
u

τd
− ax
τd
, (3.4b)

in which τd is the time constant of the driveline, ax is the longitudinal acceleration, and u is
the desired acceleration. The control inputs of the complete vehicle model are the steering
angle δ and the desired acceleration u.

20 Design of an Automated System for the Joining Manoeuvre in Vehicle Platoons



CHAPTER 3. SIMULATION FRAMEWORK

3.3 Sensors

The two sensor systems on the Twizy, the INS and the radar, provide information on the state
of the vehicle itself and its surroundings. Understanding the operation and accuracy of these
sensors is essential in designing an automated system. With this knowledge it is possible
to design a model of the sensor data. This sensor model is used to design a simulation
environment for the system. This simulation environment provides a safe and time efficient
method to analyse the performance of the system. This section describes the aforementioned
sensor sub-systems and the corresponding models.

3.3.1 Radar

Radar uses radio waves to detect objects. These waves are sent by a transmitter to reflect off
objects and return to a receiver. This is used to find the relative distance and orientation to
the radar. By using the Doppler effect, radar can also be used to find the relative speed of
the detected objects.

The radar used in the Twizys is a front facing Bosch MMRevo14 radar [67]. This is a radar
with main antennas for long range and elevation antennas for short range. The field of view of
these antennas is shown in Figure 3.4. Within this field of view, the radar can detect multiple
separate objects simultaneously. The raw radar data is measured in polar coordinates and
the accuracy of these measurements is given in the data sheet [67]. The raw radar data is
processed in the radar itself to create tracks of objects. Therefore, one object returns only
one track. The output of these tracks is in Cartesian coordinates with respect to the position
and heading of the radar. The standard deviation of the position measurement σp,rad and
the standard deviation of the velocity measurement σv,rad are found in previous experiments.
The measured signals and their deviations are given in Table 3.2. The cycle time of the radar
sensor is approximately 60 ms.

Table 3.2: Sensor signals and their standard deviation

Name Symbol Standard deviation (σ) Unit

Relative x position xT |H,rad 0.209 [m]

Relative y position yT |H,rad 0.209 [m]

Relative x velocity vT |H,x,rad 0.141 [m/s]

Relative y velocity vT |H,y,rad 0.141 [m/s]

Global north position N 0.022 (fast), 0.5 (slow) [m]
Global east position E 0.022 (fast), 0.5 (slow) [m]
Global heading θ - [rad]
Vehicle velocity vH,x,INS 0.048 [m/s]
x acceleration aH,x,INS 0.201 [m/s2]
y acceleration aH,y,INS 0.201 [m/s2]
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Figure 3.4: Representation of the field of view of the radar sensor [67].

Radar data simulation

The measured signals from the radar sensor do not exactly match the expected ground-truth.
From experiments it is found that there is noise and a delay on the measured signals. It
is important that the signals from the radar sensor model are as similar as possible to the
signals from the actual sensor to design an accurate simulation environment for the system. A
first step in modelling the radar sensor is adding Gaussian noise with the standard deviations
given in Table 3.2 with:

r̃(t) = r(t) + ηr(t), (3.5)

in which r̃(t) is the measured value, r(t) the ground-truth value, and ηr(t) Gaussian noise
with standard deviation σp,rad and σv,rad for the position and velocity, respectively. However,
this does not model the observed delay in the sensor. Therefore, more research is necessary
in modelling this delay.

The observed delay is assumed to be caused by the post-processing in the radar sensor. The
exact workings of this post-processing is unknown and thus the radar can be seen as a black
box. Experiments are performed to derive an approximation of the behaviour of this black
box. This experiment consists of the Twizy with the radar standing still and the preceding
Twizy accelerating away. To accurately estimate the movement of the preceding Twizy, the
motor speed sensor is used. This sensor has the least noise and delay.

Three of these measurements are shown in Figure 3.5. In this figure, the radar velocity
vT |H,x,rad seems to lag behind the motor sensor velocity vT,x,INS . This delay is presumably
caused by the data processing in the radar. It is assumed that this delay can be modelled
with a first order filter. The transfer function of such a first order filter is given by:

F (s) =
1

τrads+ 1
. (3.6)
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(a) Experiment 1

(b) Experiment 2

(c) Experiment 3

Figure 3.5: Measured velocity signals from the radar and motor speed sensor and the com-
puted filtered signal for three experiments

Design of an Automated System for the Joining Manoeuvre in Vehicle Platoons 23



CHAPTER 3. SIMULATION FRAMEWORK

Here, the time constant τrad describes the relation between the actual and measured velocity.
This value is obtained by applying the first order filter F (s) to the velocity of the motor speed
sensor with:

vT,x,fil(t) =

∫ t

0

1

τrad
(vT,x,INS(n)− vT,x,fil(n))dn (3.7)

and comparing vT,x,fil to the radar measurement vT |H,x,rad. The RMS difference is minimal
for τrad = 0.22 s. The results of this filtered data are shown in Figure 3.5. In this figure, it
can be seen that the behaviour of the filtered data is approximately equal to that of the radar
data.

The approximations of both the noise and delay of the radar data, the Gaussian noise and
the first order filter, are combined to describe the model of the radar sensor. At first the
delay is modelled by filtering the ground truth with the designed first order filter. Secondly,
the Gaussian noise is added. Therefore the radar sensor model is described by:

r̃(t) =

∫ t

0

1

τrad
(r(n)− r̃(n))dn+ ηr(t). (3.8)

Furthermore, the radar is updated only every 60 ms and, therefore, the modelled data should
have a frequency of 16.67 Hz.

3.3.2 Inertial Navigation System

An Inertial Navigation System (INS) provides a continuous navigation solution by combining
the data from a Global Navigation Satellite System (GNSS), an Inertial Measurement Unit
(IMU) and the motor speed sensor [64].

The GNSS is a navigation system which uses satellites to determine the position of the
receiver. The GNSS receiver used in the Twizys is the u-blox EVK M8T [68]. It updates the
location with a frequency of 5 Hz and has a measurement accuracy of 2.4 m.

The inertial measurement unit (IMU) measures the physical effects of rotational and linear
acceleration. The IMU implemented in the Twizys is a Bosch MM5.10 [69]. It can measure
yaw and roll rate and longitudinal, lateral, and vertical acceleration.

It is necessary to combine the data from these two sensors with the INS, because the GNSS
does not provide all relevant kinematic states and has a slow update speed. The INS uses the
measurements from the IMU in a set of navigation equations to determine the position and
velocity of the vehicle. Whenever there is an update from the GNSS receiver, an error-state
Kalman filter (ESKF) will input correction data into the INS. It should be noted that the
GNSS measurement has a mean time delay of 0.18 s [64]. Therefore, the position and velocity
difference with the current time are computed before the data is used in the ESKF. Previ-
ous experiments have determined the standard deviations of this INS for all corresponding
outputs. These are given in Table 3.2. The position is measured with respect to the global
North-East-Down (NED) frame and the velocity and accelerations are measured with respect
to the heading of the host vehicle.
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INS data simulation

The data from the INS depends on the GNSS, IMU, and motor speed sensor. Therefore, the
noise of the INS depends on the accuracy of these sensors. The acceleration and velocity data
are directly measured by the IMU and motor speed sensor respectively. To simulate this data,
it is assumed that the noise ηi is Gaussian with a standard deviation σv,INS and σa,INS for
the velocity and acceleration, respectively. This simulation is modelled by:

ĩ(t) = i(t) + ηi(t), (3.9)

in which ĩ(t) is the measured value and i the ground-truth value.

The noise of the position data of the INS depends on both the IMU and the GNSS. Previous
research has found that noise on GNSS measurements is not Gaussian white noise [70]. The
GNSS data noise consists of both a slow and fast component. The fast component changes
every measurement and can be seen as white Gaussian noise. The slow component causes
an offset in the measurement which is slowly changing. This slow component can be caused
by ionospheric and troposheric delays [71]. The slow error component is fairly consistent for
multiple measurements around the same location. This is advantageous for this thesis as only
the relative position of the vehicles with respect to each other is considered. Therefore, a case
can be made for simulating only the fast Gaussian component of the noise. However, during
experiments it is found that an offset in the GNSS data between the two vehicles is present.
This offset is typically constant for the complete duration of the experiment.

From the navigation equations of the INS [64], it is found that the measurements of the
IMU are integrated twice to obtain the position. Therefore, the noise on the position is also
assumed to be double integrated Gaussian noise. Every time a GNSS input is received, the
error of the position is updated in the ESKF, and the estimated error is used to correct the
navigation equations. Therefore, the model to simulate the position data of the INS is given
by:

ĩp(t) = ip(t) +

∫∫ t

0
ηs(n)dn+ ηg(t) + bg, (3.10)

in which ĩp(t) is the measured value, ip(t) the ground-truth value, ηs(t) Gaussian noise of
the IMU with standard deviation σa,INS , ηg(t) Gaussian noise of the GNSS with standard
deviation σp,INS,fast and frequency 5 Hz, and bg the offset of the GNSS with standard
deviation σp,INS,slow.

3.4 Communication

Communication between vehicles is essential in cooperative driving. Therefore, a communic-
ation module is installed. In the Twizys this module is a PC Engines APU2. This router
can send V2X messages using WiFi. The messages are sent with the use of the Cooperat-
ive Awareness Message (CAM) protocol. In the case of the Twizys the update rate of this
message is set to 25 Hz. The wireless communication delay is an important factor. From
experiments it is found that this delay has a mean of 0.02 s [64]. This is relatively small, but
this number can increase when multiple vehicles use the same channel. In this set-up only
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communication with the preceding vehicle is considered, as explained in Section 2.1.2 and
shown in Figure 2.1.

3.5 Simulations

To draw a conclusion on whether the designed system is performing as desired, it is necessary
to design simulations. In order to assess the performance of the different sub-systems, the
target tracking and trajectory planning are tested separately. These are later combined with
the lateral and longitudinal control to create a closed-loop system. The method of simulation,
the scenario, and the performance metrics of all these simulations are discussed in this section.

3.5.1 Simulation 1 - Target tracking

The first simulation is designed to test the performance of the target tracking system. This
simulation consists of a scenario designed in the driving scenario designer toolbox in Matlab
[72]. This scenario creates a ground truth for the host vehicle, the target vehicle, and the
surroundings. The sensor models, described in Section 3.3, use this ground truth to simulate
measurements. These measurements are used by the target tracking algorithm.

Scenario 1 is designed to test the target tracking system. A sketch of this scenario is shown
in Figure 3.6. In this scenario, the host vehicle (red) is tracking a preceding vehicle on an
adjacent lane. The preceding vehicle, the target vehicle (blue), is the target which should be
tracked by the target tracking system. During the scenario, the speed of both Twizys is 50
km/h. In phase 1, both vehicles are driving on a straight road for 80 m. A ”human-driven”
vehicle (yellow) is driving in front of Twizy 2 at an almost similar speed. In this phase, the
data association qualities of the target tracking system are tested. In phase 2, the vehicles
drive on a curved road with a cornering radius of 60 m. This tests the performance of the
target tracking system under non-linear movements. In phase 3, the vehicles are driving on
a straight road once again for 80 m. This phase tests the transition from a non-linear to a
linear movement. During the complete scenario static objects (green circles) are present to
disturb the target tracking system.

To assess and compare the performance of a target tracking algorithm, the similarity between
the estimation and the ground truth needs to be computed. The most intuitive concept to
assess this similarity is based on localisation errors. This localisation error can be found by
determining the Euclidean distance between the estimation and ground truth. However, using
only the localisation error dismisses the costs for missed and false targets. Therefore, there
are metrics which add extra terms to also assess the missed and false targets.

The generalised optimal sub-pattern assignment (GOSPA) [73] is originally designed for as-
sessing the performance of multiple target tracking. Although the target tracking discussed
in this report is used to track only one single target, this GOSPA metric is still applicable.
The GOSPA metric is an improvement of the well-established OSPA metric [74]. This OSPA
metric does add a penalty for cardinality mismatches but does not encourage trackers to have
as few false and missed targets as possible. The GOSPA metric does encourage this. The
GOSPA metric consists of the localisation error, the missed targets, and the false targets. Its
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Figure 3.6: Scenario sketch of scenario 1, which is designed to test the target tracking al-
gorithm. the target vehicle is blue, the host vehicle is red, and a ”human-driven” vehicle is
depicted in yellow.

formal definition is given by [73]:

GOSPA =

min
γ∈Γ

 ∑
(i,j)∈γ

d (xi, yj)
p +

γpg
2

|X| − |γ|︸ ︷︷ ︸
# missed

+ |Y | − |γ|︸ ︷︷ ︸
# false





1
p

, (3.11)

in which X is the set of targets, Y is the set of estimates, and Γ is the set of possible
assignments. γg is equal to the maximum allowed distance of a target to the ground-truth. In
this thesis, parameter p is chosen to be equal to 1. Therefore, this metric penalises all missed
and false targets with a cost of

γg
2 .

3.5.2 Simulation 2 - Trajectory planning

The second simulation is designed to test the trajectory planning. During this simulation, it is
assumed that the joining and preceding vehicle follow their trajectory exactly. Furthermore,
the joining vehicle knows the ground truth of both vehicles. This simulation will thus ignore
the vehicle dynamics and the sensor noise.

Scenario 2 is designed to test the trajectory planner under different circumstances. In essence,
this scenario consists of a lane change of the joining vehicle. A schematic of this scenario is
shown in Figure 3.7. In this scenario, the leading vehicle is travelling with a velocity vT,x on
the left lane. The joining vehicle is positioned at an initial gap dg behind the leading vehicle
with a velocity vH,x on the right lane. This joining vehicle will start the joining manoeuvre at
a distance ds before the start of the corner. This corner will have a radius R. The maximum
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Figure 3.7: Scenario sketch of scenario 2, which is designed to test the trajectory planner.
The leading vehicle is blue and the joining vehicle is red.

length of the manoeuvre is described by xmax. The velocities of both vehicles are assumed
to be similar in this simulation. The initial gap dg is equal to the spacing policy used by
the CACC controller. The distance to the corner ds is also assumed to be a set parameter.
The maximum length of the manoeuvre xmax is determined by the maximum manoeuvre
time tmax. Therefore, the parameters which are varied in this simulation are the velocity
of the vehicles and the radius of the corner. This variation in scenarios tests the dynamic
performance of the trajectory planner.

To assess the performance of the trajectory planner, a successful trajectory needs to be
defined. A trajectory is successful if it describes a path from the position of the joining
vehicle to the lane of the leading vehicle. Therefore, two errors are defined to determine how
close the planned trajectory is to the target lane. These errors are the lateral error de and
the heading error θe. These errors are shown in Figure 3.8. This figure depicts the position
of the joining vehicle at the end of the trajectory. The maximum lateral error for the lane
change to be successful is set at 0.5 m. This value is chosen as the average width of a vehicle
in the Netherlands is 1.7 m [75]. Considering a lateral error of 0.5 m on a lane width of 3.6
m, this leaves 0.45 m between the side of the vehicle and the lane boundary. The maximum
heading error for the lane change to be successful is set at 0.05 rad. This heading error will
result in a lateral error of 0.5 m in 10 m travelled.
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Figure 3.8: Schematic of the lateral and heading error at the end of the trajectory compared
to the target lane.

3.5.3 Simulation 3 - Closed-loop system

The simulation of the closed-loop system combines the designed target tracking and trajectory
planning algorithms with the lateral and longitudinal controller. In this simulation, the vehicle
dynamics of all platoon vehicles are modelled with the bicycle model from Section 3.2. The
ground truth of the scenarios is modelled with the driving scenario designer toolbox. All
sensor data is modelled with the sensor models described in Section 3.3.

The goal of this simulation is to test the performance of the trajectory planner in a closed-
loop system. Similar to simulation 2, scenario 2 is used in this simulation. This scenario
is, however, extended with static disturbances and a ”human-driven” vehicle. Similar to
simulation 2, this simulation also varies the velocities and corner radius. The performance
of the trajectory planner is assessed similar to simulation 2. However, in this simulation
the lateral and heading error are based on the location of the joining vehicle at the end of
the manoeuvre instead of the trajectory. The same bounds for the lateral and heading error
are used to determine whether the planned trajectory and executed joining manoeuvre is
successful.

3.6 Conclusion

In this chapter, a framework is described in which the system can be implemented. The
behaviour of the vehicles is modelled with a bicycle model. The sensors of the vehicle are
analysed and a model to describe the behaviour of these sensors is presented. These models are
used in multiple simulations. Furthermore, these simulations and the corresponding scenarios
are presented.
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Target Tracking

The goal of the target tracking algorithm is to track the position, velocities and accelerations
of all vehicles involved in the joining manoeuvre. To achieve this goal, the algorithm uses
the data from the sensors discussed in Section 3.3. At first, the high-level approach of this
algorithm is discussed. Secondly, the different techniques used in the algorithm are explained
in detail. These techniques are the INS data coordinate transformation, gating, the log
likelihood ratio, and the Kalman filter. Thirdly, the results of the algorithm in the scenario,
described in Section 3.5, are presented. Finally, a conclusion on the performance of the target
tracking algorithm is given.

4.1 High-level approach

The basis of this target tracking algorithm is a linear Kalman filter. This Kalman filter
provides a continuous tracking solution in terms of position, velocity, and acceleration. The
state vector which describes the tracked target is given by:

xT|H =
[
xT |H yT |H vT |H,x vT |H,y aT |H,x aT |H,y

]T
.

These coordinates are not in a global frame, but are the relative position to the host vehicle,
as denoted by the x and y axis in Figure 3.2. The velocity and acceleration are also relative to
the velocity and acceleration of the host vehicle. The estimate of the Kalman filter is updated
with both INS as radar measurements.

When a new radar measurement is received, the algorithm needs to determine which of the
radar tracks belongs to the target. Two methods are used to solve this data association
problem. These methods are gating and the log likelihood ratio (LLR). Gating is used to
quickly associate only radar tracks near the predicted state estimate with the tracked target.
However, multiple radar tracks can be within this gate. The LLR can differentiate between
these radar tracks and select the most likely track as true target.

The flow chart of the target tracking algorithm is shown in Figure 4.1. The Kalman filter is
at first initialised with the received INS data to obtain the predicted state estimate x̂t|t−1.
Before the INS measurements are used in the Kalman filter, a coordinate transformation is
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Figure 4.1: Flow chart of the target tracking algorithm.

necessary from the global North-East-Down (NED) to the relative coordinate system used by
the target tracking algorithm. This transformation is described in Section 4.2. If the Kalman
filter is initialised, the predicted state estimate x̂t|t−1 is calculated in the prediction phase of
the Kalman filter. When a new INS measurement is received, it will be transformed to the
correct coordinate system, and it will be added to the measurement vector zt. When a new
radar measurement is received, the data association methods need to determine which radar
tracks are accepted in the Kalman filter. These methods will be explained in detail in Sections
4.3 and 4.4. At first, the LLR of each track is updated. If a LLR is above a set threshold the
corresponding track is added to the measurement vector zt. If none of the tracks has a LLR
above this threshold, gating will add all tracks within the gate to the measurement vector zt.
All measurements in zt are used in the correction phase of the Kalman filter to obtain the
corrected state estimate x̂t|t. At the next time step this complete process is repeated with
the corrected state estimate of the previous step x̂t−1|t−1 as input to the prediction phase.
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4.2 INS data coordinate transformation

The position data of the INS is provided in the NED coordinate frame and the velocity and
acceleration is provided with respect to the heading of the INS host vehicle. The coordinate
system of the target tracking algorithm is equal to the system used by the radar and is relative
to the host vehicle. These coordinate frames are also shown in Figure 3.2. To use the INS
data in the target tracker, a coordinate transformation is necessary.

Before this transformation, it is important to note that the data from the target vehicle
has a delay of 0.02 s, caused by the vehicle to vehicle communication. This delay seems
insignificant, however, when driving at a constant speed of 50 km/h this corresponds to a
distance travelled of 0.28 m. Therefore, the data used from the host vehicle is also delayed
by 0.02 s to make sure the data from the same time is compared to obtain the relative states.

The equations for the coordinate transformation are given by:

xT |H = (NT −NH) cos (θH)− (ET − EH) sin (θH)− l1, (4.1a)

yT |H = −(NT −NH) sin (θH)− (ET − EH) cos (θH), (4.1b)

vT |H,x = vT,x cos (θT − θH)− vH,x, (4.1c)

vT |H,y = vT,x sin (θT − θH), (4.1d)

aT |H,x = aT,x cos (θT − θH)− aT,y sin (θT − θH)− aH,x, (4.1e)

aT |H,y = aT,x sin (θT − θH)− aT,y cos (θT − θH)− aH,y. (4.1f)

In these equations the term H corresponds to the host vehicle, the term T the target vehicle
and the term T |H to the target vehicle relative to the host vehicle. The INS only measures
the velocities vT,x and vH,x in one direction with the motor speed sensor. To determine the
relative velocities vT |H,x and vT |H,y it is assumed that vT,x and vH,x are in the direction of
the measured headings θT and θH , respectively. This coordinate transformation is non-linear.
Therefore, an argument can be made for using an extended Kalman filter. However, in this
thesis this coordinate transformation will be performed outside of the Kalman filter. Due
to this non-linear transformation, the noise of the resulting data is coloured. However, in
designing the target tracker it is assumed that the standard deviations from Table 3.2 can be
used.

4.3 Gating

In case a new radar measurement is received, gating is applied to determine which radar track
should be associated with the tracked target. The target tracking algorithm uses ellipsoidal
gates for gating [54]. Using (2.20), the innovation of each radar track ỹt is determined.
Also, using (2.20), the innovation covariance St is calculated. With the innovation and the
innovation covariance, the Mahalanobis distance dm of the radar track with respect to the
predicted state is calculated using (2.14). To determine whether the radar track should
be associated with the tracked target, this Mahalanobis distance is compared to the gating
threshold γg:

dm ≤ γg. (4.2)
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When (4.2) holds, this radar track is located in the ellipsoidal gate and therefore it is accepted
as a measurement. The most used method to determine the value for γg is by using the chi-
square distribution table with n degrees of freedom [76]. Commonly, a confidence level α of
0.01 is used, which means 99% of the true measurements are expected to fall within the gate,
assuming a Gaussian distribution of the measurements [77]. Using this chi-square distribution
table, a gating threshold of 9.21 is selected. However, using both simulation and experimental
data sets, it is found that this value allows for too much accepted false targets. Thus, the
data sets are analysed for a wide array of gating thresholds. The detection mismatch part of
the GOSPA metric is used to determine the performance of these gating thresholds. From
this data it is found that the least detection mismatches occur in these data sets at a value
for γg of 0.75. This value will thus be used in the remainder of this thesis.

4.4 Log likelihood ratio

For every radar track, a log likelihood ratio (LLR) is determined. The law of likelihood
states that “within the framework of a statistical model, a particular set of data supports
one statistical hypothesis better than another if the likelihood of the first hypothesis, [given]
the data, exceeds the likelihood of the second hypothesis” [78]. A likelihood value does not
have a real meaning if it is not compared to another likelihood. When two likelihoods are
compared, this will give a likelihood ratio. For a likelihood ratio of n, this means that the
data is n times more probable under hypothesis one then under hypothesis two. By using the
logarithm of this likelihood ratio it is possible to add multiple LLR’s. In this case, the two
hypotheses compared are the true target hypothesis H1 and the false target hypothesis H0.
When a new track is detected, the LLR needs to be initialised. This is done using [54]:

LLR0 = ln (βNTVC) + ln

(
PT
PF

)
+ ln

(
p(ys|Det,H1)

p(ys|Det,H0)

)
, (4.3)

in which βNT is the new target density and VC is the measurement volume element. ys
is the signal-related data, which is assumed to be equal to the amplitude of the data [54].
p(ys|Det,H1) is the multivariate normal probability density function of the data [79]. For
every time step of the target tracking algorithm, the LLR is updated with the increment
∆LLRt. This increment denotes the change in the LLR compared to the previous time step
and is calculated with:

∆LLRt =

{
ln [1− PT ] No new measurement at time t
∆LLRk + ∆LLRs New measurement at time t

, (4.4)

in which ∆LLRk is the kinematic and ∆LLRs is the signal related increment term of the
LLR. The kinematic related term is given by:

∆LLRk = ln

(
VC√
|SRad|

)
−
(
M ln (2π) + d2

m

)
2

, (4.5)

in which SRad is the innovation covariance of the corresponding radar detection and M is the
measurement dimension. The signal related term is found with:

∆LLRs = ln

(
PT
PF

)
+ ln

(
p(ys|Det,H1)

p(ys|Det,H0)

)
. (4.6)
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Table 4.1: LLR parameters

Name Symbol Value Unit

New target density βNT 0.0011 [Targets/s/m2]
Measurement volume element VC 1825 [m2]
True target probability PT 0.0312 [−]
False target probability PF 0.9688 [−]
Measurement dimension M 2 [−]
Confirmation threshold TConf 500 [−]
Lower bound TLow -5000 [−]
Upper bound TUp 5000 [−]

The resulting LLR is compared with the track confirmation threshold TConf . When the
LLR of a radar track is higher than this threshold it is seen as the confirmed radar track
belonging to the tracked object. To prevent the LLR of certain radar tracks to increase or
decrease infinitely, a lower TLow and upper TUp bound is set to the LLR. Similar to the gating
threshold, the values for TConf , TLow, and TUp used in this thesis are determined with both
simulation and experimental data sets. From these data sets, a value of 500 is found for the
confirmation threshold. For the upper and lower bounds, values of -5000 and 5000 are found,
respectively.

The parameters used to calculate the LLR are given in Table 4.1. The measurement volume
element VC is the area swept by the sensor. Thus, in this case it is the total range of the radar
sensor, as shown in Figure 3.4. The new target density βNT is the expected number of new
targets that can appear in the measurement volume element per second. Experiments show
the radar detects on average two new targets every second. The true target probability PT is
the probability that the target belongs to the true target. The radar detects on average 32
targets simultaneously, of which only one is the true target. It is assumed that the true target
is always detected and as such the true target probability is assumed to be 1/32. The false
target probability PF is consequently assumed to be 31/32. The measurement dimension M
of the used coordinate system is 2.

4.5 Kalman filter

The state of the target is estimated using a Kalman filter. The prediction model used in
this Kalman filter is the constant acceleration model given in [63]. Therefore, the linear state
model is given by:

x̂t|t−1 =



1 0 Ts 0 T 2
s
2 0

0 1 0 Ts 0 T 2
s
2

0 0 1 0 Ts 0
0 0 0 1 0 Ts
0 0 0 0 1 0
0 0 0 0 0 1


x̂t−1|t−1 + wt−1|t−1, (4.7)
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in which Ts is the sample time. wt−1|t−1 is the process noise vector, which is Gaussian
noise with covariance Q. To initialise the Kalman filter, it is impossible to use the radar
measurements, because gating requires the predicted estimated state. Therefore, the INS
data is used to initialise the filter. The measurements of the INS are transformed to the state
vector xT|H =

[
xT |H yT |H vT |H,x vT |H,y aT |H,x aT |H,y

]T
using (4.1). The estimate

covariance PInit when initialising is given by the known variances of the INS data:

PInit =



σ2
p,INS 0 0 0 0 0

0 σ2
p,INS 0 0 0 0

0 0 σ2
v,INS 0 0 0

0 0 0 σ2
v,INS 0 0

0 0 0 0 σ2
a,INS 0

0 0 0 0 0 σ2
a,INS


. (4.8)

After the Kalman filter is initialised, the prediction stage is executed at every time step. This
stage takes the estimate from the previous time step and computes the predicted estimated
state with the prediction model. The equations for this stage are given in (2.19). The Q
matrix determines the process noise of the used prediction model. Lower values in this matrix
generally mean higher confidence in the accuracy of the prediction model. The values for this
matrix are found by minimising the localisation error with respect to the ground-truth. The
process noise used in this target tracking algorithm is given by:

Q =



0.01 0 0 0 0 0
0 0.01 0 0 0 0
0 0 0.01 0 0 0
0 0 0 0.01 0 0
0 0 0 0 0.1 0
0 0 0 0 0 0.1

 . (4.9)

If no measurement is received at time t, the corrected estimated state x̂t|t is equal to the
predicted estimated state x̂t|t−1. When an INS measurement is received, the coordinate
transformation is performed using (4.1). The resulting measurement is added to the meas-
urement vector zt. When a radar measurement is received, data association is performed
using gating and LLR. The accepted measurements are added to the measurement vector zt.
The observation matrix Ht depends on the measurements in zt. The observation matrix for
one INS measurement HINS and for one radar measurement HRad are given by:

HINS =



1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 , (4.10a)

HRad =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0

 . (4.10b)
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HINS is a diagonal matrix, as the INS measurement vector, calculated with (4.1), is:

zINS =
[
xT |H yT |H vT |H,x vT |H,y aT |H,x aT |H,y

]T
.

The radar measurement vector is:

zRad =
[
xT |H yT |H vT |H,x vT |H,y

]T
,

and, therefore, the observation model HRad is not fully diagonal. The measurement covari-
ances RINS and RRad are determined with the known variances of the sensor data and given
by:

RINS =



σ2
p,INS 0 0 0 0 0

0 σ2
p,INS 0 0 0 0

0 0 σ2
v,INS 0 0 0

0 0 0 σ2
v,INS 0 0

0 0 0 0 σ2
a,INS 0

0 0 0 0 0 σ2
a,INS


, (4.11a)

RRad =


σ2
p,rad 0 0 0

0 σ2
p,rad 0 0

0 0 σ2
v,rad 0

0 0 0 σ2
v,rad

 . (4.11b)

Matrices Ht and Rt are constructed depending on the accepted measurements in zt. For
example, in the case of both a new INS and radar measurement they will be constructed by:

Ht =


HINS

HRad
...

HRad

 , (4.12a)

Rt =


RINS 0 . . . 0

0 RRad . . . 0
...

...
. . . 0

0 0 0 RRad

 , (4.12b)

in which the number of elements corresponding to the radar measurements is equal to the
number of accepted radar tracks. With these matrices and (2.20), the corrected estimated
state xt|t is determined.

4.6 Results

The target tracking algorithm is tested with both simulation and experimental data. The
simulations are performed as described in Chapter 3.
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Table 4.2: Results target tracking scenario 1

Name Value Unit

Mean localisation error complete 0.2276 [m]
Mean localisation error phase 1 0.1965 [m]
Mean localisation error phase 2 0.2678 [m]
Mean localisation error phase 3 0.1732 [m]

Mean GOSPA complete 0.2355 [−]
Mean GOSPA phase 1 0.2239 [−]
Mean GOSPA phase 2 0.2678 [−]
Mean GOSPA phase 3 0.1732 [−]

4.6.1 Simulation data

The target tracking algorithm is simulated for scenario 1. This scenario consists of the host
vehicle on the right lane and the target vehicle on the left lane. Both vehicles are driving at
a constant velocity of 50 km/h. The scenario consists of 3 phases, phase 1 is straight road
driving, phase 2 is a right-hand turn and phase 3 is again straight road driving. Figure 4.2a
and Figure 4.2b show the estimated relative positions, xT |H and yT |H , of the target vehicle
and the corresponding ground truth. In this figure, xT |H shows a consistent behaviour with
respect to the ground truth, whereas yT |H clearly deviates from the ground truth during phase
2. The GOSPA metric over time for this simulation is provided in Figure 4.2c. In this figure,
the value of the GOSPA metric is divided in the localisation error and the detection mismatch.
The localisation error shows the performance of the target tracker with respect to the ground-
truth. The detection mismatch is used to draw conclusions on the data association of the
target tracker. Figure 4.2c shows there is only a detection mismatch during the initialisation
of the algorithm, the first 0.5 s of the simulation. During the remainder of the simulation the
correct radar track is selected at all times. Thus, it can be concluded that in this simulation
the data association is able to select the correct radar track after an initialisation phase.
The localisation error also shows that the performance increases after 1 s. The increase in
localisation error during cornering is caused due to the deviation of the estimated lateral
position with the ground-truth. This happens because the used constant acceleration model
does not account for the yaw rate of both the host and target vehicle. The mean error
and GOSPA for the different phases and complete scenario are given in Table 4.2. These
results also show a decrease in performance while cornering. Furthermore, it shows that the
localisation error decreases again after the corner.

During the simulation of scenario 1 the slow offset of the INS measurement, bg, is set to zero.
To determine the performance of the target tracking algorithm with this offset present, the
scenario is simulated for a range of offsets in the N and E measurement of the target. This
range is set from -4 to 4 metres. The resulting mean GOSPA values for all these simulations
are shown in Figure 4.3 and are shown to increase when the offset is over 2 m. Missing the
true target and selecting a false target causes an increment in the GOSPA value of 0.75. In
Figure 4.3 it can be seen that this is also the increment in the GOSPA value which occurs
at an offset of around 2 m. From these simulations, the conclusion is drawn that the target
tracker is able to reject offsets in the INS position measurement of up to 2 m.
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(a) Estimated relative longitudinal position of the target vehicle and the corresponding ground
truth for scenario 1

(b) Estimated relative lateral position of the target vehicle and the corresponding ground truth
for scenario 1

(c) GOSPA metric of the target tracking algorithm for scenario 1

Figure 4.2: Results of the target tracking system for scenario 1
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Figure 4.3: Mean GOSPA metric of the target tracking algorithm for multiple offsets in INS
measurements

4.6.2 Experimental data

An experiment is performed to test the performance of the algorithm with real sensor data.
During this experiment, one Twizy was following the other Twizy round a parking lot, while
making both left and right turns. The measurement data of these experiments is used as
an input of the target tracking algorithm. The results are given in Figure 4.4. Unlike the
simulation, there is no ground truth when analysing this experimental data. Therefore, it
is not possible to determine the GOSPA metric of this experiment. By visualising all radar
tracks and manually checking the accepted tracks it is found that during this experiment no
accepted false tracks occur. The true target is not selected at all times during the experiment,
because the radar signal is not available at all times. This can also be seen in Figure 4.4.
This is caused by the limited field of view of the radar, as shown in Figure 3.4. Thus, the
true target was not detected by the radar and it was impossible to select the true target. At
the time the true target is detected again, the target tracking algorithm selects this track as
the true target within 0.5 s. The difference between the radar data and INS data is caused
by an offset in the GNSS measurements between the two vehicles.

40 Design of an Automated System for the Joining Manoeuvre in Vehicle Platoons



CHAPTER 4. TARGET TRACKING

(a) Estimated relative longitudinal position of the target vehicle and the corresponding sensor
values for the experimental data

(b) Estimated relative lateral position of the target vehicle and the corresponding sensor values
for the experimental data

Figure 4.4: Results of the target tracking system for a set of experimental data
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4.7 Conclusions

The goal of the target tracker is to estimate the position, velocity, and acceleration of the
target vehicle at all times. The simulations show that a continuous tracking solution is
provided. In these simulations, the data association is able to select the correct radar track
at all times after an initialisation phase. The performance of the algorithm considering a
linear movement (straight road) is better than considering a non-linear movement (curved
road). However, the average localisation error of the tracker during the simulation is 0.23 m.
Considering that the width of a lane is 3.6 m, this accuracy is sufficient to plan the trajectory
to the lane of the tracked target vehicle. This trajectory planner will be discussed in the next
chapter. Another important result is the performance of the target tracker with offsets in the
INS position measurements. Experiments have shown that this offset can be significant in the
experimental set-up. The simulation shows that the target tracker has a minimal decrease
in performance for offsets up to 2 m. Finally, the target tracker is tested with experimental
data. Although the correct radar track was not available at all times and a large INS position
offset was present, the target tracker proved able to select the correct radar track if available
and it provided a continuous tracking solution.
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Chapter 5

Trajectory Planning

The goal of the trajectory planner is to describe the desired motion of the joining vehicle.
This designed trajectory starts at the initial position of the joining vehicle and ends in the
target lane. To plan this trajectory, information from the sensors of the vehicles and the
target tracking algorithm is used. The planned trajectory is used as reference in the steering
controller. In this chapter, at first, the high-level approach of this algorithm is discussed.
Secondly, this algorithm is discussed in more detail. Thirdly, the results of the algorithm are
given. Finally, conclusions on its performance are drawn.

5.1 High-level approach

The proposed trajectory planning is based on the dynamic planning strategy from [37]. Every
planning time step tplan, the algorithm recalculates the optimal trajectory. This allows the
trajectory planner to deal with unexpected disturbances, like changes in velocity or road
curvature. Unlike the strategy from [37], which uses a third-order polynomial, the trajectory
is based on a fifth-order polynomial. This allows for a continuous curvature throughout the
trajectory, which is necessary for a continuous steering angle. The target lane is the lane of the
preceding vehicle. The optimal trajectory is determined by minimising a cost function, which
describes both the efficiency and comfort of the lane change. Bounds are set on the trajectory
to prevent rollovers and to ensure the lane change is finished in time. The trajectory planning
algorithm is repeated every time step tplan.

5.2 Trajectory planning algorithm

The trajectory planning algorithm consists of three parts. Firstly, polynomials are designed,
which adhere to the requirements of the trajectory. Secondly, the optimal trajectory is de-
termined. Thirdly, initial conditions are updated for the next update step.
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Figure 5.1: Schematic of the coordinate system of the joining manoeuvre

5.2.1 Polynomial design

As discussed in Chapter 2, there are multiple methods to describe the trajectory for a lane
change. This trajectory planner uses a fifth-order polynomial. The designed polynomial has
a continuous position, heading, and curvature. The adopted polynomial is similar to (2.9)
and as follows:

yn(xn) = a0 + a1xn + a2x
2
n + a3x

3
n + a4x

4
n + a5x

5
n, (5.1)

where xn and yn denote the longitudinal and lateral position of the trajectory. a0, a1, a2, a3,
a4, and a5 are polynomial coefficients which need to be determined. The coordinates used in
the trajectory planning are relative to the initial coordinate of the trajectory, which is set at
(0, 0). The direction of the x axis is equal to the direction of the preceding vehicle. This is

shown in Figure 5.1. The final lateral position yfn is the distance between the two vehicles,
perpendicular to the heading of the preceding vehicle. The trajectory planning updates every
time-step tplan and thus this coordinate system moves at each of these update steps. The first
derivative y′n and second derivative y′′n of (5.1) over xn are given by:

y′n(xn) = a1 + 2a2xn + 3a3x
2
n + 4a4x

3
n + 5a5x

4
n (5.2a)

y′′n(xn) = 2a2 + 6a3xn + 12a4x
2
n + 20a5x

3
n. (5.2b)

The initial coordinate of the trajectory is set at (0, 0). Therefore, the parameter a0 should

be equal to 0. The final coordinate of the trajectory is set at (xfn, y
f
n). The heading of the

trajectory at the initial position θi should be equal to the heading of the joining vehicle with
respect to the heading of the preceding vehicle. Therefore, the initial condition of the first
derivative is:

y′n(0) = tan (θi). (5.3)

The heading at the final position xf is equal to the heading of the preceding vehicle, which
is always zero in the chosen coordinate system. This results in the following final condition
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for the first derivative:
y′n(xfn) = 0. (5.4)

From (5.2a) and (5.3), it is found that a1 is equal to tan (θi). The initial curvature Ki of
the trajectory is determined by the current yaw rate rH and the current velocity vH,x of the
joining vehicle with:

Ki =
rH
vH,x

. (5.5)

The final curvature Kf is determined by the curvature of the preceding vehicle, which can be
found with its yaw rate rT , velocity vT,x, and (5.5). The curvature function of the trajectory
is described by the following equation:

K(xn) =
y′′n

(1 + y′2n )
3
2

. (5.6)

Using (5.3) and (5.6), the initial condition of the second derivative is:

y′′n(0) = Ki(1 + (tan (θi))
2)

3
2 , (5.7)

and using (5.4) and (5.6), the final condition of the second derivative is:

y′′n(xfn) = Kf . (5.8)

The parameters a0, a1, a2, a3, a4, and a5 are acquired by solving the equations for the initial
and final conditions. This results in the following parameters:

a0 = 0 (5.9a)

a1 = tan (θi) (5.9b)

a2 = 2Ki(1 + a2
1)

3
2 (5.9c)

a3 =
10yfn − 6xfna1 − 3(xfn)2a2 + 1

2(xfn)2Kf

(xfn)3
(5.9d)

a4 =
−15yfn + 8xfna1 + 3(xfn)2a2 − (xfn)2Kf

(xfn)4
(5.9e)

a5 =
6yfn − 3xfna1 − (xfn)2a2 + 1

2(xfn)2Kf

(xfn)5
. (5.9f)

In (5.9), the known variables at each update step are the final lateral position yfn, the initial
heading θi, the initial curvature Ki, and the final curvature Kf . Therefore, the trajectory is

only dependant on the final longitudinal position xfn.

5.2.2 Optimal trajectory

To determine the value for this final longitudinal position, two factors are considered. These
are the efficiency and comfort of the lane change. A cost function is constructed with xfn as
a decision variable [37]. The value for xfn ranges from 0 to the maximal length of the joining
manoeuvre xmax. This parameter is found with the maximum manoeuvre time tmax. This
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time is multiplied with the joining vehicle velocity vH,x to obtain the maximum manoeuvre
length. The cost function is given as a function of this final longitudinal position by:

J(xfn) = ω

(
ay(x

f
n)

amaxy

)2

+ (1− ω)
tf (xfn)

tmaxf

, (5.10)

in which ω is the weight value of the two factors. ay(x
f
n) is the maximum lateral acceleration,

and tf (xfn) the time used to finish the manoeuvre of the trajectory with the final longitudinal

position xfn. amaxy is the maximum lateral acceleration and tmaxf is the maximum manoeuvre
time of all possible trajectories. The weight ω is set at 0.6, to increase comfort. The lateral
acceleration during a trajectory is determined with:

ay(xn) = v2
H,xK(xn). (5.11)

To avoid a rollover, the maximum lateral acceleration during a trajectory should not exceed
the rollover lateral acceleration threshold amaxy . The rollover acceleration of a Twizy is 10
m/s2 [80]. However, to improve comfort and keep within the linear range of the vehicle
dynamics, this threshold is set at 4 m/s2. Therefore, the cost for all trajectories with a
higher lateral acceleration than this threshold is set to infinite. The cost function from (5.10)

is minimised to obtain the value for xfn corresponding to the optimal trajectory.

5.2.3 Update step

The initial conditions for position, heading, and curvature at the first time step depend on
the measurements obtained from the sensors and the target tracking algorithm. The initial
conditions at the next update step should be located on the previous trajectory to ensure
continuity. The point on this previous trajectory which is used as initial position of the
updated trajectory planner is determined by calculating the distance covered since the last
update step dstep. This is done by integrating the longitudinal velocity of the joining vehicle
vH,x over the time step tplan:

dstep =

∫ tplan

0
vH,xdt. (5.12)

The longitudinal position at this new time on the designed trajectory xen is determined with
the equation of the arc length of a polynomial:

dstep =

∫ xen

0

√
1 + y′ndx. (5.13)

By solving (5.13) with the result from (5.12) the longitudinal position xen is found. If xen
is larger than the final longitudinal position xfn, the manoeuvre is finished before this new
time step and no new trajectory needs to be designed. Using xen, (5.1), (5.2a), and (5.6), the

variables yfn, θi and Ki can be found at this new time step. Furthermore, the value for xmaxn

is adjusted to account for the distance travelled by subtracting xen.
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Table 5.1: Trajectory planning parameters

Name Symbol Value Unit

Update time step tplan 0.5 [s]
Maximum lateral acceleration threshold amaxy 4 [m/s2]

Weight value ω 0.6 [−]
Maximum manoeuvre time tmax 5 [s]
Distance to corner ds 30 [m]
Gap between vehicles di 50.3 [m]
Joining vehicle velocity vH,x 80 [km/h]
Leading vehicle velocity vT,x 80 [km/h]
Cornering radius R -250 [m]

5.3 Results

The trajectory planner is tested with the scenario designed in Section 3.3. At first the sim-
ulation is performed with one velocity and cornering radius. Secondly, the simulation is
performed for an array of velocities and cornering radii. During all these simulations, the
sensor noise and lateral control of both vehicles is not taken into account. So, the joining
vehicle is assumed to be precisely tracking the designed trajectory. The parameters for the
simulation are given in Table 5.1. The update time step is set at 0.5 s to limit the computa-
tional burden. The maximum manoeuvre time is set at 5 s, which is a fairly realistic time to
perform a lane change [81]. The distance to the corner at the start of the manoeuvre is set
at 30 m and the initial gap between the vehicles is set equal to the desired gap. This desired
gap is calculated using (2.3). A schematic of this simulation is given in Figure 3.7.

During the first simulation, the velocity of both vehicles is set at 80 km/h. The cornering
radius is set at -250 m. The results of this simulation are shown in Figure 5.2. Figure 5.2a
shows the designed trajectory and the trajectory of the preceding vehicle. The trajectory
is divided into the 10 update steps as the complete manoeuvre takes 5 s to complete. This
figure clearly shows that the trajectory planner is able to plan a trajectory to the lane of
the preceding vehicle in this simulation. The lateral error of the trajectory at the end of the
manoeuvre compared to the target lane is 0.016 m. The heading error of the trajectory at
the end of the manoeuvre compared to the target lane is 0.0018 rad. The bounds for these
deviations are set at 0.5 m for the lateral error and 0.05 rad for the heading error. Therefore,
it can be concluded that the lane change is planned successful in this simulation. Figure 5.2b
shows the curvature of the planned trajectory. This figure shows the curvature is continuous
throughout the manoeuvre. The curvature at the end of the manoeuvre is -0.004, which is
equal to the curvature of the target lane. The maximum side acceleration during the complete
manoeuvre is 3.46 m/s2.

To draw any conclusion on the flexibility of the trajectory planning, the same simulation is run
for different velocities and cornering radii. The velocity is varied between 50 and 100 km/h
and the cornering radius is varied between ±900 and ±25. The velocity and cornering radius
are constant for the duration of one simulation and the remaining simulation parameters are
given in Table 5.1. To determine whether the trajectory planner is successful, the lateral
error and heading error are compared to the set bounds. Figure 5.3 shows in green for
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(a) Position plot of the planned trajectory for scenario 2

(b) Curvature for the planned trajectory for scenario 2

Figure 5.2: Results for simulating the trajectory planning algorithm for scenario 2 with a
velocity of 80 km/h and a corner radius of -250 m
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Figure 5.3: Results of the trajectory planner for a variable velocity and cornering radius

which combinations of cornering radius and velocity the trajectory planner is able to plan
a successful trajectory. This figure shows that at higher velocities the minimal cornering
radius increases. This is predominantly caused by the set maximum acceleration, which is
also shown in the figure. One clear outlier is present at a velocity of 90 km/h and a cornering
radius of 375 m. This outlier is caused by the chosen update time step tstep. In this case, the
end of the trajectory is reached before the trajectory is updated with the change of direction
of the preceding vehicle. Therefore, the manoeuvre is assumed to be complete. This can be
countered by decreasing the update time step. However, despite this outlier, Figure 5.3 shows
that the trajectory planner is able to cope with a wide variety of velocities and cornering
radii.

5.4 Conclusions

The goal of the trajectory planner is to describe the desired motion of the joining vehicle.
In this chapter, it is shown that the proposed trajectory planner is able to plan a trajectory
to the target lane. This trajectory planner can plan this trajectory without prior knowledge
on the road geometry. It is shown that the planned trajectory has a continuous curvature
throughout the manoeuvre. The trajectory is planned in such way that the manoeuvre is
always executed within a set time and within the lateral acceleration bounds. Furthermore,
it is shown in simulations that the trajectory planner is flexible enough to plan a feasible
trajectory for a wide range of velocities and corner radii.

Design of an Automated System for the Joining Manoeuvre in Vehicle Platoons 49





Chapter 6

Trajectory planning in a closed-loop
simulation

In the previous chapters the design of the target tracker and trajectory planner is discussed.
To fully test the performance of the dynamic trajectory planning and to achieve the goal of
designing an automated system for the joining manoeuvre, these sub-systems are incorporated
in a closed-loop simulation. In this closed-loop simulation, the trajectory planner uses the
output of the target tracker to plan a trajectory. The lateral and longitudinal controllers
are implemented to follow the designed trajectory. The loop is closed with the vehicle and
sensor models. First, the high-level approach to combine the sub-systems into one coherent
closed-loop system is discussed. Secondly, the implementation of the trajectory planner in
this closed-loop system is explained in more detail. Thirdly, the results of the simulation of
this closed-loop system are presented. Finally, conclusions on the performance of this system
are drawn.

6.1 Closed-loop system

The various sub-systems need to work together in one coherent closed-loop system to perform
the joining manoeuvre. To get a better understanding of the relations between the sub-
systems, it is important to define the structure of the system. The structure of the system
of the joining vehicle is presented in Figure 6.1. One of the main contributions of this thesis
is the design of the target tracker in Chapter 4. This target tracker uses the sensor data of
the host vehicle and the vehicle to vehicle (V2V) communication from the target vehicle to
estimate the relative position, velocity, and acceleration of the target vehicle. The estimated
state of the tracked target is used by the trajectory planner. This trajectory planner is the
other main contribution of this thesis and is described in Chapter 5. A lateral controller is
necessary to determine the desired steering angle of the joining vehicle to track this trajectory.
A longitudinal controller is necessary to determine the desired acceleration of the joining
vehicle to maintain the desired gap. These controllers are taken from existing literature and
are described in Chapter 2. These controllers will provide the input of the vehicle model,
which is described in Chapter 3. This vehicle model will provide the ground-truth state of
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Figure 6.1: Schematic of the structure of the closed-loop system

the vehicles. The sensor models from Chapter 3 are used to model the sensor measurements
based on this ground-truth.

6.2 Integration of trajectory planner in the closed-loop system

An important part in the design of the closed-loop system is interconnecting the sub-systems
to make sure they work as a coherent system. To plan a trajectory in this system, the
trajectory planner is dependent on the output of the target tracker. This target tracker
provides the relative position, velocity, and acceleration of the target vehicle, represented by
the state vector:

xT|H =
[
xT |H yT |H vT |H,x vT |H,y aT |H,x aT |H,y

]T
.

To plan a trajectory, the trajectory planner requires the final lateral position yfn, the initial
heading θi, the initial curvature Ki, and the final curvature Kf . These parameters need to
be provided by the target tracker and the sensors. The initial heading of the trajectory is
equal to the relative heading between the two vehicles at the start of a new update step and
is given by:

θi = θT − θH , (6.1)

in which θT and θH are obtained from the INS measurements of the target and host vehicle,
respectively. With this angle, the final lateral position can be determined by:

yfn = xT |H sin (θi) + yT |H cos (θi), (6.2)

in which xT |H and yT |H are obtained from the target tracking algorithm. The initial and
final curvature are found with (5.5). Every update steps, these parameters are updated by
the target tracker and INS to update the trajectory.

The output of the trajectory planning is a reference trajectory (xn, yn) in the coordinate
system described in Figure 5.1. This trajectory needs to be transposed to the NED coordinate
system before it can be used by the lateral controller. This is done using:

Nn = NH + xn sin (θT )− yn cos (θT ) (6.3a)

En = EH + xn cos (θT )− yn sin (θT ), (6.3b)

in which NH and EH are the position of the host vehicle according to the INS.
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Table 6.1: Controller parameters

Name Symbol Value Unit

Headway time ht 1 [s]
Standstill distance hs 1 [m]
Proportional gain CACC controller kp 0.5 [-]
Derivative gain CACC controller kd 2 [-]

Crosstrack gain Stanley controller k 50 [1/s]
Low speed gain Stanley controller ksoft 1 [m/s]
Active damping gain Stanley controller kd,yaw 10 [s]
Steering damping gain Stanley controller kd,steer 50 [-]

6.3 Integration of controllers in the closed-loop system

The closed-loop system uses controllers from literature to close the loop. These controllers
will provide the inputs of the vehicle model designed in Chapter 3. These inputs are the
steering angle δ and the desired acceleration u. The longitudinal controller is the CACC
controller from [7], discussed in Chapter 2. The distance d between the host vehicle and the
preceding vehicle, as shown in Figure 2.1, is determined with the information from the target
tracking algorithm:

d = xT . (6.4)

The desired inter-vehicular distance dr is calculated using (2.7) and the output of the target
tracker with:

dr = htvH,x + rs, (6.5)

in which ht is the headway time and rs the standstill distance. vH,x is the velocity of the host
vehicle measured by the INS. The error dynamics of this controller are given by [7]:

e1 = d− dr (6.6a)

e2 = vT |H,x − htaH,x, (6.6b)

in which vT |H,x is the relative velocity obtained from the target tracking algorithm and aH,x
is measured by the INS of the host vehicle. The control law of the longitudinal controller is
based on the vehicle model from (2.4) and is given by [7]:

u̇H =
1

ht

([
kp kd

] [ e1

e2

]
+ uT − uH

)
, (6.7)

in which uT and uH are the desired acceleration of the preceding vehicle and the host vehicle,
respectively. kp and kd are the gains of this controller, these values are tuned during simula-
tions to improve the performance. The parameters for this controller are given in Table 6.1.

The designed reference trajectory needs to be followed by the joining vehicle. Thus, a lateral
controller is used to determine the desired steering angle δ of the vehicle. This thesis uses the
Stanley controller, which is designed in [52] and is discussed in Chapter 2. The closed-loop
system will use the control law of this controller extended with a damping gain [52]:

δ(t) = (θH(t)− θss(t)) + arctan

(
ksec(t)

ksoft + vH,x(t)

)
+ kd,yaw(rtraj − rH)

+ kd,steer(δmeas(t)− δmeas(t− Ts)),
(6.8)
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Figure 6.2: Schematic representation of the crosstrack error

in which the heading θH , the velocity vH,x, and the yaw rate rH are measured by the INS of
the host vehicle. The steady state heading θss is given by:

θss =
mvH,xrtraj

C1

(
1 + l1

l2

) . (6.9)

The yaw rate of the trajectory is determined with the curvature of the trajectory K and the
velocity of the host vehicle vH,x using (5.5). The crosstrack error ec is found by calculating
the minimum distance between the position of the host vehicle (NH , EH) and a point on the
trajectory (Nn, En), as shown in Figure 6.2. The gains used are based on [52] and are tuned
during simulations to increase performance. The values for these gains are given in Table 6.1.

6.4 Results

The simulation of the closed-loop system is described in Chapter 3. First, a single simulation
is performed to show the results of the closed-loop system. Hereafter, multiple simulations
are performed to assess the performance of the trajectory planner for various velocities and
cornering radii. These results are compared with the results of the trajectory planner from
Chapter 5 to determine the difference in performance when closing the loop.

6.4.1 Single simulation

The parameters for the first simulation are shown in Table 6.2. The initial gap between the two
vehicles di at the start of the simulation is set equal to the desired distance dr and calculated

Table 6.2: Simulation parameters

Name Symbol Value Unit

Distance to corner ds 30 [m]
Maximum manoeuvre time tmax 5 [s]

Velocity leading vehicle vT,x 50 [km/h]
Cornering radius R -150 [m]
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with (6.5). A schematic of this scenario is given in Figure 3.7. The joining manoeuvre is set
to start at the distance ds to the corner, which is reached after 2.5 s simulation time. This
allows for the initialisation of the target tracker to be finished at the start of the manoeuvre.
The results of the target tracker for this simulation are shown in Figure 6.3. Figure 6.3c shows
that the data association takes 0.54 s to select the correct radar track. After this initialisation
no more detection mismatches occur. This is similar to the results in Chapter 4. The mean
localisation error over the entire simulation is 0.28 m and the mean GOSPA value over the
entire simulation is 0.31. These values are comparable to the values while cornering in the
simulation from Chapter 4.

The output from the target tracker is used by the trajectory planner to plan a trajectory
to the lane of the target vehicle. The results from this closed-loop simulation are shown in
Figure 6.4. Figure 6.4a shows the position plot of the trajectories of the leading and joining
vehicle. This figure shows the joining vehicle is able to make the manoeuvre to the lane of
the leading vehicle. At the end of the manoeuvre, the lateral error de of the joining vehicle to
the target lane is 0.16 m and the heading error of the joining vehicle θe is 0.02 rad. This is
well within the set bounds of 0.5 m and 0.05 rad and therefore it can be concluded that the
lane change in this simulation is successful. Figure 6.4b shows the planned trajectory divided
in the update steps. The manoeuvre takes 4 s and thus eight update steps to complete. The
mean crosstrack error of the lateral controller during the entire manoeuvre is 0.02 m and
thus it is concluded that the vehicle follows the planned trajectory. The yaw rate of the
trajectory over time is given in Figure 6.4c. This yaw rate is not equal to zero at the end of
the manoeuvre, but is equal to the yaw rate of the leading vehicle. All results together show
that for this velocity and cornering radius the closed-loop simulation performs a successful
joining manoeuvre.

6.4.2 Variable velocity and cornering radius

The previous simulation shows the performance of the trajectory planner in the closed-loop
system for one specific case. To determine the flexibility of the trajectory planner, the simu-
lation has to be performed for various scenarios. The parameters which vary are the velocity
of the leading vehicle vT,x and the cornering radius R. The velocity is varied from 50 to 100
km/h and the cornering radius is varied from ±150 to ±900 m. During one simulation vari-
ation, the velocity and cornering radius are constant over time. Every variation is simulated
five times with different Gaussian noises to minimise the effect of a specific noise profile on
the outcome. The average lateral error and heading error with relation to the target lane
at the end of the manoeuvre of these five simulations are compared with the bounds set in
Chapter 3. These bounds are set at a lateral error of 0.5 m and a heading error of 0.05
rad. When the errors of a set of simulations is within these bounds it is concluded that the
joining vehicle has successfully completed the manoeuvre to the target lane at this velocity
and cornering radius within the closed-loop simulation. The results are shown in Figure 6.5.
In this figure, green denotes the region in which the manoeuvre is performed within the set
bounds and red denotes the region in which the manoeuvre is unsuccessful. The simulation
is not performed for the grey region, as these radii cause a lateral acceleration exceeding the
maximum acceleration in which the bicycle model is valid. The red patch at a velocity of
90 km/h and a cornering radius of 450 m is caused by the chosen update time step tstep, as
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(a) Estimated relative longitudinal position of the target vehicle and the corresponding ground
truth

(b) Estimated relative lateral position of the target vehicle and the corresponding ground truth

(c) GOSPA metric of the target tracking algorithm

Figure 6.3: Results of the target tracking algorithm
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(a) Position plot of the trajectory of the lead-
ing and joining vehicle and the planned tra-
jectory

(b) Position plot of the planned trajectory
of the joining vehicle divided in the update
steps for

(c) Reference yaw rate of the planned tra-
jectory of the joining vehicle divided in the
update steps for

Figure 6.4: Results of the trajectory planner in a closed-loop simulation
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Figure 6.5: Results of the trajectory planner in a closed-loop simulation for a variable velocity
and corner radius

discussed in Chapter 5. For reference, the minimum radius of a corner on the highway is 700
m in the Netherlands [82]. From Figure 6.5 it can be seen that the trajectory planner in this
closed-loop simulation is able to successfully plan a lane change at this radius. Therefore,
from these results the conclusion is drawn that the trajectory planner and the closed-loop
system are able to execute a joining manoeuvre at most realistic combinations of velocity and
cornering radius within this simulation.

6.5 Conclusions

The goal of this chapter is to assess the performance of the trajectory planner in a closed-
loop simulation. This closed-loop system consists of the target tracker and trajectory planner
which are designed in this thesis. A lateral and longitudinal controller from existing literature
are used to control the vehicle. The vehicle is modelled using the bicycle model and its sensors
are modelled with the designed sensor models.

This closed-loop system is simulated for one single variation of the velocity and curvature.
This simulation demonstrates the performance of the target tracker in this closed loop system.
This shows that after the initialisation, the target tracker selects the correct radar track at all
times. Furthermore, the results for the trajectory planner for this simulation are presented.
These results show that the closed-loop system is able to plan a trajectory to the lane of the
target vehicle, based on the results of the target tracker. Therefore, it is concluded that the
system performs as desired in this specific case.
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To assess the flexibility of the trajectory planner, the simulation is run with various velocities
and corner radii. The results from these simulations show the closed-loop system is able to
perform a successful joining manoeuvre within a certain range of velocities and corner radii.
These ranges clearly show the limits of the closed-loop system. This shows the closed-loop
system is unable to perform a successful joining manoeuvre at lower radii at higher velocities.
However, in realistic driving scenarios, these low radii at high velocities are not common.
Therefore, it is concluded that the trajectory planner is able to plan a trajectory to the lane
of the the target vehicle in a closed-loop simulation at most realistic values for the cornering
radius. These trajectories are planned without prior knowledge and are based on the solution
of the designed target tracker.
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Chapter 7

Conclusions and recommendations

The goal of this thesis is to design an automated system for the joining manoeuvre in vehicle
platoons. This system will contribute towards the development of automated vehicle platoons.
To achieve this goal, multiple sub-objectives are defined:

• Control the longitudinal motion of all vehicles involved in the joining manoeuvre.

• Track the position and movement of all vehicles involved in the joining manoeuvre.

• Plan the trajectory of the joining manoeuvre.

• Control the lateral motion of the joining vehicle during the joining manoeuvre.

The conclusions from the main objective and these sub-objectives are given in Section 7.1.
Recommendations for further research are presented in Section 7.2.

7.1 Conclusions

The literature review in Chapter 2 concludes that extensive research has already been per-
formed in the field of longitudinal and lateral control of vehicles in a vehicle platoon. There-
fore, this thesis uses controllers from existing literature in the closed-loop system. The pro-
posed CACC controller from [7] and the proposed gap opening extension from [9] are used
to control the desired inter-vehicular distance to the preceding vehicle. The proposed lateral
Stanley controller from [52] is used to control the lateral motion of the joining vehicle during
the joining manoeuvre. When implemented in the closed-loop system, the simulations in
Chapter 6 show that the controller performance is good enough to perform a joining man-
oeuvre. However, it should be noted that these simulations only consider a single-track vehicle
model. Thus, it can not be guaranteed that a similar controller performance is achieved in
an experimental setup.

The second sub-objective is the tracking of the position and movement of all vehicles involved
in the joining manoeuvre. The literature review shows various methods exist for a target
tracker. However, these methods are not directly applicable to the Twizys of the i-CAVE
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project. Therefore, this thesis proposes a target tracker which takes the sensor systems
present in this experimental set-up in mind. The target tracker is presented in Chapter 4.
The data of the INS and radar measurements are fused in a linear Kalman filter to estimate
the position, velocity, and acceleration of the surrounding vehicles. Gating and log likelihood
ratios are used to select the correct radar track. In both simulation and experimental data,
the correct radar track is selected at all times after an initialisation phase. The target tracker
provides a continuous estimate of the state of the target vehicle. Also, in simulations the
target tracker is able to maintain its performance when larger INS offsets are present, which
occurred during various experiments. Furthermore, the target tracking system is implemented
in the closed-loop system. During the simulation of this closed-loop system, the performance
of the target tracking system remained the same compared to the simulations considering
only the target tracker.

The third sub-objective is to plan the trajectory of the joining manoeuvre. This sub-objective
is the main focus of this thesis. Unlike most trajectory planners, the trajectory planner
proposed in Chapter 5 is able to dynamically adapt to changes in heading of the target vehicle.
Therefore, it is possible to plan a trajectory to the target lane on a road with an unknown
curvature. The trajectory planner is simulated with different velocities and cornering radii,
and is able to plan a feasible trajectory for all realistic combinations of these velocities and
cornering radii. The trajectory planner is also tested in a closed-loop simulation with the
target tracker and both controllers. This simulation shows that the trajectory planner is able
to use the output of the target tracker to plan a feasible trajectory. When simulated for
various velocities and cornering radii it is shown that although the valid range of velocities
and cornering radii has decreased when closing the loop. However, the trajectory planner is
still able to plan a feasible trajectory for most realistic scenarios.

The overall objective of this thesis is to combine all sub-systems into one automated closed-
loop system for the joining manoeuvre in vehicle platoons. Chapter 6 discusses the imple-
mentation of this closed-loop system. The system is tested with the simulations described in
Chapter 3. These simulations show that for a wide variety of velocities and cornering radii
a successful joining manoeuvre is executed. Thus, the concept of using a variable trajectory
planner based on the solution of the target tracking system shows promising results. However,
in this thesis this concept is only tested in a number of simulations and further research is
necessary to prove its workings in an experimental setup.

7.2 Recommendations

The research in this thesis is based on the experimental I-Cave platform. However, due to time
constraints, the closed-loop system is only tested in simulations. Although these simulations
can provide a good insight in the expected performance of the system, it is impossible to draw
any conclusions on the actual workings of the system. The assumptions made in designing
the simulation models can cause differences in performance between the simulation and the
experimental set-up. Therefore, more research can be conducted on the implementation of
the closed-loop system.

This thesis proposes the use of a linear Kalman filter for the target tracking system. However,
the coordinate transformation of the INS data to the relative frame is a non-linear transforma-
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tion. Further research can be conducted on the effect of this non-linearity on the performance
of the Kalman filter and whether a better performance can be achieved by implementing an
extended or unscented Kalman filter.

The vehicle model used in the Kalman filter is a constant acceleration model. This model
does not take the yaw rate of the host and target vehicle into account. In this thesis, it is
shown that the performance of the target tracker decreases when this yaw rate is non-zero.
More sophisticated vehicle models exist which take the yaw rate into account. However, these
models are non-linear and are not applicable to a linear Kalman filter.

The trajectory planner proposed can cause a small deviation between the target lane and
the trajectory. During this thesis this difference is considered negligible. However, further
research can be done in improving the trajectory planning to decrease these deviations, by
further projecting the path of the target vehicle more detailed. For example, by taking the
curvature of this path into account.
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