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Abstract—Dealing with uncertainty is a key component in
the control of Battery Energy Storage Systems (BESSs) on the
electricity markets. This study proposes the incorporation of
scenario sets as a forecasting component in a reinforcement
learning model to optimize a control strategy for a BESS. The
proposed model employs proximal policy optimization as its
learning algorithm. The scenario sets are created using a class-
based method with a long short-term memory neural network
as the generative component. The profitability of this method
has been evaluated on the Dutch frequency reserve restoration
market. Test results indicate that the incorporation of scenario
sets increase the performance of the model.

Index Terms—Reinforcement Learning, Scenario Generation,
BESS Control Strategy, Frequency Restoration Reserve Market

I. INTRODUCTION

Managing uncertainty in the electrical power system is
becoming a key point of interest for participants in the energy
sector. Several disruptive trends have moved this sector to
an inflection point. One of these trends is the increase in
Renewable Energy Sources (RESs) in the energy mix, making
a larger share of energy generation weather-dependent. The
intermittent nature of RESs creates uncertainty in supply,
requiring more real-time balancing of demand and supply to
ensure reliability and a high level of power quality [1]. Another
important aspect is the increase in the geographical distribu-
tion of electricity generation, in contrast to the conventional
centralized electricity grid that is currently in use. This trend
demands electricity grids capable of facilitating the distributed
generation, requiring advanced control systems at every level
of the electricity grid. It is expected that the incorporation
of Distributed Energy Systems (DESs), i.e. a combination of
generation, storage, energy control, and monitoring solutions,
is going to be part of these revisions [2]. However, these devel-
opments create more challenges for the operators of the grid as
the operating status of DESs is often unknown [3]. Considering
these trends, it can be assumed that the uncertainty in the
energy sector is going to increase, complicating the reliable
operation of the grid [4].

Deviations in frequency are one of the main concerns in
the operation of the grid and are caused by mismatches in
demand and supply [5]. The widespread application of Battery
Energy Storage Systems (BESSs), an essential component of
DESs, in the electricity grid has been proposed to decrease the
number of frequency deviations [6], [7]. This development is
largely hampered by the high capital costs and the uncertainty
in the long-term performance of BESSs [8]. Therefore, the
identification of a profitable control strategy for a BESS, is
key in accelerating the penetration of BESSs into the grid.

In the Netherlands, frequency restoration is controlled by
the utilization of a Frequency Restoration Reserve Market
(FRRM). This market is focused on trading frequency restora-
tion services. The participation of BESSs in these markets
compares favourably to conventional methods, due to the fast
discharging and negligible ramping times [9]. The FRRM
represents the mismatch between demand and supply, and
thus reflects the uncertainty within the electricity grid. As a
result, the prices on the FRRM are erratic, complicating the
identification of price trends. Developing a profitable control
strategy for the participation of a BESS in the FRRM is a
challenging problem.

II. RELATED RESEARCH

A variety of optimization methods have been investigated
to create a profitable control strategy for BESSs. Conven-
tionally, the control of the BESS was based on a set of
rules. In [10] a storage system is charged and discharged
when the State of Charge (SoC) is low and high respectively
while minimizing the degradation of the BESS. More recently,
genetic and evolutionary algorithms have been implemented
to aid in the control of BESSs. These types of algorithms
are used for their capability to find good solutions with a
relatively high computational efficiency. More information
is presented in [11]–[14]. Nowadays, most algorithms used
in the optimization of BESS control models are based on
Reinforcement Learning (RL). A variety of studies focusing on
mitigating overvoltages [15], demand response [16], and the



implementation of 5G [17], all utilize RL to control BESS
systems. The BESS control problem can be defined as a
discrete stochastic control process, allowing it to be modelled
as a Markov Decision Process (MDP) [18]. These types of
problems are often addressed with RL models. A substantial
amount of research is conducted in the optimization of BESSs
to support frequency control [19], [20]. Most of these studies
attempt to accommodate participation in multiple activities,
as shown in [21], [22], where energy arbitrage is combined
with frequency control. Most methods employing RL utilize a
Multilayer Perceptron (MLP) as the representation of the RL
agent, a framework called deep RL [18], [23]. In these cases,
the MLP, a type of feed-forward neural network, is used to
solve the high dimensional states of the MDP. Some studies
utilize a stand-alone Recurrent Neural Networks (RNNs) to
generate point forecasts that are presented to the RL in making
optimal decisions [24], [25]. In these hybrid models, an RNN
is leveraged due to their proficiency in understanding long-
term dependencies [26].

The accurate forecasting of the prices of the FRRM or
similar markets has been attempted using several methods.
In [27] the state transition probabilities of the restoration
volumes are generated. Subsequently, using historical data,
the imbalance price is inferred from these probabilities. A
simpler method was utilized in [28], where a Holt-Winters
model is applied to a real-time electricity market. This model
employs exponential smoothing based on an average, a trend,
and a cyclical variation in a time series. In the last 10
years, more and more studies have utilized Long Short-Term
Memory (LSTM) neural networks, an improved version of
an RNNs, to forecast loads, generation, and prices in the
electricity sector [29], [30]. However, these methods generate
point forecasts that are represented by a single summary
statistic, often lacking the characterization of uncertainty re-
quired for decision-making [31]. Therefore, a scenario set
is used to explicitly model the uncertainty in prices on the
electricity markets [32]. One method proposed in [33] utilizes
an LSTM based network to successfully generate scenarios for
the prices on the FRRM. This method utilized class allocation,
distribution sampling, and scenario reduction to generate sets
of scenarios that adequately represent the uncertainty within
the FRRM price.

III. OBJECTIVES AND MOTIVATION

The problem central to this work is the development of
a profitable control strategy for a BESS to participate in the
FRRM. To address this problem, this study attempts to achieve
the following objective: The optimization of a BESS control
strategy on the FRRM in terms of profit by an RL model
supported by LSTM-generated scenarios.

The motivation for this study can be derived from two
observations. First, a multitude of studies has been performed
to optimize the operation of a BESS in terms of profit in an
electricity market utilizing a form of RL. Although this aspect
is well researched, it has been mostly applied to optimize the
profit gained by the utilization of RES by acting as a buffer

to the electricity market. In these studies, RL is implemented
to cope with the uncertainty in both the intermittent power
generation of RESs and the electricity market. Relatively little
research is focused on the implementation of RL to maximize
profit with a stand-alone BESS participating in the FRRM.
In this manner, RL can be utilized to only cope with the
uncertainty on the FRRM and the operational limits of the
BESS.

Second, the incorporation of point forecasts in RL models to
increase the performance is relatively common in the academic
world. However, the implementation of scenario sets to achieve
the same goal is underexposed. In the case of extremely
uncertain and erratic time series, such as the prices on the
FRRM, scenarios provide more support in decision-making
than point forecasts. Therefore, the combination of RL and
forecast scenarios appears to be promising to increase the
performance of the control strategy of a BESS.

IV. BACKGROUND

This section covers the subjects of interest in the context
of this study. It serves as a framework for the proposed
methodology by covering the workings of the FRRM and its
participants, BESSs, and RL and RNN models.

A. System of Balancing Markets

Real-time balancing of demand and supply is required to
prevent large frequency deviations. In the Netherlands, these
are avoided by ensuring capacity to provide downward or
upward regulating electricity [34]. This process is facilitated
via the FRRM by the Dutch Transmission System Operator
(TSO), TenneT B.V.. The participants of the FRRM are
defined as Balance Responsible Parties (BRPs) and Balance
Servicing Parties (BSPs). BRPs are financially responsible
and are obliged to provide an E-programme on a daily basis,
which corresponds to their net position for the next 24 hours.
Utilizing the difference in E-programmes and the real-time
demand and supply, the TSO determines the imbalance of each
BRP. If an imbalance is observed, three types of reserves are
available to be used to solve the imbalance. More information
about the types of reserves is given in [35].

Balancing is performed by the TSO, by acting as an artificial
market participant that facilitates the sale or purchase of
electricity between BRPs and BSPs. If a BRP experiences a
deviation from their E-programme, they are required to buy
balancing power from or sell balancing power to another BSP.
The price of the transaction, the imbalance price, is unknown
upfront. Parallel to this, the BSPs can participate by placing
imbalance bids to deliver or purchase an amount of balancing
power for a certain price beforehand.

The determination of the imbalance price is based on the
price component of the bids placed by the BSP, and the trend
in balancing over a settlement period of 15 minutes. All price
and power components of the imbalance bids in a settlement
period are aggregated on an imbalance bid ladder. Based on the
total imbalance power needed throughout a settlement period,
the imbalance price for buying is the price of the highest



activated bid to buy balancing power. Similarly, the imbalance
price for selling is the price of the lowest activated bid to
sell balancing power. A complete overview of the imbalance
pricing mechanism is given in [36].

B. Battery Energy Storage System

In terms of energy storage systems, BESSs are capable of
responding fast, with relatively high reliability, and with a
relatively easy charging method. All make it well suited for
participation in the FRRM compared to pumped or thermal
storage [19], [37]. Implementation of BESSs for frequency
regulation had been achieved in island power systems over 25
years ago, but implementation in the grid has regained more
attention recently [10], [38]. A BESS can be leveraged as a
buffer within a BRP’s portfolio to limit exposure to balancing
costs, or by directly participating on the FRRM to maximize
profit. More information about the first application can be
found in [7], [18], [39], [40], but is not further investigated
in this study. Direct participation in the FRRM can both be
performed as a BSP, by placing imbalance bids in advance, or
as a BRP, by purposefully deviating from the E-programme.
The latter method is investigated in this study and works
by providing an empty E-programme for the BESS, creating
the possibility to create an artificial imbalance based on
developments on the FRRM.

Charging and discharging of a BESS system leads to battery
cell degradation, and can thus be defined as a cost from
an economic viewpoint [7], [8], [10]. The main degradation
mechanism considered in this study is the effect of depth of
discharge. This parameter is the inverse of the SoC and is
key in determining degradation cost in relation to optimal
scheduling [8].

C. Reinforcement Learning

Most novel strategies applied to solve the aforementioned
problem use RL models. Control of a BESS, combined with
the erratic nature of the FRRM, while being constrained by
time-dependent battery characteristics, can be defined as a
finite MDP. The MDP is composed of state S, action A,
transition probability distribution P , reward R, and discount
factor y (1). Each time-step the agent receives an observation
in the form state St. Subsequently an action is taken and a
policy function π(st) : P → A is determined. This function
designates the distribution over actions with respect to each
state. The transition function P (st, at, st+1) : S × A × S
represents the reinforcement component of the algorithm.

M = {S,A, P,R, y} (1)

RL algorithms are capable of directly optimizing a policy
on historical or simulated data while being more adaptable
than conventional methods [18]. As a result, a policy by an
RL algorithm can be applied in various environments without
the need for retraining. These algorithms can be defined
as having two characters: the agent and the environment.
At each time-step, the state is updated, observed by, and
possibly altered by the agent, shown in Fig. 1. The action

Fig. 1. Schematic of a Reinforcement Learning algorithm
[41]

proposed by the agent, the current, and the new state of the
environment, are used to provide the agent with a reward
for that action (2). The reward function is critical in guiding
the RL learning process and must represent the objective of
the agent. At the same time, it must provide space for both
exploration and exploitation for the agent.

rt = R(st, at, st+1) (2)

The goal of an RL algorithm is to develop an optimal policy
π∗ that maps an action to a state. The general anatomy of an
RL algorithm is composed of:

• Sample generation
• Estimation or returns
• Improvement of the policy π
• Repetition of above steps to find the optimal policy π∗

In terms of training, there are two main approaches to
the learning process of an RL agent: one approach is Q-
learning, which employs an objective function, often a Bell-
man equation, to learn an approximator Qθ(s, a) with respect
to the optimal action-value function Q∗(s, a). Optimization
is performed off-policy as the optimal policy is determined
independently of the actions taken by the agent. Another
approach is policy gradient optimization, in which a specific
representation of the policy πθ(a|s) is employed. In this
stochastic policy, the probability of an action is connected to
a given state. Optimization is performed on-policy as updates
are carried out based on data gathered while acting based
on the most recent policy. Policy gradient methods contain
a stochastic gradient ascent algorithm in combination with an
estimator of the policy gradient [42]:

ĝ = Êt

[
∇θ log πθ(at|st)Ât

]
(3)

Where the expectation Êt denotes the empirical average over
a predetermined batch size. Advantage Ât is an estimator
of the advantage at t and defined as the discounted sum
of rewards compared to a baseline, while πθ represents a
stochastic policy. Implementations of policy gradient methods
use an objective function with a gradient that is the policy
gradient estimator [42]:

LPG(θ) = Êt[log πθ(at|st)Ât] (4)

The main problem with policy gradient methods is the large,
uncontrolled policy updates, destabilizing the training process.



Fig. 2. Schematic overview of the workings of an LSTM cell
[44]

Therefore, some methods in this family perform optimization
by gradient ascent to maximize a performance objective.
The A2C and A3C policy algorithms are among them but
are not covered in this study. Other methods maximize an
approximation of the performance objective. One of the most
promising of this family is the Proximal Policy Optimization
(PPO) algorithm. PPO is a simplified and more stable version
of Trust Region Policy Optimization (TRPO), an algorithm
that focuses on limiting parameter updates that substantially
change policies. This is performed by constraining the size of
the update in policy at each iteration, restricting the exploration
of the agent within safe limits while making full use of the
available data [18], [42].

D. Long Short-Term Memory Units

RNNs are known to perform well in learning sequential
or time-varying patterns. This characteristic is the result of
the back-propagation process, where hidden states are updated
based on previous iterations (5). LSTM networks have been
developed as an improvement over RNN to cope with the
exploding gradient problem [43].

ht = σ(Wxt + Uht−1 + b) (5)

The main feature of the LSTM unit is the capability to
filter information based on usefulness. This ’forgetting’ char-
acteristic partly combats the vanishing and exploding gradients
during training. A schematic overview of the LSTM is given
in Fig. 2. The input xt and the hidden state ht−1 are used
to add or remove information from the cell state Ct−1. This
is used to generate the next cell state Ct, which is combined
with information from the input xt and the hidden state ht−1

to yield the next hidden state ht [44]. By utilizing this system
of gates, the cell can determine the information to be important
or obsolete, in the context of the learning purpose.

V. PROPOSED METHODOLOGY

This section details the proposed methodology to achieve
the objective. The methodology can be categorized into an
LSTM scenario generation component and an RL component,
denoted by the blue and red shapes respectively in Fig. 3.
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Fig. 3. Schematic overview of the proposed methodology

The objective of the to be implemented RL model is the
maximization of the cumulative reward. The LSTM scenario
generation element attempts to generate a scenario set that en-
compasses the trend of the imbalance prices. It is hypothesized
that the incorporation of scenario set ZIP

t into the RL model
improves the agent’s capability in finding the optimal long-
term control strategy. The following sections provide a more
in-depth overview of both components of the methodology.

A. Reinforcement Learning Structure

The RL model used in this methodology can be defined as
an MDP in terms of a 5-element tuple (1). The state space,
action space, and reward function of this MDP and the utilized
RL algorithm are covered in the following sections.

1) State Space: The state space is the environment used
for observation by the agent to optimize the reward. This
space is updated at each time-step t, set at 1 minute, and
contains the System Balance Information (SBI). The elements
of the SBI are shown in (7). pdev,feedt and pdev,taket are
the prices of feed and take price-setting bids respectively.
Ereg,down

t and Ereg,up
t represent the quantities of down- and

up-regulating capacity respectively. This data is presented in
the array SBIt ∈ R4×Twindow,rl

, where Twindow,rl denotes
the number of preceding time-steps of the SBI. Besides the
SBI, the imbalance price scenario set ZIP

t and the SoC soct
are also included into the state space (6). As the SBI is
obtained from the TSO with a delay of 3 minutes, the data is
presented with a lag of 3 time-steps, to force the agent to take
actions based on lagged data.

St = [SBIt, Z
IP
t , soct] (6)

SBIt = [pdev,feedt , pdev,taket , Ereg,down
t , Ereg,up

t ] (7)

2) Action Space: The actions space contains the possible
actions the agent can take at each time-step. This model uti-
lizes a continuous actions space A ∈ [−1, 1]. Action A repre-
sents a fraction of the rate of charge roc and is used to find the



transaction amount of electricity Etran
t in MWh on a 1-minute

basis. Charging and discharging are denoted by a positive and
negative action value respectively. The lower and higher SoC
limits socmin and socmax are used to define the operational
limits of the BESS. If the proposed action results in an SoC
within these limits Etran

t is calculated with (8). Etran
t is set

to 0 if the proposed action leads to an SoC outside the opera-
tional limits . The SoC is calculated using soct =

Qt

Qn
, where

Qn and Qt denote the nominal and available battery capacity
respectively. The updated available capacity Qt+1 is calculated
with (9). In (9) ηbess denotes the charging and discharging
efficiency. It is assumed that an action proposed by the agent
is always facilitated by the TSO, and thus cleared instantly.

Etran
t = At ×

roc

60
(8)

Qt+1 =

{
Qt + ηbess × Etran

t At > 0

Qt +
Etran

t

ηbess At < 0
(9)

3) Reward Function: The reward function is the incen-
tivization mechanism steering the agent towards the optimal
solution by rewarding effective actions while punishing inef-
fective actions. The reward function used in this study is based
on an auxiliary imbalance price pimb,aux. The proposed reward
derives an auxiliary price from the total cost Ct of the energy
stored in the BESS. Subsequently, the reward represents the
difference between the auxiliary price and the imbalance
price (10). Here, the imbalance prices for taking from or
feeding to the grid are denoted by pimb,take

t and pimb,feed
t

respectively. The auxiliary price is calculated using (11), with
Ct calculated using (12). Of importance is the utilization of the
imbalance price in this calculation, which is unknown upfront.
To further simulate this uncertainty, the imbalance price is not
provided in the state space. The RL agent is thus undertaking
actions without knowing the financial gains.

rfint =

{
(pimb,aux

t − pimb,take
t ) ∗ Etran

t At > 0

(pimb,feed
t − pimb,aux

t ) ∗ |Etran
t | At < 0

(10)

pimb,aux
t =

Ct

Qt
(11)

Ct+1 =

{
Ct + pimb,take

t ∗ Etran
t At > 0

Ct + pimb,aux
t ∗ Etran

t At < 0
(12)

4) Reinforcement Learning Algorithm: This study employs
a policy gradient-based algorithm, as they have a strong the-
oretical convergence compared to Q-learning algorithms [45].
Policy gradient methods have difficulty with large policy up-
dates and have poor data efficiency [42]. As an improvement,
PPO was developed to constrain the policy updates. There are
two methods this can be performed: a clipped objective or an
adaptive Kullback-Leiber penalty. The PPO algorithm utilized
in this study used the clipped objective. The objective function
of clipped PPO can be defined as [42]:

Lclip(θ) = Êt[min(rt(θ)Ât, clip(rt(θ), 1− ϵ, 1 + ϵ)Ât)] (13)

With probability ratio rt(θ) = πθ(at|st)
πθold

(at|st) and ϵ denoting
the clipping parameter. Using this objective, the algorithm
is deterred to move rt outside of boundaries set by the
clipping parameter. The PPO algorithm is built on an actor-
critic method to improve learning performance. This method
employs an actor and a critic model. The actor model rep-
resents the policy and learns the ideal actions based on the
given state. The subsequent reward is fed into the critic
model, which evaluates the action based on the current policy
and expected returns. The main parameters for PPO are the
clipping parameter and the learning rate. Important parameters
for the RL model are the discount factor γ, which determines
the importance of future rewards, while λ is the smoothing
factor to reduce variance in training. Moreover, MLPs are used
to represent both the actor and the critic net, each with a set
of layers, and each containing a number of neurons.

B. Scenario Generation

This section covers the proposed methodology for an
LSTM scenario generation model. This methodology is
largely derived from [33] without the scenario reduction
component. The method in utilized this study can be
subdivided into 3 components:

• Data Preparation
• Parameter Prediction
• Distribution Sampling

These three components produce a scenario set ZIP
t of the

imbalance prices, to be incorporated into the state St. The
following section elaborates on each of the components.

1) Data Preparation: To reduce complexity, the SBI is used
to define an approximation of the imbalance prices papp,feed

and papp,take based on the mechanics presented in [36]. This
step is required as the predicted variable needs to be added to
the input data to generate the subsequent prediction in the dis-
tribution sampling step. Scenario generation requires a trans-
formation to a classification problem, as the final output needs
to be a probability distribution to sample from. Therefore, the
approximated imbalance prices are transformed into categori-
cal data. This is performed by allocating each of the values to
a bin with bin size N bin. To decrease the total number of bins,
the values are clipped before the allocation. These first steps
are performed on both the input and target variables. The target
variables are further transformed by employing one-hot encod-
ing resulting in a tensor yt ∈Nfeatures×Nbin

. Here Nfeatures

denotes the number of features. The input data is to be pre-
sented in the form of a tensor xt ∈ RTwindow,lstm×Nfeatures

,
where Twindow,lstm denotes the number of previous time-steps
presented to the model.

2) Parameter Prediction: An LSTM network is used to pre-
dict the distribution over N bin classes for one time-step in the
future. The input tensor xt is reshaped to 1×Twindow,lstm ×
Nfeatures as the network requires 3 dimensional tensors. This
tensor is processed through the neural network, which assigns
weights to temporal dependencies. The depth of the network
is increased by stacking layers composed of a number of
LSTM neurons, making it better suited to process complex



features. The output of the final layer, the most recent hidden
state ht, is subsequently fed into a number of dense layers to
change the shape to the desired dimension Nfeatures×N bin.
To accommodate the classification of the labels a soft-max
function is utilized as the last layer of the network. This
function produces a probability distribution over all classes.

3) Distribution Sampling: The probability distribution de-
rived from the soft-max layer is used to sample one prediction
ŷt+1. This sampled prediction is added to the input sequence
xt+1 to produce a new probability distribution, from which
a new prediction ŷt+2 is sampled. Resulting in a scenario
{ŷt+1, ŷt+2, ...., ŷThorizon}, where Thorizon denotes the length
of the forecast horizon. This whole process is reiterated a
total of N cardinality times, to give a scenario set of imbalance
prices ZIP

t ∈ RNcardinality×Thorizon

.

VI. EVALUATION

To assess the proficiency and performance of the proposed
method, it is evaluated utilizing a study case. The following
sections cover the input data, the RL and LSTM model
characteristics, and the evaluation methods and metrics.

A. Input Data

Both the RL and LSTM model utilize the SBI as input
data (7). For the RL model, data from the complete month
of January in 2019 is used to train the model, resulting in a
total of 46440 time-steps. The same data is also used for the
tuning of the model. To display long-term trends in the SBI,
Twindow,rl is set at 60, resulting in a dimensionality of 4×60
for SBIt. Scaling between -1 and 1 is applied to accommodate
for the activation function in the MLPs used to represent the
actor and the critic nets in the RL model.

For scenario generation, SBI data of the complete year
of 2018 is used for training, resulting in 525600 time-steps.
The tuning data covers the year 2019. Data processing is
performed according to the method presented in Section V-B1.
First, papp,feed and papp,take are clipped between -50 e/MWh
and 200 e/MWh. The data is allocated in bins, with N bin

set at 50 bins. Subsequently, Twindow,lstm is set at 60 time-
steps, resulting in a 3D input tensor xt with a dimension
of 1× 60× 2. The target array is one-hot encoded to create
a 3D target tensor yt with the dimension of 1× 2× 50. The
input tensor is scaled between -1 and 1, to accommodate the
activation functions used in the LSTM network.

B. Reinforcement Learning Model Details

The agent algorithm implemented is the PPO algorithm.
The actor and critic are represented by MLPs. Both MLPs
consist of 4 layers, each containing 512 neurons, utilizing
the ReLU activation function. The discount factor is set at
γ = 0.97 and smoothing factor λ = 0.04. The clip parameter
is set at 0.2 and the learning rate is 5 × 10−5. Optimal
hyperparameters are determined using a grid search over the
training data. The agent is trained for a total of 80 epochs and
evaluated based on Πprofit (14) over the training data set. An
overview of the parameters used in the environment is given

TABLE I. Overview of used BESS parameters

Parameter name Symbol Value Unit

Efficiency ηbess 0.95 -
State of Charge limit socmax 0.85 -
State of Charge lower limit socmin 0.15 -
Nominal capacity Qn 0.2 MWh
Rate of Charge roc 0.1 MW
Capital cost Cbess 60000 e
Degradation coefficient 0 β0 4901 -
Degradation coefficient 1 β1 1.98 -
Degradation coefficient 2 β2 0.016 -

in Table I. The presented BESS coefficients have been derived
from [46]. The upper and lower SoC limits are conservatively
chosen to ensure the durability of the BESS. Starting value for
the available capacity Q0 is set at 0.1 MWh. The RL model
is implemented using OpenAI and ElegantRL [47], [48].

C. Scenario Generation Network Details

The LSTM network consists of; 2 LSTM layers, 1 dense
layer, concluded by a SoftMax layer to gain a probability
distribution over the 50 bins. The first 2 LSTM layers each
contain 256 LSTM cells with a tan activation function. The 3
dense layers represent the final probability distribution and
thus contain 2 × 50 cells, and both employ ReLU activation
functions. Categorical Cross-Entropy is used as the loss func-
tion. Compilation of the model is performed with the Adam
optimizer [49], with accuracy as the evaluation metric. The
model is trained for 60 epochs with a starting learning rate
of 1 × 10−4. In addition, the learning rate is halved when
a performance plateau is detected based on the accuracy of
the model on the tuning data. Optimal hyperparameters were
determined using a grid search. The model is built and trained
with the Tensorflow library [50].

D. Evaluation Components

Evaluation of the complete model is conducted by eval-
uating the performance of the RL agent over the month of
January 2020. The agent is evaluated on the metrics presented
in the following section. An agent trained with a state in
which the forecasting element ZIP

t is omitted is used as a
baseline model (RL-BASE). The evaluation consists of three
components:

• A benchmarking element to indicate the performance of
the model compared to an industry-standard benchmark.

• A comparative element to evaluate the impact of the
incorporation of the forecasting component compared to
the baseline model. The impact of cardinality and the
forecast horizon is also evaluated.

• A comparative element to evaluate the impact of an al-
tered reward function on the performance of the baseline
model.



E. Evaluation Metrics

Two metrics are used for evaluation; a market performance
and a BESS cost metric. For market performance, the daily
market profit Πprofit

t is used for evaluation:

Πprofit
t =

Tday∑
t

{
pimb,take
t ∗ Etran

t At > 0

pimb,feed
t ∗ Etran

t At < 0
(14)

The BESS cost metric is based on the relation between
the SoC and the number of life cycles N cycle of a BESS.
This relation can be defined by a curve-fitting function (15),
where β0, β1 and β2 denote coefficients utilized for curve-
fitting [8]. Utilizing this relation, the daily BESS cost can
be derived with (16), in which Cbess denotes the capital
cost of the BESS. The BESS cost is only assigned when
discharging and is related to the difference between N cycle

soct+1

and N cycle
soct . This method is derived from [8]. Battery calendar

life is not considered, as it is mainly influenced by locational
circumstances, and can thus be regarded as a non-operational
factor to this study.

N cycle
soc = β0 ∗ (1− soct)

−β1 ∗ exp(β2 ∗ soct) (15)

Πbess =

Tday∑
t

0 At > 0
Cbess

Ncycle
soct+1

−Ncycle
soct

At < 0
(16)

F. Benchmarking Evaluation

A rolling intrinsic benchmark (BM-LP) is used to give an
indication of the optimal performance of a model based on
Linear Programming (LP). Only pimb,feed

t is considered, and
ηbess is omitted to reduce the complexity of the LP optimiza-
tion algorithm. The algorithm maximizes the revenue Pt over
period Tbench based on the starting battery capacity Qlp

0 and
the pimb,feed

t . The obtained action Alp
t is subsequently used to

determine Qlp
0 with (9) for the next iteration of the algorithm.

The model is constrained to the same BESS constraints as
the RL agent given in Table I. An overview of the algorithm
is given in Algorithm 1, where P is maximized (17), while
constrained by (18) with Qt+1 defined in (19). T bench is set at
60 minutes, corresponding to 4 settlement periods. Moreover,
a rule-based model is also implemented as a benchmark (BM-
RULE). Equation 20 displays the method, where action Arule

t

is determined based on the feed imbalance bid price pdev,feed

and the rolling average over 60 time-steps of the same price
σdev,feed.

Arule
t =

{
−1 pdev,feed > σdev,feed

1 pdev,feed < σdev,feed
(20)

G. Forecasting Evaluation

This part concerns the evaluation of the impact on the
performance from the inclusion of the generated scenarios on
the RL agent. Therefore, the RL agent supported by a scenario
set with Thorizon = 10 and N cardinality = 10 (RL-SG) is

Algorithm 1 Rolling intrinsic optimization over a finite hori-
zon at a single time-step

Input:
Feed imbalance price pimb,feed

t

State of Charge upper limit socmax

State of Charge lower limit socmin

Rate of Charge roc
Initial battery capacity Qlp

0

Nominal battery capacity Qn

Benchmark Horizon T bench

Output:
Profit P
Action Alp

t

Procedure:
Solve:

P = max

T bench∑
t=0

−Alp
t × roc

60
× pimb,feed

t (17)

Constrained by:

socmin <=
Qlp

t+1

Qn
<= socmax (18)

With:

Qlp
t+1 = Qlp

t + (
roc

60
×Alp

t ) (19)

End Procedure

compared to the baseline model. Moreover, RL-SG is also
compared to an RL agent supported by a more conventional
regression-based sequence forecasting method (RL-ENC).
This method employs an LSTM encoder-decoder model to
produce point forecasts for the subsequent 10 time-steps.
Apart from the encoding-decoding component, the model
employs the same number of LSTM neurons and layers. Due
to the model being regression-based, mean squared error is
used as the training metric, and the softmax layer is omitted.
The BESS cost is not considered in this comparison, as only
the forecasting component is evaluated.

raltt = rfint − rbesst (21)

rbesst =

0 At > 0
Cbess

(Ncycle
soct+1

−Ncycle
soct )

At < 0
(22)

H. Reward Function Evaluation

An RL agent is trained with an altered reward function (21),
with the degradation cost rbesst calculated using (22). The goal
of the altered reward function is the maximization of profit
while minimizing BESS cost (RL-BAT). In this evaluation the
adjusted profit metric Πadj = Πprofit +Πbess is utilized.



TABLE II. Overview of models used in the evaluation

Model name Model type Forecasting element Reward function

RL-BASE RL None Financial reward (10)
RL-SG RL Scenario set Financial reward
RL-ENC RL Point forecast Financial reward
RL-BAT RL None Altered reward (21)
BM-LP LP N/A N/A
BM-RULE Rule-based N/A N/A

RL-BASE RL-SG RL-ENC BM-RULE BM-LP
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Fig. 4. Comparison of models on daily profits in e/day

VII. TEST RESULTS

The results of both the benchmarking and the comparative
evaluations are presented in this section. An overview of the
used models is given in Table II.

A. Benchmarking Evaluation Results

A comparison of the performance of BM-LP, RL-SG, and
BM-RULE is displayed in Fig. 4. Here, a boxplot is shown of
the daily profits, where the orange triangle denotes the mean
daily profits. BM-LP outperforms RL-SG, generating 108%
more in terms of mean daily profits. BM-RULE performs
worse than RL-SG, generating 65% less in mean daily profits.
The charging profile is given in Fig. 5, where the SoC over
time of BM-LP and RL-SG are shown by the green and blue
plots respectively. A clear difference in charging profile be-
tween RL-SG and BM-LP is visible. It can be observed that the
SoC of RL-SG is consistently high. The SoC profile of BM-LP
is more balanced as the whole capacity of the BESS is utilized.

B. Forecasting Evaluation Results

The evaluation of the various models supported by a fore-
casting or trend indicating element compared to RL-BASE
is presented in this section. The performance of both RL-SG
and RL-ENC is relatively similar, and offers an improvement
of 42% and 45% respectively over RL-BASE. Fig. 4 shows
that both RL-ENC and RL-SG have more variance in daily
profits compared to RL-BASE, with RL-SG showing a longer
lower whisker. Regarding the charging profile, shown in

TABLE III. Comparison of the daily market profit, BESS
cost, and adjusted profit in mean e/day

Model name Market profit BESS cost Adjusted profit

RL-BASE 12.79 34.99 -22.20
RL-BAT 11.37 1.21 10.16

Fig. 5, a clear difference is observed between RL-SG and
RL-BASE. A predominantly low SoC is visible for RL-BASE,
with little to no overlap with RL-SG and BM-LP. Fig. 6
shows a comparison of performance for various scenario
forecast horizons and cardinalities. Fig. 6a shows the impact
of N cardinality with Thorizon = 10. The best performing car-
dinality is 20, although the difference in performance is small.
Fig. 6b shows the impact of Thorizon, while N cardinality =
10. It appears that an increase in the forecast horizon does not
yield a performance improvement.

C. Reward Function Evaluation Results

A comparison between RL-BASE and RL-BAT employing
adjusted daily profit Πadj is presented in Table III. RL-BAT
is outperforming RL-BASE in terms of mean adjusted daily
profit by a large margin. For RL-BAT, a small decrease in
daily profit is compensated by a large decrease in daily BESS
cost, resulting in a significantly higher daily adjusted profit.

VIII. DISCUSSION

A. Results Interpretation

Regarding the benchmarking evaluation, it is clear that
the BM-LP model is more capable of achieving constant
high daily market profits compared to RL-SG. This is to
be expected considering the model knows the imbalance
price for the subsequent hour. For the charging profile, a
clear contradiction between BM-LP and RL-SG is visible.
It appears that RL-SG focuses on discharging at a high
imbalance price while making sure that SoC is kept high.
This strategy ensures that a charge is available to make a
profit when the imbalance price is high. BM-LP makes use
of both high prices to discharge and low prices to charge.

In the context of the performance of the forecasting
component, it was observed that RL-SG outperformed
RL-BASE. RL-SG and RL-BASE show contradicting
charging profiles with a high and low mean SoC respectively.
This could indicate that RL-BASE focuses on low imbalance
prices to charge profitably, while RL-SG focuses on high
imbalance prices to discharge profitably. Furthermore,
lengthening the forecast horizon above 10 did not yield an
increase in the performance of RL-SG in this study. This
could be the result of the uncertainty in prediction over many
time-steps. Increasing the cardinality above 10 did appear to
yield better performance, albeit a small improvement. The
increase in performance must be considered in the light of
longer training times, a result of the higher state dimensions.

Interestingly, RL-ENC performs better than RL-SG. Still, it
must be noted that RL-SG appears to show more consistency
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horizons on mean daily profits in e/day

in achieving positive daily profits compared to the larger
variation in daily profits of RL-ENC. The dimensions of the
state space are much lower for RL-ENC, resulting in faster
and more stable training compared to RL-SG. An increase
in state space increases the complexity of the optimal policy
determination problem [51].

As for the reward function evaluation, RL-BAT showed
an improvement in adjusted daily profits. Therefore, the
inclusion of rbesst into the reward function seems to yield
the expected results and thus could improve the long-term
performance of the BESS.

B. Constraints and Limitations

The constraints and limitations cover five points of interest.
The most pertinent point is the utilized model structure, where
the output of one model is utilized as the input for another
model. The LSTM model central to the SG component of
this study is optimized to maximize the accuracy of the
forecasted imbalance price, while the RL model is optimized
to maximize the profit. This mismatch in optimization goals
leads inherently to complications in training. This problem
also impacts the robustness and reproducibility of the result.

The incorporation of the scenario set in the state increases
the state dimensions, resulting in increased training times. This
could be solved by applying a scenario reduction method,
minimizing the dimensions of the scenario set. A simple
reduction method was tested but showed inadequate results.
This method defined a scenario set as by the mean, variance,
skewness, and kurtosis of that set. A more advanced scenario
reduction method could improve the performance of scenario
sets with high cardinality.

The generation of scenarios is a computationally heavy
task. This study was unable to reduce this computational
strain, resulting in the evaluation of scenario sets with
relatively small dimensions. An increase in cardinality or
forecasting horizon could yield better results, but have not
been tested in this study. To further confirm the findings in
this study, the models must be trained and evaluated over
longer periods. Parallelization could be leveraged to increase
the efficiency in training and scenario generation.

The minimization of the BESS cost proves difficult with
the intrinsic rolling benchmark method, due to the non-
linear nature of (15). This could be solved by linearization
of this function but has not been attempted in this study.
Therefore, BM-LP was not considered in the reward function
evaluation. Furthermore, Algorithm 1 considered only one of
the imbalance prices. For the evaluation period, pimb,feed

t and
pimb,take
t are the same in 91% of the cases. Therefore, the

benchmark could perform better if both prices are considered.
Hyperparameter tuning was performed on the RL-SG model

but was not repeated when the cardinality or the time horizon
was altered. This could explain the unstable training process
over long periods when the state space was significantly
increased. The performance of RL-BASE could also be further
optimized as it also has been evaluated using these hyperpa-
rameters. Hyperparameter tuning was not repeated between
models to keep the differences between the compared models
as small as possible.

C. Recommendations

Future studies could consider creating an RL model in
which the actor and critic nets are represented by LSTM net-
works. The scenario set is sequential in nature and therefore,
the LSTM network could improve the agent’s understanding
of the presented scenario set.



A clear advantage of the RL-ENC model is the possibility
to incorporate external features as the input for the LSTM
encoder model, possibly improving its performance. Scenario
generation requires the same features for both input and
output data, as the predicted parameters are used to generate
a prediction for the subsequent time-step. Therefore, more
experiments with the RL-ENC model should be performed
to explore its potential.

The RL model could be expanded to accommodate RESs.
The intermittent power generation of RES is similar in nature
to the FRRM regarding uncertainty. The inclusion of scenario
sets of RES power generation could improve the performance
of the expanded RL model. Nevertheless, more tests must be
conducted with an expanded RL model to prove the possible
advantages of this concept.

Further improvements in the BESS degradation model could
be made by incorporating the minimization of charging cycles
into the reward function. Furthermore, a dynamic rate of
charge based on the SoC could be implemented to describe
charging mechanics more accurately.

IX. CONCLUSION

This study proposed a methodology to incorporate scenario
sets in a Reinforcement Learning (RL) model to optimize a
Battery Energy Storage System (BESS) control strategy on
the frequency reserve restoration market. A class-driven sce-
nario generation method based on Long Short-Term Memory
(LSTM) networks is implemented to aid in identifying tempo-
ral dependencies. The results indicate that the incorporation of
scenario sets improves the performance of the RL in terms of
daily profits. Increases in the forecast horizon and cardinality
of the scenario sets do not appear to yield a significant
performance improvement. More tests with longer evaluation
periods need to be performed to confirm these findings. The
results from the implementation of a BESS degradation cost
in the reward function appear to show that profit can be kept
at a similar level while reducing battery degradation.

In the context of future research, one interesting direction
of inquiry would be the application of scenario reduction to
decrease the dimensions of the scenario set. This would reduce
the state dimensions of the RL model, reducing training times
while increasing stability in training.
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