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Abstract

Natural Heat Column
A numerical study for optimizing cool thermal energy storage using groundwater as phase change material
Author E. Coppens

Tutoring dr.ir. M.F.M. Speetjens — Eindhoven University of Technology
ir. J.E.M. van Herpt — Solevo
Publication December 2018, Eindhoven

In the next decades, there will be two major challenges to overcome in the field of energy technology.
The first challenge is limiting the use of fossil fuels which are running out. The second challenge is
to reduce the high emission levels of carbon dioxide which is one of the major greenhouse gasses. To
prevent climate change, the Ministry of Economic Affairs has published the energy agenda. This agenda
presents plans for the energy transition in the Netherlands until the year 2050. One of the important
pillars of this transition is the large reduction of natural gas usage. In the near future, new houses will
not have a connection to the natural gas network. One of the most suitable sustainable energy sources
to accomplish this is the natural heat column. This thesis will give an answer to: What is the optimal
configuration of a natural heat column and how can this be analyzed with CFD?

The natural heat column is a ground source heat pump system which cools the groundwater below
freeze point. Because melting ice takes as much energy as heating water from 0°C to 80°C, the specific
energy is high. Therefore, a significant ground area can be saved in the built environment.

The advantage of the natural heat column is that it requires less ground volume in compare to a
traditional sensible heat pump system. The disadvantage is that it uses more electrical power to drive
the heat pump compressor compared to the sensible heat pump. Research shows that the advantages
are significantly higher than the disadvantage. Finally, it is stated that the groundwater flow is equal to
zero. By assuming this, the number of calculations is reduced significantly.

The natural heat column is with Comsol Multiphysics analyzed for water and soil surroundings. Due
to the good insulating effect of frozen ground, almost no heat is being transferred to the soil. For all
interfaces, the heat flux is halved within the first seven minutes of the simulation. Due to this, the glycol
return temperature is 90% of its initial temperature within one day. After this, almost no heat was
transferred. Here, it can be concluded that the natural heat column is not suitable for seasonal storage.

When shifting the scope of the research to daily storage with active regeneration. The glycol return
temperature is strongly dependent on the inlet conditions. The morning peak generates between 0.22m3
and 0.35m3 of ice, in the evening this is between 0.19m? and 0.35m>. When the ice, during the afternoon,
is melted by solar collectors, the optimal area of the collectors is 17m?. Of this area is 15.76m? is needed
to warm the house when the natural heat column is regenerating. Furthermore, research shows that a
length of six meters is sufficient for daily storage. Finally, the minimum distance for placing two columns
on top of each other is four meters. The minimum distance for placing two columns next to each other
is five meters. Here, the required ground circumference is far less compared to an average house in the
Netherlands. In general, the results for daily storage are acceptable and the configuration is technically
feasible.

Finally, with an investment cost of €30 000 and a total interest rate of 11.53%, the return on
investment is larger than 100 years. When the return on investment is 100 years, the internal rate of
return would be 1.63% per year. When only inflation is taken into account, the return on investment is
83 years. If there is no interest rate taken into account the payback period is 49 years. When considering
the risks over the years, these return on investments can be considered high.

Based on this data, it is concluded that the concept of the natural heat column has a high potential.
However, seasonal storage is not feasible. The technical results for daily storage are acceptable. To
succeed in this project, the natural heat column has to be subsidized and executed by a non-governmental
organization, which does not want to make a profit, but only compensates for the inflation.
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Chapter 1

Introduction

1.1 Overview sustainable energy sources

In the next decades, there will be two major challenges to overcome in the field of energy technology.
The first challenge is limiting the use of fossil fuels which are running out. The second challenge is
to reduce the high emission levels of carbon dioxide which is one of the major greenhouse gasses. To
prevent climate change, 195 countries have signed the Paris Agreement in December 2015. In which
governments agreed that the increase in the global average temperature should stay below 2°C [1]. To
execute this plan in the Netherlands, the Ministry of Economic Affairs has published the energy agenda
[2]. This agenda presents plans for the energy transition in the Netherlands until the year 2050. One of
the important pillars of this transition is the large reduction of natural gas usage. In the near future,
new houses will not have a connection to the natural gas network. Furthermore, local governments are
investigating the possibilities to modify households to zero natural gas households. The expected CO2
reduction of this measure is represented in Figure 1.1 [2]. In this first chapter, different sustainable
energy sources will be discussed, to see if they are suitable to accomplish the plans in the energy agenda.
Here will be concluded that the natural heat column has the highest potential, however, more research
to this has to be done. In Section 1.2 the problem definition to this research will be elaborated.

1.1.1 Photovoltaic cells

A sustainable alternative for natural gas is solar energy. Solar energy is easy to adapt in the built envi-
ronment and it is not causing global warming. However, the downside of this is that silicon photovoltaic
(PV) cells have a maximum efficiency of 31%. The rest of the energy is lost due to fundamental recom-
bination (13%) and spectral mismatch (56%) [3]. Because of its low efficiency, a better alternative is
to use thermal solar collectors. For a black absorber, the theoretical efficiency is 100%. In reality, the
efficiency is around 40% for hot tap water and up to 70% for low heat purposes (e.g. heat pumps) [4].
The different costs, efficiency and payback period of the PV cells are shown in Table 1.1 [4]. Due to its
low efficiency, PV cells alone are not the ideal solution to reach the Paris Agreement.

1.1.2 Underground thermal energy storage

The energy agenda states that the Dutch government is committed to strongly decrease the heat de-
mand of households by requiring houses to have a minimum energy label. Furthermore, the Dutch
government is obligated to subsidize energy-saving measures [2]. A second sustainable alternative which
could contribute to reach the challenges stated in the energy agenda is underground thermal energy

Table 1.1: Development of important characteristic data for PV cells in the Dutch climate

1980 2007 2015 2030 Long term

Costs complete system in €/W,, (excl. tax) >30 5 2.5 1 0.5
Production costs electricity in €/kWh (2007) >3 050 0.25 0.10 0.05
Typical efficiency commercial module <8% 15% 20% 25% 40%
Energy payback time in year (complete system) >10 3 1.5 <1 <0.5




Low-temperature heat

50
a5

a0

35

30

25 -~

20 s
15 ]
10 N

5 -
0 5
1990 2000 2010 2020 2030 2040 2050

Mton

== 2(0% CO; reduction with continuation of current policy
80% CO; reduction with gradual path
% 95% CO; reduction

Figure 1.1: Transition of CO2 reduction

Potential hot storage M Potential cold storage
by a closed system

by a closed system .
in G)/ha.year “ e |in G)/ha.year

p ) 'y A . wr o
* i s . ) = o no data
S om no data ” o 350
‘‘‘‘‘‘‘ - 11320-380

0-1200

171200 - 1400 B 250 - 420
W 1400 - 1550 Pex B 420 - 440
2 M 1550 - 1700 “
Piazt 3 W 440 - 480
(a) Hot system (b) Cold system

Figure 1.2: Potential annual storage by a closed system in GJ/ha

storage (UTES). Here, houses in the Netherlands can be cooled in the summer months and heated in
the winter months by a small heat pump. This in contrast with an electrical system where only heating
is possible. Figure 1.2 shows the potential of seasonal storage in the Netherlands is high, especially the
west [5]. A large disadvantage of UTES is the depth of the system. There it can be considered that the
minimum depth of such system is fifty meters. Here, the following threats could happen [6]:

e Short circuit of water layers
e Temperature changes in soil
e Groundwater height changes
e Soil fouling with chemicals

Although UTES systems have a high potential to reach the challenges in the energy agenda, however,
due to the threats, this system has significant uncertainties.
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1.1.3 Ice storage

Although modern houses are well insulated nowadays, the space in a typical Dutch house for generating
its own sustainable energy is limited. A solution to this problem is to store energy in ice. Due to the
high latent heat capacity of ice, a large amount of heat in a small temperature range: the latent heat of
ice is equal to the energy of heating water from 0°C to 80°C. Furthermore, the thermal conductivity of
ice is relatively high compared to other inorganic phase change materials (PCM). In general, the use of
PCM is extremely suitable for seasonal storage. In a simple example, as will be mentioned in Chapter 5,
is assumed that ice in the winter is used to heat a building (from 5°C to 20°C). With the use of the
heat pump, heat is extracted from the system and the water will freeze. During the summer months,
the ice is used to cool the building (from 30°C to 20°C). In a balanced system, the ice will melt in the
summer as much as it grows during the winter months. As mentioned before, ice PCM is very compact,
therefore the disadvantages of the deep boreholes are not necessary here.

A practical example of seasonal ice storage is the ice storage system of Viessmann B.V. This system uses
two 20 kW ice reservoirs of 2.5 meter in diameter and 3.56 meter in height. A visual representation of
the reservoirs can be found in Figure 1.3 a. As seen in Figure 1.3 b, the system can be connected to a
thermal solar collector. Besides generating extra heat, it can regenerate the ice when the system is not
demanding energy, as will be discussed later on in Chapter 5. This total system could replace 120 liters
of oil and the different components are well coordinated by a smart controlled system [7].

Although the ice storage system of Viessmann is a new concept cool thermal energy storage (CTES)
plays a significant role in demand-side managing for many years. There are three main classifications for
CTES: sensible (chilled water storage), latent (ice storage) and thermal chemical (eutectic salt storage).
The main disadvantage of chilled water storage is that it needs a large storage tank to meet the demand.
The advantage of this is that, due to stratification, water with different temperatures can be extracted.
In general, chilled water systems are used for seasonal storage. Ice storage systems have a significantly
smaller storage tank. By using the latent heat, water is transferred to ice. In most cases, this is done by
feeding the storage tank with a glycol or brine solution, typically 3°C to 5°C below zero [8]. Although
research has shown that an ice storage air conditioning could save 55% of the electricity costs [9], the
majority of these systems do not reach this amount of savings due to improper design. Oversized and
undersized chillers, as well as a poor choice of the storage tank, are the main results of high costs.
Therefore, designing an ice reservoir air conditioning system should be done with care [10]. Another
advantage of ice reservoir air conditioning is that it plays an important role in demand-side managing.
Ice storing not only saves significant operational costs, it also maintains the balance in the national
electricity grid [11]. Eutectic salt storage systems have the advantage that the energy density is five
times higher compared to latent storage and even ten times higher energy density compared to latent
storage [12]. However, these systems are too expensive to adapt in practice.
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1.1.4 Natural heat column

The big advantage of the ice storage system is that it is a simple proven technique which can save a
significant amount of money. The disadvantage is the volume: the reservoir is partly built above the
ground (which requires a significant amount of space) and partly underground (which results in a cost
barrier for digging). To avoid this disadvantage, Solevo has developed the natural heat column. The
natural heat column is a hollow cylinder which transfers its heat through the wall to the groundwater (see
Figure 1.4 a). As a result, the installation costs of digging and required area are significantly reduced.
On top of the natural heat column, a heat pump is placed, which is located below ground level in the
garden. This is graphically shown in Figure 1.4 b. A natural heat column has a typical length of three
meters and is with a price of €30 000 sufficient enough to realize a net natural gas energy household [13].
Although this technique seems promising, further analysis is necessary to verify the natural heat column
technically. This will be done in this thesis. In Appendix B is a cause-consequence analysis executed for
this problem definition.

Although the natural heat column is a new concept, other ground source heat pump systems (GSHPS)
are becoming more popular for the heating and cooling of buildings. A typical GSHPS is represented in
Figure 1.5, which shows a U-shaped borehole freezing the groundwater [14]. When GSHPSs are used to
freeze the ground, as in the case of the natural heat column, complex effects will occur. The downside
of freezing the ground is that the soil will expand and could cause damage to the system. Furthermore,
freezing groundwater has numerous hydrogeological and biological effects. Predicting the freezing and
melting of the water process in the pores in interaction with the groundwater is, however, a difficult
process, and the mathematical models need to be of a high standard to calculate this [15].

The first mathematical model was developed in 1988 by Lunardini [16]. In this model is suggested to
split the frozen soil problem into three regions and solve each region one dimensional. In the first region
the soil contains water and ice and there is no phase change. In the second region the soil contains water
and ice, however, there is a phase change. Finally, there is the thawed zone. Although there are no
analytical solutions for this problem, Lunardini developed a model to solve this problem numerically.

Afterwards, this model is improved along others. For example, in 2007 McKenzie used the three-
dimensional program SUTRA-ICE [17], which is developed by the United States Geological Survey,
to evaluate the temperature in a large peat bog [15]. Although SUTRA-ICE provided accurate results,
which were validated against other data, it seems that the model applied numerous simplifications and
is therefore not suitable for complex systems.
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In 2007 the computer program FEFLOW (Finite Element subsurface FLOW system) became available
[18]. FEFLOW is a program for simulating groundwater flow, mass transfer and heat transfer in a
porous media. The program uses finite element analysis to solve the equations for different scenarios.
The program is in development since 1979 by the institute for water resources planning and systems
research Inc. of Berlin. FEFLOW is used by many researchers and its results are considered accurate.

When operating below freezing point, the GSHPS can be compressed by freezing soil. This pipe defor-
mation will not only shorten the service life of the system but also influence the system efficiency and
safety. One of the first investigations of the damage done to the ground in combination with GSHPS was
done by Wang in 2013 [19]. Wang performed experiments and concluded that when using a U-shaped
borehole pipe, the soil will freeze asymmetrically. This will lead to a decrease in the lifetime for the
GSHPS. Furthermore, Wang concluded that in a ground layer with a finer material the freezing process
will be faster than in a ground layer with a courser material.

In 2013, using these experiments, Yang developed a one-dimensional mathematical model with phase
change to simulate the heat transferred in the soil around the boreholes [20]. The method which was
used is called the backward calculating time step method. This resulted in the same conclusions as Wang
has found.

In 2016 Zheng used the scientific open-source software OpenGeosys [21] to investigate the heat pump
efficiency in relation to the outlet temperature when groundwater and the surrounding soil is frozen [22].
This was done by comparing two boreholes with different lengths for a single household in the northern
part of Europe. The simulation revealed that a longer borehole resulted in a higher heat pump efficiency.
However, this does not always lead to better financial performances. For this investigation, the optimal
financial diameter was 86 meters, although this is very location dependent.

Lastly, an important side effect of the GSHPS are the high initial costs. In order to not overestimate
the borehole diameter, pipe size, and configuration, the soil thermal conductivity, and borehole thermal
resistance need to be determined carefully. When there is a 10% error in the soil thermal conductiv-
ity, calculations show a 4.5% to 5.8% error in the design of the system [23]. These thermal properties
are measured with a thermal response test (TRT) (see Figure 1.6) [24]. In this test, a borehole heat
exchanger is inserted and heating fluid is circulated through a heat exchanger.
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1.2 Problem definition

The main question of this thesis will be: What is the optimal configuration of a natural heat column in
different types of ground and how can this be analyzed with Computational Fluid Dynamics (CFD)?

For this main question, the following subquestions are defined:

1.

- W

5.
6.

Which type of household needs to be simulated?
What is the structure of the ground and what type of effect has this on the natural heat column?

How does a thermal solar collector effect the system?

. What is the minimum required space of the natural heat column?

What is the effect of multiple sources on top of each other?

What is the return on investment of the natural heat column?

After this introduction, the problem definition and its configuration will be elaborated in Chapter 2. In
Chapter 3 will the methodology be discussed and in Chapter 4 the numerical methods. The results of
the different analyses, as described in the subquestions are evaluated and discussed in Chapter 5 until 8.
In Chapter 9 the different analyses are economically evaluated by a business case. Finally, the conclusion
can be found in Chapter 10. As requested by the TU/e, the scientific code of conduct is added to this
thesis and it can be found in Appendix A.



Chapter 2

Problem configuration

This chapter will elaborate on Section 1.2 and will define the problem definition more specific. To do this
the domestic data of the Netherlands will be analyzed first. When the house data, types of ground and
energy consumption are known, a definition can be made of the simulation parameters. In the second
part of this chapter, the proper geometry for simulating will be defined. This simulation will be close to
reality, but still, have an acceptable computational time for solving.

2.1 Domestic data

To decide what the initial parameters of the simulation are, the domestic data of the Netherlands is
investigated. Figure 2.1[25] shows that most people in the Netherlands live in a terraced house, which
is built in the second part of the 20th century and is owned by its occupants. The average Dutch house
has four to five rooms, and the usable area of the house is between fifty and a hundred square meters
(incl. garden). An average terrace house consumes 1500m?3 natural gas on annual basis, which cost €100
a month[26]. Based on the average of four to five rooms per house, it can be assumed that the household
consists of four occupants. This will result in an average electricity usage of 4155kWh on annual basis,
which will cost around €67 a month [26].

When investigating the soils in the Netherlands, there are four main categories: bog ground, sand ground,
clay ground, and loam ground (see Figure 2.2). Because these types of ground are mixtures, only the
substances of types of ground are simulated, namely: sand, clay, silt, and gravel. The physical properties
of these types of ground can be found in Table 2.1, note that the thermal diffusivity is equal to o = %
[27] [28]. Finally, it is assumed that on annually base, the natural heat column is used to cool the house

for six months and heat the house the other six months. This will be done for eight hours per day.

Table 2.1: Physical properties of the soil

Gravel  Sand Silt Clay

Density (kg/m?) 1950 1950 1500 1500
Thermal conductivity (W/mK) 2.0 2.0 1.5 1.5
Specific heat (J/kgK) 1045 1045 2085 2085
Thermal diffusivity (m?/s) 9.81e-7 9.81e-7 4.80e-7 4.80e-7
Porosity (%) 32.5 37.5 42.5 55.0
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Figure 2.3: Original design of the natural heat column

2.2 Geometric data

When performing a CFD-analysis, it is important to choose an optimal geometry. This geometry must
have an acceptable computational time for solving the analysis, while still it must be close to reality.
The original geometry, as proposed by creator of the natural heat column, is shown in Figure 2.3. This
geometry has to be translated to a geometry which is suitable for CFD-analysis. For example, the
rotated channels inside the annulus, as shown in Figure 2.3 a, are an important part of the natural heat
column. However, due to its complex geometry, this would give a large computational time. Therefore,
the trade-off is made to simulate this channels as straight tubes.

This study initially decided to start with a three-dimensional geometry, where the connection pipes are
placed in a so-called tube-in-tube configuration (see Figure 2.4). Here, the glycol enters the system by the
25mm diameter outer tube and flows into the cylinder through a distribution plate, which is placed ten
meters below the surface on top of the cylinder. The cylinder itself is the main component of the natural
heat column. Here, the glycol give its cold energy, through a 0.5mm thick wall, to the surroundings.
The cylinder has the geometric shape of an annulus, with an outer radius of 0.26m and an inner radius
of 0.255m. At the bottom of three meters long cylinder, a collection plate sends the glycol back, along
the inner tube, outside the system.



Inner tube Outer tube
Distribution
plate
Collection .
plate Cylinder

Figure 2.4: Schematic representation of the different components of the natural heat column

(a) 3D (b) 2D (c) 2D axis symmetric

Figure 2.5: Overview of different dimensions geometry

When the geometry of Figure 2.4 would be solved with CFD-analysis. A possible solution can be found
in Figure 2.5 a. Here, the glycol enters the outer tube as a Poiseuille flow. The flow is zero at the walls
and in the middle of the tubes at its maximum. When the flow enters the cylinder, it starts giving
its cold energy from the glycol interface, trough the wall, to the soil interface. This soil interface will
freeze. In Figure 2.5 the white colored area represents frozen soil and the red area represent soil which
is still containing groundwater. Because the geometry is for all rotation angles the same, there can be
assumed that the simulation only variates in the » and z dimension. To save a significant amount of
computational time, the geometry is modified from three-dimensional to two-dimensional, as shown in
Figure 2.5 b. To reduce the computational time further, an axis-symmetrical line is added through the
middle of the geometry. Here, the parameters left of the line are equal to the values right of this line.
This final geometry is represented in Figure 2.5 c.

To investigate the geometry in more detail (see left side of Figure 2.6), the diameter of the connection
pipes and the cylinder diameter where varied. Table 2.2 shows that simulating the natural heat column
for one hour a large amount of computational time is needed. In this table case 1 represent pipes with a
large diameter and case 10 represents the original pipes, with a small diameter. Although this geometry
is close to reality, the computational time is far too large and needs to be reduced. The exact physics
and data of this analysis will be elaborated later-on in this thesis.
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Figure 2.6: Overview of different analysis geometry

Table 2.2: Computational time in seconds of different geometries for simulating one hour

Case Geometry 1  Geometry 2 Geometry 3

01 471 133 35
02 o1 584 1120 87
03 227 o6
04 522 45
05 1477 45
06 3249 o1
07 6115 66
08 177 189 146
09 259
10 2021

To realize this, the height of the cylinder is decreased from three meters to one meter, as it can be seen in
the middle of Figure 2.6. From Table 2.2 it can be concluded that for the cases with a large pipe diameter,
the computational time is acceptable. However, when simulating the natural heat column for one hour
with a geometry close to the reality the computational time almost equals fifty hours. Therefore, this
geometry is not suitable for simulating as well.

The third geometry, located at the right side of Figure 2.6, is reduced to only the cylinder itself. Although
this geometry is a very simplified version of the original model, the computational times in Table 2.2
show acceptable values for all cases. Despite this geometry is far from the original natural heat column,
the heat is mostly transferred by the cylinder itself and the ice will only form at this place. With this
conclusion and the acceptable computational times, the third geometry of Figure 2.6 is the geometry
which is going to be investigated for the simulation.

The next chapter will define the physics that is applied to this geometry.
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Chapter 3

Methodology

In the previous chapter, the problem configuration is explained. In this chapter, the methodology will
be explained to solve the problem configuration. In the first three sections, the governing equations
of mass, momentum en energy equations will be elaborated. Each of these equations will be solved
to its dimensionless form and the equations will be rewritten for a porous medium. Making equations
dimensionless is extremely helpful in analyzing a thermodynamic problem. When grouping variables into
smaller numbers of dimensionless parameters, the analyzing work is considerably reduced [29]. When
the governing equations are elaborated, the initial and boundary conditions, which make the problem
specific for solving, will be discussed. Finally, the physical properties of the different materials which are
used will be elaborated.

During this methodology there are two questions which will be answered during this thesis:
e What will be the refrigerant return temperature as a function over time?

e What will be the ice layer thickness after a period of a hundred days?

3.1 Conservation of mass

The first fundamental law of fluid mechanics is the conservation of mass. Simply saying, the conservation
of mass is [29]:

rate of mass rate of mass rate of

efflux from | flow into + accumulation —0 (3.1)
control control of mass within ’
volume volume control volume

This can be rewritten in the integral equation for the conservation of mass, which is defined as:

& =

When differentiating the conservation of mass, the equation becomes:

Ip
V- pi+ -2 =0 3.3
P+ 5 (3.3)
Furthermore, it is assumed that the fluid is incompressible, so:
V-9=0 (3-4)

This equation is known as the so-called continuity equation (First derived by Leonhard Euler (1707 —
1783)). When substituting o* = ¥/vs and V* = LV the conservation of mass can be rewritten in its

dimensionless form, which is:
V*- =0 (3.5)
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3.2 Conservation of momentum

The second fundamental law of fluid mechanics is the conservation of momentum. Again, this law can
simply be defined as [29]:

rate of

sum of rate of rate of .
. accumulation

forces acting momentum momentum
= . of momentum (3.6)
on control out of control into control 1.
within control
volume volume volume

volume

The deriving this equation further, the integral equation for the conservation of momentum is defined

h Y F= %///pﬁd‘/—f—//pﬁ(ﬂ'-ﬁ)dfl (3.7)

When differentiating the conservation of momentum, the equation becomes:

—

v

"ot

This is the so-called Navier-Stokes equation (named after Claude-Louis Navier (1785 — 1836) and George
Gabriel Stokes (1819 — 1903)).

+ p¥ - VT = uV>3*5 — Vp (3.8)

3.2.1 Dimensionless form

When substituting o = 7/vu0, t* = tve /L, V* = LV and V?* = L2V2. The dimensionless form of the
Navier-Stokes equation is:

a —% K\ >k ,LL 2% % v*p
(8t* + 0" VT = 7vaoov v — e (3.9)

Introducing Reynolds number, which in this research has a typical value of 10°:

_ Inertial force  Lveep O(=3)-O(—1)-O(3)

Re =
™ Viscous force L O(-6)

~ O(5) (3.10)
Where L is the diameter of the column, and v, the glycol inlet velocity.
Furthermore introducing Eulers number, which in this research has a typical value of 10°:

_ Pressure force  p 0(5)
 Inertial force  pv2,  O(3)-20(-1)

~ O(5) (3.11)

Where p is the inlet pressure. The final form of the dimensionless Navier-Stokes equation becomes:

7]
((’%*

+ VI = évz*ﬁ* — V*Eu (3.12)

3.2.2 Porous medium

The momentum balance can be rewritten for a linearized porous medium. For the liquid the equation
this is:

—

ow
VP = —oVp+ Fs + Fy (3.13)

In 1956, Biot assumed that the volume forces for the liquid are zero and the surface forces are equal to

[30]:

O(v — W)
ot

Where, v is the velocity of the solid particles and @ the velocity of the liquid particles. Furthermore:

F,=b(#—d)+a (3.14)

2

i
b= 1
- (3.15)
And
a=pplas —1) (3.16)
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Soil interface (83% of total analysis):
+ Conservationof energy

Glycol interface (17% of total analysis):
* Conservation of mass

¢ Conservation of momentum

* Conservation of energy

Figure 3.1: Schematic overview of interfaces

The equation becomes:

—

(7 — @)

ot

O we?
vty = —PVP+ —— (T — W) + pp(ase — 1)

. (3.17)

Furthermore, it is assumed that the total system is stationary % = 0 and that there is a rigid porous
medium (the solid particles cannot change form shape (¥ = 0)), therefore:

0=—pvp— 225 (3.18)
ko
When knowing that a flux has a form of:
q=uw (3.19)
The final equation becomes:
k

This is the so-called Darcy equation, which is used to determine the groundwater fluid mechanics for a
steady state, saturated porous medium [31]. The Darcy equation is firstly experimentally determined by
Henry Darcy (1803 — 1858).

When the assumption is made that the main driver for the pressure difference is the capillary pressure,

the Darcy equation becomes:

ko 2 2k

= 0 2V _ ZRoymr (3.21)
WAL r Vi

The surface tension for water is 75.64- 1073 N/m [32] and the viscosity is 1-1073Pa-s. The permeability
for very open gravel ground has a maximum value of 10~"m? [28]. Furthermore, when assuming that
the pore radius is one millimeter and the volume of the ice is approximately three hundred cubic meters
(see later-on in Chapter 5), the groundwater velocity is 1.58 - 10719 /s = 0.014mm/day. Therefore, it
is concluded that, in the rest of this thesis, the velocity of the groundwater in the soil is 0m/s.

This assumption not only implies that there is no movement in groundwater, but it also results in a
huge saving of computational time. For the porous medium, which contains significantly more nodes
compared to the glycol area, only the energy equation has to be calculated. Which means the number
of calculations is significantly decreased. This is schematic represented in Figure 3.1
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3.3 Conservation of energy

The third and last governing equation is the conservation of energy. This is simply defined as [29]:

rate of addition rate of work done rate of energy
of heat to control ) out of control

— ¢ by control volume
volume from . . volume due to
on its surroundings

its surroundings fluid flow (3.22)
rate of energy into rate of accumulation
— ¢ control volume due p + of energy within
to fluid flow control volume

In the mathematical form, the integral equation for the conservation of energy is defined as:

000 [ [

In differential form this is:

oT ooy, OT ooy,
— — v-VT +pH
pcpat Tt 7T ot +pepy tr I o1

Where «,, represents the phase transition between phase one and phase two and is defined as:

7-VT =V -kVT (3.24)

1 (1 B e)pice - Gp'water

- 3.25
2 epwater + (1 - e)pice ( )

Qm =

Where:
™M — Mice

0= (3.26)

Muwater — Mice

3.3.1 Dimensionless form

If: 0 = 0/v0o, t* = tve/L, V* = LV, H} = T /Hf and T* = T::oiT%o' The dimensionless equation
becomes:

ooy, , O k
8H]’t(3t*+v V) \Y

)
LT VO

(5= VT (3.27)

PCpUsc L
Introducing Prandtl number, which in this research has a typical value of 10~2:

Pr— Momentum diffusivity — pc,  O(=6) - O(3)
~ Thermal diffusivity & o(-1)

~ O(~2) (3.28)

The dimensionless conservation of energy equation is:

0 Oay, , 0 1 x

=% . * T* =% . * T* — * . *T 2
(at*JrU V) +8H}(8t*+v V") \Y% RePrV (3.29)
Which is sometimes written as:
0 da 0 1
o *T* m ol *T*: * *T* .
(7815* + 0 - V)T + 8H;(8t* + 7" VY) \Y, PeV (3.30)
With the Péclet number, which has a typical value of 103:
Advective transport rate PCpUso L
Pe = =Re - Pr="22"10(5)-0(-2)~0(3 3.31
c Diffusive transport rate ¢ k (5) (=2) (3) ( )

This dimensionless form of the energy equation is valid in the general analysis. However, in the previous
section is elaborated that the velocity in the soil interface is zero. Here, the reduced, dimensionless
energy equation is:

d 0 Oty , O 0 1
(8t*+z?“'V) +8H;;(at*+’?/v) V5oV (3.32)
T day, OT* ., 1 _, .
o + BH} o =V PeV T (3.33)
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3.3.2 Porous medium

As mentioned before, the energy equation for a porous medium is:

Oay,

0
9
p(cp+HfW)(§+ZJ£~V)T:V-kVT (3.34)

When splitting this for a solid part and a fluid part and assume a porous rigid (7 = 0), the energy
equations for a porous medium are [33]:

T
(1= P)patps ot = V- (1= @Ik, VT (3.35)
And: 5 o7
o, o
ppos(epr + Hy—m) 5 =V - 0ky VT (3.36)

For the fluid energy equation the physical properties will be modified for the phase change, so:

P = epwater + (1 - e)pice (337)

1
Cp = ;(epwatercpwatm‘ + (1 - e)picecpice) (338)
k= ekwater + (1 - G)kice (339)

3.4 Initial and boundary conditions

In the previous sections, the governing equations are discussed. These equations are valid for each
heat and flow problem. Only when there are specific initial and boundary conditions applied to these
governing equations, the problem can be solved for the natural heat column.

In Subsection 3.2.2 is stated that the groundwater flow inside the soil is equal to zero. Therefore, only the
energy equation has to be solved for the soil. However, the conservation of mass and momentum needs to
be solved for the glycol inside the cylinder. To avoid solving the mass and momentum equation for the soil
interface, both interfaces are completely decoupled and it can be seen as two different simulations. The
glycol interface inside the cylinder and the porous medium interface outside the cylinder are connected
through the polypropylene wall. In the simulation, this wall is a numerical boundary condition of an
ultra-thin wall with a finite thickness. Therefore, the wall can be approached to the linear correlation:

dT ,-Tinsi e Tou side
q=—h7 = —kuan dd p Lsid (3.40)

Here Tyyuiside is an external temperature, taken from outside the cylinder. The heat transfer problem
outside the cylinder calculates the heat flux through this wall, by:

— 7= qo (3.41)

This ¢ is already known from the first equation. Furthermore, there is assumed that the wall has is no
slip, so the velocity at the wall is equal to zero. This is schematically represented in Figure 3.2.

In the initial condition is defined that the temperature of the soil is 15°C. The temperature of the
refrigerant is at the initial condition —1.8°C', which is equal to the inlet temperature of glycol. The fluid
is initially not moving.

When the simulation starts, the glycol enters at a source well at the top of the cylinder with a velocity of
0.21m/s, this is equal to meet the demand as described in Section 2.1 (assuming a return temperature of
15°C). The glycol leaves the cylinder as a normal flow in a sink at the bottom. Both the inlet source as
the outlet sink are infinity well insulated, the heat is only transferred through the walls of the cylinder.

Finally, the outer walls of the soil are defined as an open boundary. This implies that the soil domain
is infinitive. The initial temperature of the soil at this boundary is 15°C. In Figure 3.3 is a schematic
representation illustrated for the used initial and boundary conditions.
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Figure 3.2: Schematic representation of the wall interface, which couples both interfaces

3.5 Physical properties

The natural heat column, which is elaborated in Chapter 2 has, according to the technical definitions
which are given, an aqueous solution of 20V 0l% monoethylenglycol with a freezing temperature of —10°C.
The glycol enters an annulus with a temperature of —1.8°C and has the following physical properties:

plkg/m?®) = AT?*(°C) + BT(°C) + C (3.42)
k(W/mK) = AT?(°C) + BT(°C) + C (3.43)
cp(J/kgK) = AT*(°C) + BT(°C) + C (3.44)
w(Pa-s) = AT?(°C) + BT(°C) + C (3.45)

The cylinder is entirely made of polypropylene which has the physical properties:

p(kg/m?®) = A (3.46)
k(W/mK) = AT?(°C) + BT(°C) + C (3.47)
¢p(J/kgK) = AT(°C) + B (3.48)

While the glycol mixture flows down the cylinder it will transfer energy through the wall with the
surroundings. The surrounded groundwater has an initial temperature of 15°C. When the analysis
starts, the temperature will reduce and the water will be transformed into ice. This ice will grow slowly
around the cylinder. The physical properties of ice are:

p(kg/m?) = AT(°C) + B (3.49)
K(W/mK) = AT(°C) + B (3.50)
ep(J/kgK) = A (3.51)
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Figure 3.3: Schematic representation of the used initial and boundary conditions
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Table 3.1: Physical property coefficients

A B C D E F
Water Density 1094.0233 -1813.2295 3863.9557 -2479.8130
Thermal -2.4149 2.45165e-2 -0.73121e-4 0.99492e-7 -0.53730e-10
;(—;)r;glf‘lc 0.2399 12.8647 -33.6392 104.7686 -155.4709 92.37726
i‘/ci:sosity 0.45047 1.39753 613.181 63.697 6.896e-5
Ice Density -2 900
Thermal -0.01 2.2
cond.
Specific 2000
heat
Glycol Density -0.003 -0.2333 1036
Thermal 3e-6 de-4 0.502
(é(;r;i:llﬁc -0.0167 1.8333 3870
i‘/eizzosity 4.5e-9 -1.63e-7 3.11e-6
Poly- Density 910
propylene Thermal -2e-6 le-4 0.22
;T:)ncilﬁc 6.4 1590
heat
And for water:
T(K) T(K)
k 3y — (K 3 A1 — 035 1 B(1 2/3
p(kg/m?) = pe(kg/m?) + A( TC(K)) + B( TC(K))
T'(K) T(K) \4
c(1— D(1— /3
) TP )
k(W/mK) = A+ BT(K) + CT*(K) + DT*(K) + ET*(K)
T(K)
T T.(K) ¢
T(K) \, T(K) \3 T(K) 4
D(1 - E(1l - F(1-—
TR m ) P gy TP )
C - T(K) C - T(K)
Pa-s)=FE . A= N3 L g~ 4/3
p(Pa-s) = B oAl —p)"* + Blge = )"

(3.52)

(3.53)

(3.54)

(3.55)

In the above equations: the critical temperature of water is T, = 647.10K, the critical density of water
is p. = 322kg/m? and the specific gas constant of is water R = 461.52J/kgK. The coefficients of the
physical properties which are used in the simulation can be found in Table 3.1[27].

In the next chapters, this methodology will be applied in different simulations to find an answer on
the two questions, stated at the beginning of this chapter and see what the overall performances of the
natural heat column are.
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Chapter 4

Numerical methods

The final step of performing a CEFD-analysis is to find the most optimal mesh. The mesh has to give
results close to the analytic solution. In this chapter, an overview of the different numerical methods is
given. Furthermore, a mesh convergence study will be executed to see what the mesh performances are.

4.1 Overview of numerical methods

For theoretical heat and flow problems, the conservation laws for mass, momentum, and energy are
described in Chapter 3. However, these equations can not be solved analytically. To use the results of
these second order partial differential equations, they can be approached by using a numerical method.
The three most used methods are: the finite difference method (FDM), the finite volume method (FVM),
and the finite element method (FEM).

The finite difference method is the most straightforward easiest to adapt to the three methods. It applies
the main difference theory on the differential equation, therefore no integrating methods are used. The
main difference theory is defined as:

OF (t,x) 0G(t,xz) F(t,x)— F(t—At,x) n G(t,x + Azx) — G(t,x) 1)

ot oxr At Az ’

The advantage of the finite difference method is that the calculations are straightforward. The mesh
has a rectangular shape, which makes the process simpler to model. When the limit of At and Ax
goes to zero, the approximation becomes more accurate. For large systems, this is a significant problem,
because more accurate results mean a higher computational time [34]. Because the value of G on position
(t, + Az) is initially not known, an assume has to be made. Firstly, one can assume that the time step
At is so small that G(t, z + Az) = G(t — At,x + Ax) (explicit method). Secondly, there can be assumed
a map of G and G on position (¢t,z + Ax) is solved iterative (implicit method). The advantage of the
implicit method is that the error is being controlled. The disadvantage of this model is the iterative
process which takes a large computational time [35].

The finite volume method is similar to the finite difference method, only here each node represents a
small volume. Over this volume, the average value is obtained by integrating:

Fa)—-— 1+ /w”% F(z)de (4.2)

The finite volume method has become increasingly popular over the last ten to fifteen years. The biggest
advantage is that this method only needs to evaluate a flux for the cell boundaries. However, the biggest
disadvantage is that it cannot be easily made of higher order [34].

The finite element method is the most elaborate and most used of the three models. It works in the
same way as the finite volume method, only the properties are calculated for different cells instead of
nodes. These cells have different sizes. Areas with a high fluctuation are represented by small cells and
areas with a low fluctuation are represented by large cells. Furthermore, to save computational time, the
cells are not rectangular, but triangular. The big advantage of the finite element method is that it is a
very general method and the number of cells can easily be increased which makes the mesh finer. The
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Figure 4.1: Convergence of quantity with an increase in degrees of freedom

disadvantage of the finite element method is that it contains quite advanced mathematics and is difficult
to apply at first sight [34].

The research of this thesis will be simulated with Comsol Multiphysics. This software uses the finite
element method to calculate its mesh. Because this method is the most accurate, the finite element
method will be used in this thesis.

4.2 Mesh convergence study

When a mesh is built from a small number of elements, the computational time is low, however, the
results are not physical. When a mesh contains an infinite number of elements, the result is the same
as when the problem would be solved analytically, however, the computational time would be infinitely
large. To find the optimum, a Mesh Convergence Study (MCS) is executed. In the Mesh Convergence
Study, the mesh will be made finer and finer. This will be done until the results are not fluctuating
anymore. If two subsequent mesh refinements do not change the result substantially, it can be assumed
that the result has converged (see Figure 4.1).

In CFD-analysis 1 (see Chapter 6) there is chosen to use two meshes. One for the glycol interface inside
the cylinder and one for the water/ice interface outside the cylinder. In the mesh inside the cylinder,
the number of elements changes as a function over the width of the cylinder. In the mesh outside the
cylinder, the number of elements changes as a function over the ground radius. In Table 4.1 the statistics
of the mesh are represented. Knowing that the cylinder diameter is five millimeters the minimum number
of elements for the width of the cylinder are: 4, 5, 9, 10 and 12. In this mesh convergence study, the
water /ice temperature outside the cylinder (see Figure 4.2) and the glycol velocity inside the cylinder
are evaluated for a period of one week. The results are shown in Figure 4.3.

Figure 4.3 shows that the temperatures in the mesh almost direct converge. However, this is not the
case for the velocities inside the cylinder. Until mesh 3 or mesh 4, the meshes are dependent on their
mesh size. Because mesh 4 runs smoothly this mesh will be chosen to analyze in the next chapters.
Furthermore, the setup of this mesh convergence study is used in the other simulations to perform their
mesh convergence study.
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Table 4.1: Mesh convergence study — statistics

Mesh 1 Mesh 2 Mesh 3 Mesh 4 Mesh 5
Min. size cylinder [m|  1.25e-3  1.00e-3  5.56e-4  5.00e-4 4.17e-5
Min. size ground [m] 0.3250  0.2600  0.1444 0.1300 0.1083
Min. element quality 0.08782 0.1342  0.1346 0.07601 0.06616
Avg. element quality 0.8870  0.9241 0.9269 0.8922 0.8934
Triangular element 420 205 428 224 843 582 1155000 1414 214
Quadrilateral elements 19 508 24 306 43 506 48 308 97 910
Edge elements 5241 6450 11 266 12 472 14 882
Vertex elements 8 8 8 8 8
m T T I
4 4
[ ] [ ] [ ]
3.5 NW N NE T
3 -
25 .
2 [ ] [ ] [ ] -
w| ¢ E
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1 —
0.5 e o o _
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Figure 4.2: Overview of mesh convergence study points
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Chapter 5

Thermodynamic analysis of the natural
heat column

Before applying CFD-analysis to the natural heat column, there need to be defined a system and a
thermodynamic model first. With these definitions, a first thermodynamic analysis can be made to
determinate what the performance, losses, and volumes of the system are.

5.1 System definition

The natural heat column is divided into two system regimes: a winter regime and a summer regime.
During winter, the house needs to be heated. This will be done by displacing heat from the soil to
the house. By using a heat pump the heat can be lifted up from a low soil temperature to a higher
room temperature. Because the heat is subtracted from the soil, the soil temperature will decrease and
eventually, the groundwater will starts freezing.

During summer, the opposite is true. Here the house needs to be cooled. Therefore, the heat is displaced
from the house to the ground. Although this is possible without a heat pump, the heat pump is used to
accelerate and control the process. Because energy is added to the soil, the temperature in the soil will
increase and the frozen groundwater (which was formed during winter), will starts melting.

In an ideal system, the frozen ground will freeze in the winter, as it will melt during summer. When the
system is in unbalance, thermal solar collectors on the roof of the house can regenerate the system by
adding or subtracting heat to the ground. The total system is connected by a smart network of valves
and tubes. A process flow diagram of a possible ne<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>