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Abstract

Throughout the thesis project, device free learning-based WiFi CSI activity recognition has been
analyzed. Based on existing literature analysis, it was noticed that methods tend to show perform-
ance degradation in presence of domain change issue and, thus, researchers in the field propose
learning-based models, with complex WiFi CSI data pre-processing. In this thesis we analyse the
impact of pre-processing module, CNN feature extractor and adversarial domain adaptation on
WiFi activity recognition performance in presence of domain change. As a result we propose (i)
a simplified data pre-processing module, (ii) a fine-tuned Convolutional Neural Network (CNN),
which outperforms Widar3.0 [52] in presence of domain change of subjects and rooms, when both
using the simplified CSI data pre-processing and, (iii) a new adversarial domain adaptation model,
which outperforms the (ii).
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Chapter 1

Introduction

With the accelerating development of new sensing and communication technologies, monitoring
human activities in everyday life has become relevant over the last decade in various fields such
as surveillance, entertainment, and healthcare. In particular, sensing technologies are nowadays
used to monitor and secure buildings, to track physical activities, such as running or walking,
or to recognize human motion and gestures in virtual reality games. A such, there are number
of different applications, in which various sensing technologies are required. This indicates that
human-computer interaction has become an inevitable part of human lives.

Sensing technologies in the field can be categorised into two sub-categories: device-based and
device-free. While device-based sensing refers to a situation in which sensors are attached to
human body to measure and monitor an activity, the device-free sensing refers to situations in
which not the human body, but the environment in which a human is present in is monitored.

Although most of device-based sensing systems became quite popular, in some situations it is
impractical and cumbersome to wear them all the time. For instance, wearable watches may
be taken off before sleep, or at industrial (production) environments, where wearable watches
are forbidden due to safety reasons and inconvenience. Additionally, wearable-based solutions
may not continuously monitor the activity accurately or correctly due to the fact that users may
forget to wear them. This is relevant especially in surveillance and security field, when continuous
monitoring is required.

In order to overcome the limitations of the device-based sensing, device-free sensing such as visual-
based sensing (cameras) has been considered. Although this technology is quite popular as com-
puter vision algorithms (object detection/ recognition) are advancing quite rapidly, it only operates
in scenarios, in which a subject is in line-of sight and no occluding obstacles are in the view. Ad-
ditionally, it requires robust and continuous lighting conditions, as a subject may not be visible
throughout the entire day. Moreover, visual-based sensing devices are intrusive as they impact pri-
vacy of an individual. Therefore in order to overcome all of these limitations, device-free solutions,
using radio signals such as WiFi, are considered, which will be discussed more in Section 1.1. In
particular IEEE 802.11 protocol contains channel state information CSI, which characterizes how
well wireless signals propagate from a transmitter to a receiver at certain carrier frequency [28].
CSI contains carrier signal amplitude and phase. Recently, it is commonly used for fine-grained
activity recognition in combination with data-driven, learning-based models [25][22][6][52][29].

Over the last years, one of the popular learning-based methods - deep learning - has shown great
success in various real world applications, for instance in computer vision and natural language
understanding [10][15], and WiFi-based activity recognition [21][48]. However, research has shown
that performance of these learning-based approaches in the context of WiFi-based activity recog-
nition significantly degrades due to change of various factors. For instance, research has shown
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CHAPTER 1. INTRODUCTION

that performance of WiFi-based activity recognition systems are impacted by the change of the
environment in which the activity is performed [21][52][56], change of orientation with respect to
the sensing device [52], CSI data quality [28], different physical properties of human subjects or
slight difference in movement patterns of a user [6][29]. Even the time of the day may have a big
impact as electromagnetic waves are impacted differently during the day and night in office or
home environments [43][6]. Therefore, the focus of this thesis is on addressing the performance
degradation issue discussed above, which is referred to as ”domain change”.

Typically, the domain change problem can be addressed by collecting more data and learning
the data distribution that covers multiple factors impacting the performance. However, activity
recognition data collection is a very expensive and time consuming task as there are too many
known and unknown factors impacting the performance. In particular, each new environment
setup has multiple paths from the transmitter to receiver [57]. Therefore, a learning-based system
trained once on one particular environment, activity, or human subject at a specific time may not
be sufficiently robust and consistent against change. This indicates the need of a robust recognition
models, which are capable of performance well independent of the factors that a recognition system
is exposed to.

1.1 Channel State Information
As already mentioned in the previous section, CSI characterizes signal propagation from a trans-
mitter to a receiver at a certain carrier frequency. Data is transmitted at a certain frequency
band (commonly 2.4GHz), which is divided into N number of channels. Each channel has its own
carrier frequency (central frequency), which is split by OFDM [40] into a number of sub-carrier
frequencies and used for sending modulated signal. Thus, usually multiple sub-carriers are used
for multiple data streams to be transmitted over one frequency band. This allows more efficient
and faster data transmission compared to using only a single sub-carrier. As it can be seen in
Figure 1.1, CSI is a three dimensional matrix HN×M×K , with N denoting the receiving antennas,
M transmitting antennas, and K number of sub-carriers. This matrix represents amplitude at-
tenuation and phase shift of multi-path channels and is equivalent to a digital image with spatial
resolution of N ×M and K color channels [28]. Each entry in H matrix represents the channel
frequency response as shown in Equation 1.1 and can be represented by a complex number.

H(f, t) =
N∑
n

an(t)e−j2πfτn(t) (1.1)

, where ai(t) is the amplitude attenuation factor, τn(t) is the propagation delay, and f is the
carrier frequency [44] [28].

For each sub-carrier, the WiFi channel is modeled by y = Hx+ n, where y is the received signal,
x is the transmitted signal, H the CSI matrix, and n is the noise vector [28]. As received and
transmitted signals are known, CSI matrix can be estimated by solving Equation 1.2.

y1
y2
...
yn

 =


h11 · · · h1T
h21 · · · h2T

...
. . .

...
hR1 · · · hRT

×

x1
x2
...
xn

+


n1
n2
...
nn

 (1.2)

Finally, as depicted in Figure 1.1, CSI matrices are filled packet by packet, forming a fourth
dimension. This provides additional information over time with a series of CSI samples. One
may note that this has an analogy with a video stream, which is a series of images. It provides
additional temporal information to capture the action taking place. Therefore, some standard
video or image processing methods in combination with learning-based models can be applied for
extracting beneficial information from the CSI data.
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CHAPTER 1. INTRODUCTION

Figure 1.1: Four dimensional tensor representing a time series of CSI matrices, taken from [28]

1.2 Problem Statement
In order to formalize the ”domain change” problem, we present it using clear mathematical nota-
tions. First of all, a WiFi-based activity recognition system operates in domain D(a1, a2, ..., an),
which contains n number of domain attributes an that impact performance either negatively or
positively.

In general, for a given domain, denoted by D, an activity recognition task, denoted by T , can
be written as a set {Y, P (Y |X)}, where P is a function of conditional probabilistic model, Y is a
label space and X ∈ D is the input data space. Using supervised learning techniques, P (Y |X) is
learnt from the labeled data {xi, yi}, where xi ∈ X and yi ∈ Y .

Let us assume that source domain, denoted by Ds, is used for training, target domain, denoted
by Dt, is used for testing, and a recognition task is defined as T s = {Y s, P (Y s|Xs)} and T t =
{Y t, P (Y t|Xt)}. In normal cases, i.e., if Ds = Dt and T s = T t [6][55][45], the learning-based
model of activity recognition there will have no performance degradation. In case of domain
change, however, the tasks do not change (, which means T s = T t), but source and target
domains are no longer the same (, which means Ds 6= Dt) [55], resulting in activity recognition
performance degradation.

The domain shift problem can further be categorized into two categories: (i) homogeneous, where
input data space of domain attributes an are the same (, which means Xs = Xt), but the data
distribution is not (, which means P (Xs)s 6= P (Xt)t) and (ii) heterogeneous, where input data
space is different Xs 6= Xt [55][9]. In the former case there is an assumption that domains differ
only in marginal distributions. Therefore, domains can be adapted by correcting the sample
selection bias. The latter case, however, is more challenging, as input data space of an is available
from source domain, but it is represented in a different way than that of the target [9].

In order to relate the general domain change problem to the context of WiFi CSI-based activity
recognition, both homogeneous and heterogeneous cases will be discussed with the focus on major
body activities such as various hand gestures or body movement/exercises, as described in Section
4.2 further explored in this thesis.

Regarding the homogeneous case, marginal probability distributions data space are different
(P (Xs)s 6= P (Xt)t). For instance, they are different if recognition system is trained to clas-
sify major hand movements in an/a environment/room, where electromagnetic wave interference
is lower and less frequent (suburbs) than in the target domain (city). Moreover, probability dis-
tributions may differ, for example when a group of people (source domain) performs specific body
activities less often than another group of people (target domain). The performance of a learn-
ing model may degrade in both examples as the marginal probability distributions between the
source and target domains (environments and people respectively) are different. Regarding the
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heterogeneous case, the input data space in source domain is different compared to the target
domain (Xs 6= Xt). For instance, assuming a learning model is trained on one group of people -
female (source domain) with different physical properties an than the other group of people - male
(target domain), then the way how movements of the activities are performed would be different.
Consequently, this would cause a domain change problem, as input data space of an (physical body
properties) between group of female and male are not same. Additionally, physical properties may
be different regionally based on the average human height or any other physical property that is
relevant to a one specific geographical region or human race, etc.

1.3 Research Questions
To address domain change problem in the context of activity recognition using WiFi CSI data, and
based on the literature analysis and gaps identified in Chapter 3, we further define the following
research question:

• To what extent can convolutional deep learning methods reduce performance degradation
caused by domain change? By performance we refer to accuracy of activity recognition.

To answer this question, we define the following sub-questions, which correspond to each of
the following chapters and linked together as illustrated in Section 1.5:

1. What is the impact of data pre-processing on the performance of convolutional deep
learning architecture in presence of the domain change? (Chapter 5)

2. What is the impact of different objective function parameters, feature extraction para-
meters, and dropout regularization on performance of the convolutional deep learning
model in presence of domain change? (Chapter 6)

3. What is the effect of adversarial domain adaptation on performance of the convolutional
deep learning model in presence of domain change? (Chapter 7)

1.4 Contributions
The main contributions of these thesis are:

• A simplified set of CSI pre-processing steps for convolutional neural network to function for
WiFi CSI data.

• A convolutional neural network model with combination of triplet loss, which outperforms
Widar3.0 [52], when both using simplified set of pre-processing steps, in presence of domain
change.

• A new adversarial model for domain adaptation with UNet architecture and simplified set of
CSI pre-processing steps, which improves performance of the model mentioned in the second
bullet point and surpasses Widar3.0 in presence of domain change.

1.5 Thesis Outline
Figure 1.2 represents the thesis outline. Beginning with the introduction (Chapter 1), motiva-
tion and research questions are discussed, which were formulated based on the outcome of the
literature review (Chapter 3). Then background information (Chapter 2) is presented, which ex-
plains concepts and techniques used in Chapters 3, 4, 5, 6, and 7. Backed up by Chapters 2
and 3, our system overview (Chapter 4) is introduced to illustrate and discuss major components
of WiFi activity recognition system pipeline. Our analysis and solutions to questions regarding
pre-processing and feature extraction are presented in Chapter 5 and Chapter 6, respectively. Fi-
nally, based on the outcome of the Chapters 5 and 6, our approach towards adversarial domain
adaptation is presented in Chapter 7. Chapter 8 presents a summary of our contributions and
highlights future research directions.

4 Domain-independent Activity Recognition using WiFi CSI Data
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Figure 1.2: Thesis outline
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Chapter 2

Background Information

In this chapter, we present the main background information related to deep learning, which will
be used throughout the thesis. Beginning with a high level overview, deep learning is a part of
Artificial Intelligence (AI) field [2]. As it can be seen in Figure 2.1, it belongs to a brain-inspired
machine learning family, which is called ”Neural Networks”. This type of algorithm consists of
multi-stack of layers, which contain number of neurons with weighted connections, resulting in a
mapping function y = f(x; θ), where x is the input data, y ground truth labels, and θ network
parameters (neuron connection weights), which are learnt throughout the learning process [15].

Different neural network architectures, with different configurations of layers and objective func-
tions exist. Therefore, a high level overview of some of these architectures will be discussed in
Section 2.1, followed by definitions of different layers and activation functions in Section 2.2 and
Section 2.3, respectively. Finally, common objective functions of neural networks will be discussed
in Section 2.4.

Figure 2.1: Artificial Intelligence taxonomy, taken from [2]

2.1 Deep Learning Models
2.1.1 Convolutional Neural Network (CNN)

Convolutional neural network (CNN) is a type of artificial neural network, which consists of a stack
of convolutional layers (as described in Section 2.2.2). As an example, one of the first introduced
CNNs, called ”LeNet-5” [27] can be seen in Figure 2.2. This network consists of 5 convolutional
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layers stacked one after another, followed by ”densely connected layers” (refer to Section 2.2.1)
for classifying 10 hand writing digits (grayscale images of size 32x32). The architecture is inspired
by visual cortex, where convolutional layer kernels correspond to different receptors, which allow
automatically extract features from an input data [27].

Moreover, this type of network provides flexibility for a wide range of design choices and applica-
tions. In fact, throughout the history of deep learning, high number of different CNN architectures
were proposed, with high variety of model topologies, different activation functions, or layer com-
binations (such as pooling as described in 2.2.3) in various fields such as computer vision 2.3 or
WiFi activity recognition [6][52][50].

Figure 2.2: An example of a CNN network (so called LeNet-5) [27]

2.1.2 Auto-Encoders

Auto-encoder is a type of artificial neural architecture, which leverages the idea of reconstructing
the input data as closely as possible, by encoding the data into lower dimensional space. As it can
be seen in Figure 2.3, it mainly consists of two networks: encoder and decoder. While encoder f(x)
learns to encode the data x into representation h, resulting in h = f(x), the decoder produces the
reconstruction r = g(h) [15]. Thus, if a model is constrained, such that it can only approximately
copy the input data to output, then it commonly learns useful properties that help to generalize
training data [15].

Many different auto-encoders have been designed for different applications. Based on a survey [5],
there exist different types of auto-encoders such as Regularized Auto-Encoders (de-noising, sparse
or contractive auto-encoders) or Variational Auto-Encoders [24], which can be used for generating
synthetic data, clustering or pre-training data in unsupervised manner for classification tasks [5].

Figure 2.3: Standard auto-encoder architecture

Domain-independent Activity Recognition using WiFi CSI Data 7
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2.1.3 Generative Adversarial Networks (GAN)

Generative Adversarial Network (GAN) [16] is a deep learning model, based on a game scenario,
when one network competes against the other.

As it can be seen in Figure 2.4, a GAN consists of two networks: (i) the generator G(z), which
learns the representation of the input data x given the prior input noise z, and (ii) the discriminator
D(x), which outputs a single probability whether the input data sample x is from the original
data distribution rather than from the generator G.

Both networks are trained through an iterative procedure. D is trained to maximize the probability
of assigning the correct label to both original training samples and samples from G. G is trained to
minimize log(1−D(G(z))) [16]. The final objective loss function can be defined as in the equation
2.1.

min
G

max
D

V (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))] (2.1)

Figure 2.4: Generative Adversarial Network architecture

2.2 Layers
This section describes basic building blocks, called ”layers” of deep neural network, which will be
used throughout the thesis.

2.2.1 Dense Layer

A ”dense” layer (sometimes referred to as ”linear” layer) is the basis of a artificial neural network.
It consists of a stack of densely connected computational units, called ”neurons” depicted in Figure
2.5 [30]. As it can be seen, each neuron gets an input signal x, which is then passed to a neuron
through synaptic weight w. After that, a sum operation of the weighted signal is performed,
followed by a non-linear activation function, which is also sometimes referred to as ”squashing
function” (to be discussed more in the Section 2.3). The main purpose of activation function is to
limit the range of an output signal [30].

Figure 2.5: An example of an artificial neuron [30]

The densely connected layer can be constructed as depicted in Figure 2.6. Each input x is con-
nected to each neuron and can then be passed to another layer for further processing.
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Figure 2.6: Representation of a densely connected layer

2.2.2 Convolutional Layer

Convolutional layer is another type of neural network layer, which leverages the idea of the math-
ematical operation, called convolution [15]. One motivation behind this layer is that it improves a
simple ”Dense” layer. While ”dense” layer (discussed in Section 2.2.1) is quite memory expensive,
as every neuron unit is connected to every input, convolutional layer reuses a particular set of
weights. An example of a convolutional layer is shown in Figure 2.7, with a 2-dimensional data.
This operation contains a set of weights, commonly referred to as ”kernel”, which is convolved
through the input data, resulting to an output matrix R. By performing this operation weights are
re-used all over the input data and can be represented with a mathematical equation 2.2, where
I is the input data, K - kernel (weights) and R is the resulting matrix [15]. Similar to densely
connected layers (2.2.1), the output of convolution layers is passed to an activation function, which
will be discussed in Section 2.3.

Figure 2.7: An example of a convolution operation

R(i, j) = (K ∗ I)(i, j) =
∑
m

∑
n

I(m,n) ∗K(i−m, j − n) (2.2)

2.2.3 Pooling Layer

As represented in Figure 2.8a, pooling operation is commonly used together with a convolutional
layer described in Section 2.2.2. The main purpose of a pooling layer is to replace the output of the
convolutional layer at certain locations with a summary statistics of the nearby outputs [15]. For
instance, as depicted in Figure 2.8b, pooling utilizes a sliding window to extract different types of
statistics such as maximum or average. Based on the book [15], motivation behind this operation
is to make the output tensor approximately invariant to small changes of the input. Therefore, this
operation can be beneficial to extract certain features and to know whether a particular feature
is present.
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(a) Convolutional layer combination with the pooling
layer.

(b) Different types of pooling layers: max pooling,
average pooling, global max pooling and global av-
erage pooling.

Figure 2.8: An example of a pooling layer diagram

2.2.4 Batch Normalization Layer

Batch normalization layer is another operation, which is commonly used in deep neural networks.
Its main functionality is to normalize the outputs of intermediate network layers within a batch of
data [19]. This operation improves generalization ability, training stability as well as optimization
efficiency [18] of the deep learning model. The mathematical definition of this operation can be
found in Equation 2.3, where ε is a small number to avoid numerical instabilities, u = 1

m

∑m
i=1 x

i

is the mean value, and σ = 1
m

∑m
i=1(xi − u)2 is the variance. Finally, γ and β are learnt scaling

parameters throughout the training process [18].

x̂i = γ
xi − u√
σ2 + ε

+ β (2.3)

2.2.5 Transpose Convolutional Layer

Transpose convolution layer (a.k.a. deconvolution) is an up-sampling technique, which transforms
the data in an opposite way of normal convolution [47], as described in Section 2.2.2. An example
of this operation is shown in Figure 2.9. Firstly, the original data size is doubled from 2x2 size to
4x4, by filling the missing data with zeroes. Then the expanded data is zero-padded and convolved
(see Section 2.2.2) with a 2x2 kernel marked as red, resulting in a data matrix R (size 4x4).

Similar to convolution networks, transpose convolution has a few hyper-parameters, which have
to be set before training. In particular, parameters such as kernel size, kernel stride, and padding
can be varied depending on the application.
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Figure 2.9: An example of a transpose convolution operation

2.2.6 Dropout Layer

Dropout layer is a regularization layer used during training a deep learning model. Commonly,
deep learning models are sufficiently large, with high number of connections that could almost
perfectly learn the mapping from input to output (especially when training set is limited), leading
to an issue called ”overfitting” [17]. Thus as depicted in Figure 2.10, dropout regularization drops
certain number of neurons, with probability p in the artificial neural network during the training
time in order to reduce the network capacity [17].

Figure 2.10: Dropout regularization

2.2.7 Embedding Layer

Embedding layer is an operation originally introduced for converting text data to continuous vector
representation, which is learnt throughout the training process [31]. As it can be seen in Figure
2.11, it takes one-hot encoded word, which is multiplied by its learnt weight matrix, resulting in
a weight vector (embedding vector) of that particular word.
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Figure 2.11: An example of an embedding Operation

2.3 Activation Functions
As already mentioned in previous sections, an activation function (a.k.a transfer function) is a
non-linear function, applied to the output of each layer in artificial neural network [8]. In this
section, we present some common activation functions used in this thesis.

2.3.1 Rectifier Linear Unit (ReLU)

Rectified Linear Unit (ReLU) (see Figure 2.12 for an example) is commonly used in intermediate
layers of an artificial neural network. It was first proposed by [33] and can be defined as f(x) =
max 0, x, where x is input data. While ReLU does not change the positive input values, negative
input values are pushed to 0. Although it is simple and computationally cheap, its gradient for
all negatives input values is 0, introducing an issue commonly known as dying ReLU, which shuts
down neurons during the training process. Therefore, a modified version, called Leaky (a.k.a
Parametric) Rectified Linear Unit [8] was introduced, and can be seen in Figure 2.12b. This
improved version of ReLU, is defined as Equation 2.4 and its main advantage is the constant
parameter a, which controls the gradient of negative input values.

f(x) =

{
ax for x ≤ 0

x otherwise
(2.4)

(a) Rectified linear unit activation function (b) Leaky rectifier linear unit activation functions

Figure 2.12: An example of rectified linear unit proposed by [8]

2.3.2 Softmax

Softmax activation is another popular function used in artificial neural networks. It is commonly
used for multi-class classification tasks, as its main purpose is to compute probability distribution
from an input vector x [34]. Thus this function usually is used after the last layer of artificial
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neural network to transform output to a probability distribution. Its mathematical definition can
be found in Equation 2.5 [34].

f(xi) =
exi∑
j e
xj

(2.5)

2.3.3 Hyperbolic Tangent

Hyperbolic tangent (Tanh) is another activation function, defined in Equation 2.6, which maps
wide range of input data x to a range of [−1, 1] (Figure 2.13) [8]. It is commonly used for natural
language processing [34] or computer vision task, using generative adversarial networks [46].

f(xi) =
1− e−x

1 + e−x
(2.6)

Figure 2.13: Hyperbolic Tangent activation function, taken from [8]

2.4 Objective Loss Functions
While a deep learning model can be defined as a mapping function y = f(x; θ), where y is output,
x - is input data, and θ model weight parameters, an objective loss function J(θ) has to be
defined in order to optimize training the model f(x; θ) with weight parameters θ for a given task
T = {y, f(x; θ)}, where model has to learn targets y [15]. In general terms, supervised learning
objective function J is defined as in Equation 2.7, where it is computed over an average of the
training set and L is the loss function per single training sample [15].

J(θ) = E(x,y)∼pdata
L(f(x; θ), y) (2.7)

Different loss functions exist and we discuss several of them, used in this thesis.

2.4.1 Cross-Entropy and KL Divergence

Assuming that a deep learning task needs to know how different two probability distributions are,
a certain measure is needed. For instance, a classification task may require such a quantity in
order to compare the predicted probability distribution of categories of the given target probability
distribution (labels).

Let us beginning with definition of entropy. It is a measure of uncertainty in a probability distri-
bution, defined as H(x) = −Ex∼PP (x) [15]. Then, for two given probability distributions P (x)
and Q(x) over same random variable, a measure of how different these distributions are can be
defined (see Equation 2.8). This measure is referred to as Kullback-Leibler (KL) divergence [15].
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DKL(P ||Q) = Ex∼P
[
log

P (x)

Q(x)

]
= Ex∼P [logP (x)− logQ(x)] (2.8)

Cross-entropy, denoted by H(P,Q), is a quantity closely related to KL divergence and can be
defined as H(P,Q) = H(P ) + DKL(P ||Q) [15]. Based on definition of H(P ), H(P,Q) can be
further reduced to H(P,Q) = −Ex∼P logQ(x) [15].

2.4.2 Triplet Loss

Authors of the paper [41] were one of the first people, who coined the idea of triplet loss. It was
originally used for human face verification in scalable and efficient way. As can be seen in Figure
2.14, triplet loss leverages the idea to embed input sample x into d-dimensional Euclidean space,
such that a person face xa (anchor) would be within close distance (L2) in the embedding space
with a similar person face xp (positive), however within large L2 distance with a differently looking
face xn (negative).

(a) Deep Learning architecture with triplet loss over-
view. (b) Triplet loss visualization.

Figure 2.14: Triplet los, taken from [41]

The mathematical definition of such a loss function can be found in Equation 2.9, where f rep-
resents embedding, N is number of pairs and α is the loss margin enforced between negative and
positive pairs [41].

L =

N∑
i

[
||f(xai )− f(xpi )||

2
2 − ||f(xai )− f(xni )||22 + α

]
(2.9)
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Chapter 3

Related work

Different methods have been developed in the past for domain independent activity recognition
using WiFi CSI data. Those methods can be categorized in two main categories, i.e., (i) model-
based, and (ii) learning-based [43]. Since most of the learning-based approaches have shown huge
success in the recent years, model-based approaches will not be reviewed in this thesis.

Learning-based approaches are data-driven and can be trained to perform an activity recognition
task using a machine learning algorithm. These learning-based approaches may be categorized
into three sub-categories, i.e., supervised, semi-supervised, and unsupervised learning [2]. Based
on this categorization, we present in the following sections an overview of various deep learning
methods, designed for activity recognition using WiFi CSI data.

3.1 Supervised Learning Approaches
Various supervised learning algorithms have been successfully applied for activity recognition using
WiFi CSI data. Supervised learning algorithms are based on training with labeled data sets, where
each input data x has an associated label y and a model can learn to extract relevant features
to map each input x to a corresponding output label y. This algorithm training setting is quite
common in the literature.

Beginning with the year of 2018, one of the baseline papers, called SignFi [29], was published. Au-
thors designed a deep learning model based on convolutional neural networks (CNN) to recognize
hand sign gestures. In total, 5 people volunteered and CSI traces of 276 different sign gestures in
two different environments, i.e., home and lab, were collected. Authors showed that performance
of classical machine learning methods, such as k-Nearest Neighbour, degrades with the increasing
number of gesture categories. Deep learning CNN model was able to achieve 98.01%, 98.91%,
and 94.81% accuracy for the lab, home, and combined lab and home data, respectively. Although
their model showed high performance in each environment, based on leave-one-subject-out cross
validation they showed their model degrades on a new user that the model has not been trained
on. The authors did not show how environmental independent (leave-one-environment-out) their
model was as they did not train the model on one environment and tested on another.

An activity anomaly detection model, called FallDeFi [36], came out the same year. Authors
focused on detecting the anomaly, i.e., a rare event, when a person is falling in any environment.
They invited three volunteers to perform falling and non-falling events to collect CSI traces in five
different environments. They first did feature selection and then used Support Vector Machine
(SVM) [7] to perform a binary classification. FallDeFi’s model performed quite well on data from
different environments, achieving approximately 80% accuracy when trained on one environment
and tested on another. However, their results showed performance degradation (approximately
70% overall accuracy), when the model was trained with one person in one environment and tested
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with another person in a different environment, indicating that future work could be focused on
addressing this issue.

Authors of [6] experimented with a supervised transfer deep learning [55] method to address
scalability and stability of the human activity recognition using WiFi CSI data. They invited nine
volunteers to collect CSI traces of body movements over multiple days. They used deep learning
CNNs to solve a multi-class classification problem. Their model showed high performance on
classification of individual movements (the same person for training and testing), however, results
on cross-participant was not as robust. Based on their conclusion, the overall accuracy of the CNN
model decreased for different participants and over different days. This indicates that raw CSI is
not transferable as it is sensitive to different characteristics of participants and fluctuations in the
WiFi CSI signal over days [6].

Another paper [50] proposed quite a different supervised deep learning architecture for WiFi CSI-
based activity recognition, as depicted in Figure 3.1. The goal of the paper was to address the
domain change problem in the field of hand gesture recognition. According to the authors, their
model worked well in new environments with minimal tuning and few additional training samples.
In order to achieve this, they proposed to use Siamese neural network architecture [25], where
two identical twin networks were used with the shared weights and two input samples were fed
to each of the two networks. They had two main contributions to the Siamese architecture. First
they utilized convolution neural network to extract spatial information and coupled it with the
recurrent neural network BILSTM (Bi-directional Long-Short Term Memory) to capture temporal
information. Secondly, they proposed to use a pairwise loss function with the combination of
Mk-MMD (multiple kernel maximum mean discrepancies) [50]. While this pairwise loss function
maximizes the distance between the samples of different classes and minimizes the distance between
the gesture samples of the same class, MMD aids better domain adaptation. In order to test their
architecture, they invited 10 volunteers to collect data of 6 major hand movements in two different
meeting rooms (large and small). Regarding the environmental robustness, they achieved 65.3%
and 75.3% accuracy for large and small rooms, respectively, when 100% data in one environment
and 20% of data in the new environment were used for training and other for testing. Additionally,
they formed 2 groups of people: A and B. When trained on group A and tested on B and vice-
versa, they got 85.7% and 83.5% accuracy, respectively. Overall, authors concluded that their
architecture improved existing methods on very small sample conditions, however its performance
degraded with fine grained finger gestures.

Figure 3.1: Siamese architecture, taken from [50]
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Authors of [52] introduced a robust supervised cross-domain recognition system. They collected
one of the largest open-source CSI datasets, which will be described in more details in Section 4.2
and will be used throughout this thesis. It consists of seventeen subjects performing various hand
gestures in three different environments. The dataset was used to study domain independent fea-
tures, which was found to be the body velocity profile (BVP). Authors developed a pre-processing
module, which transforms CSI data to signal power distribution over velocity components in the
body coordinate system. Regarding the classification, a hybrid spatial-temporal deep learning
model was designed. As it can be seen in Figure 3.2, their model takes the BVP as an input
and outputs prediction of the gesture. Based on the experiments, their entire recognition system
achieves quite robust results, showing environment, person, location and orientation independency,
with an average accuracy exceeding approximately 80%. The major contributing of this paper
is use of the BVP as an input feature. It was shown that without this pre-processing module
the accuracy drops to approximately 40%. Therefore, this model as well as their rich collected
dataset (described in Section 4.2) will be used as a benchmark for the experiments of this thesis
(in Chapters 5, 6, 7) to study domain independent learning.

Figure 3.2: The spatial-temporal Widar3.0 deep neural network, taken from [52]

3.2 Un/Semi - Supervised Learning Approaches
Unsupervised and semi-supervised learning have shown huge success, outperforming most of the
supervised learning activity recognition models using WiFi CSI data. Both semi-supervised and
unsupervised learning are beneficial when labeled data is not available or is too expensive or time
consuming to label the data. In case of unsupervised learning, algorithms are trained on a dataset
without labels and the goal is to learn useful properties or features of that particular dataset.
However, most of practical scenarios are based on the semi-supervised learning, when only part
of the dataset has labels. Then the goal is to make use of unlabeled data, enhancing the model
robustness, scalability, and performance.

Authors of [22] achieved model robustness in different environments by utilizing the unsupervised
domain adaptation [13]. They employed labeled and unlabeled parts of the dataset to train
three neural networks for feature extraction, activity recognition, and domain discriminator, as
represented in Figure 3.3. The learning was set through adversarial learning, in which feature
extractor extracts features that minimizes the performance of the domain discriminator, at the
same time enhancing the performance of the activity recognizer. In order to test performance of
their model, they collected human body activity CSI traces of 40 subject-room pairs, corresponding
to 40 different domains [22]. Based on the experiments, their model kept improving with an
increasing number of domains and achieved an accuracy of over 70% for 18 domains used for
testing and 22 domains for training. Although the proposed model uses both labeled and unlabeled
data, each environment had to be labeled to get a clear distinction. This may lead to scalability
problem, when the system is going to be deployed and used in real life and as such needs to be
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addressed in the future.

Figure 3.3: Proposed architecture of [22]

Authors of [56] introduced WiADG - WiFi-enabled device-free adaptive gesture recognition scheme.
The goal of their work was to identify human gestures accurately under different environmental
dynamics using adversarial domain adaptation (ADA) [13]. Their main system architecture was
divided into 3 steps, as illustrated in Figure 3.4. In the first step, authors assumed that only
source domain training data is available, so they trained a source encoder and source classifier
to get high performance only in one specific source environment. Then, in the second step, an
unsupervised adversarial domain adaptation technique was applied, by utilizing trained source en-
coder, new target encoder, and an environment discriminator. Inspired by GAN (to be discussed
in Section 3.2.1), where the discriminator distinguishes between the fake and real images, the
WiADG discriminator separates source and target domains. The main learning objective was set
such that target encoder forced the discriminator to classify unlabeled target samples as source
samples, while discriminator seeks the opposite. Finally, in the last step, trained target encoder
and source classifier were used to identify gestures in the target domain. In order to test per-
formance, authors collected CSI data of various hand gestures in two different environments, i.e.,
office and conference room. They showed that with adversarial domain adaptation, their system
improved the overall accuracy at least by 30% for cross-domain inference, achieving 83,3% TPR
(true positive rate), when target domain was the office room and 66,6% TPR, when target was the
conference room. Although, adversarial domain adaptation improved robustness of their model at
different environments, authors did no experiment with different users.

Figure 3.4: Architecture of WiADG, taken from [56]

3.2.1 GAN Based Architectures

A quite common unsupervised/semi-supervised algorithm used in recent years is Generative Ad-
versarial Network (GAN) [16]. Different variations of GANs, such as Cycle GAN [54], Wasserstein
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GAN [4], Deep Convolutional GAN [38], are used for domain transfer in unsupervised or semi-
supervised settings. However, all of them are based on the same fundamental concept, i.e., a game
theory concept that generator network competes against an adversary. This concept is described
in Section 2.1.3.

A recent GAN-based semi-supervised architecture was proposed in [48]. The authors addressed
performance degradation of leave-one-subject-out, when data of one person was used for training
(source domain) and another for testing (target domain). This is a common and realistic scenario
as the end user would always be the one who is left out. The main contribution of the paper
is that they used two generators in their GAN architecture. One generator is a vanilla GAN
[16] to generate fake samples, and another generator is a complement GAN, trained using the
”CycleGAN” [54], which generates the source domain samples in accordance with data of the left-
out user (target domain). In order to test their performance, authors used SignFi [29] and Falldefi
[36] datasets and achieved an accuracy of over 84% and 86% for SignFi and FalldeFi datasets,
respectively for leave-one-subject-out validation. Although, they had quite a low performance
degradation when performing leave-one-out-subject validation, they did not test performance of
their model on data from different environments. Finally, they faced some stability issues during
training.

Another recent successful method based on GAN is WiGAN [21]. The authors showed that their
proposed model, as illustrated in Figure 3.5b, is environmental and user independent. There are
three major contributions of the model itself compared with the original DCGAN model. First,
the authors combined structure of DCGAN with the main characteristics of Conditional GAN
[32]. This combination resulted in altered generator G input, which consists of the prior latent
z together with the sample label yi ∈ Y. This improved sample generation, solving the small
sample problem. Second contribution was the discriminator network D, for which they proposed
a convolutional neural network module to fuse the features maps of the last four layers of D.
Those compressed feature maps were then further processed by the ”softmax” activation function
to output the probability distribution of each category, which is used in GAN training. Taking the
feature maps of the last four layers instead of only the last one, provided an effective way to learn
by choosing an optimal set of features. Third contribution was related to the fact that instead
of using the discriminator D directly as a classifier, the authors proposed to use Support Vector
Machine (SVM) [42]. Based on the experiments with Widar3.0 dataset [53], they showed that
SVM outperforms CNN by 7% under small sample conditions. The trade-off, however, was that
performance was degraded while testing on a large number of activity categories. The authors did
not further explore different classification methods based on deep learning and left it for future
studies.

Furthermore, the authors of [21] proposed to add data pre-processing module for training deep
learning model (see Figure 3.5a), whose main purpose was to convert raw CSI data into the sanit-
ized CSI amplitude. This module consists of several data pre-processing steps, such as activity de-
tection, interpolation, Discrete Wavelet Transform and sub-carrier selection. Several experiments
were performed to check the impact of data pre-processing module on overall model performance.
It was showed that without it, 10% to 20% performance degradation was experienced. Although,
this indicates that raw data already contains unnecessary noisy components and it should be pre-
processed, authors did not further explore which pre-processing steps are the most optimal ones
and did not experiment with other methods available in the literature.

Based on the experiments with SignFi [29] and Widar 3.0 [53] [52] datasets , their model achieved
state of the art results. They used 10-fold cross-validation to test environmental independence on
the Widar3.0 dataset and their model achieved an average recognition accuracy of 83%, 71%, and
75.2% for ’classroom’, ’hall’, and ’office’, respectively. Regarding the SignFi dataset, the same
test was done and an accuracy of 98% and 90% for home and lab environments, respectively, was
achieved. Additionally, leave-one-out subject validation was performed on the Widar3.0 dataset.
Their experiments showed that the model can reach 91% accuracy, when tested on left-out subject
and trained on all remaining subjects.
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(a) WiGAN System (b) WiGAN model architecture

Figure 3.5: WiGAN system and model architecture, taken from [21]

3.3 Research Gaps
After a thorough literature review, some research gaps in the field of learning-based activity
recognition models using WiFi CSI data can be identified, which are presented in the list below.

• Current commonly used learning-based activity recognition models using WiFi CSI data
commonly require high amount of data.

• Learning-based activity recognition models using WiFi CSI data found in the literature tend
to be robust only in one particular domain (or limited number of domain combinations),
such as change of subject or room [22][48].

• Current learning-based activity recognition models for WiFi CSI data require a complex and
computationally expensive data pre-processing module. It is not clear, which pre-processing
methods are the most optimal for a given CSI traces of certain activities [52][21].

• Un/semi-supervised activity recognition models for WiFi CSI data, such as GAN, tend to
be unstable and require careful parameter tuning [48].

• Some learning based models show performance degradation in presence of larger number of
activity categories [21].
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System Overview

In this chapter, we first explain standard pipeline of learning-based activity recognition models
using WiFi CSI data and its common building blocks. We then present its adaptation in deep
leaning-based approaches, as well as our modification made in this thesis. Additionally, we explain
the dataset used for our experiments.

4.1 Standard Pipeline of Activity Recognition using WiFi
CSI Data

The first phase of a learning-based activity recognition system using WiFi CSI data is data collec-
tion. Figure 4.1 illustrates a data collection setup, in which a human subject performs activities
in a room in front of a transmitter and a receiver. The WiFi signals sent by the transmitter are
reflected by the floor, walls, ceiling, objects in the room, as well as body of the human subject.
These reflections together with the reflection resulted from the activity that the person performs,
are then received at the receiver. The received signal variations are stored as raw CSI traces.

Figure 4.1: An overview of the data collection setup from the user point of view, taken from [43]
[11]

The second phase is generally known as (activity/gesture/context) recognition phase, which has
multiple steps, as illustrated in Figure 4.2. It starts commonly with signal pre-processing and
feature extraction designed for achieving better recognition accuracy.

Based on existing survey papers, e.g., [43] [11], data pre-processing step involves signal segmenta-
tion, de-noising, dimensionality reduction, or any other techniques contributing to a more robust
and accurate recognition by improving data quality or its transformation. Initially, idle or absent
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signal is removed by the process of the signal segmentation. After that, it is quite common to
remove high frequency noise from the raw CSI [43]. Various techniques, such as butterworth low
pas filter [51], Hampel filters [37], or DWT [21], have been utilized for this purpose.

After that, the feature extraction step is commonly applied on the de-noised signal. Some common
data transformation methods, such as Fast Fourier Transform (FFT), Inverse Fast Fourier Trans-
form (IFFT) or Principal Component Analysis (PCA)[49],[43] have been used for this purpose.

Consequently, a set of extracted features are either manually or (semi-)automatically selected in
such a way that recognition accuracy can be improved, after which they are passed to a clas-
sification algorithm (the third step in the standard pipeline), such as Support Vector Machine,
K-Nearest Neighbors [43].

Overall, this entire recognition pipeline includes quite a long list of methods, beginning with
the CSI data pre-processing, feature extraction and ending with the type of the classification
algorithms that can be used. Each manual selection impacts performance of the recognition
system and it is quite complex to find the optimal combinations. Therefore, in recent years it
has become quite common to use learning-based methods such as deep learning artificial neural
networks, to replace some steps in the recognition pipeline shown in Figure 4.2.

Figure 4.2: Standard pipeline of activity recognition using WiFi CSI data

4.1.1 Adaptation of Standard Activity Recognition Pipeline by Deep
Learning Approaches

Recent deep learning-based activity recognition using WiFi CSI data have adapted the standard
pipeline presented above by replacing some parts with artificial neural networks. For instance,
Figure 4.3 depicts Widar3.0 [52] deep learning-based activity recognition pipeline, which is used
as a reference for comparison in this thesis. It can be seen from the diagram that feature extrac-
tion, feature selection, and classification are replaced by a deep learning model. As mentioned in
Chapter 3, authors of the paper have used spatial and temporal deep learning extraction tech-
niques, which automatically learn optimal features based on a pre-defined loss function and ground
truth labels. Their data pre-processing phase consists of several stages. Firstly, noise and phase
offset are removed in the pre-processing phase. Then using pre-processed CSI data, body velocity
profile (BVP) is generated. Finally, BVP is normalized for the input of deep learning model.
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Figure 4.3: Pipeline of Widar3.0 paper’s activity recognition using WiFi CSI data, taken from [52]

In this thesis, we further modify the Widar3.0 paper’s activity recognition pipeline by simplifying
the data pre-processing phase and proposing a new domain adaptation step. Our activity recog-
nition pipeline is illustrated in Figure 4.4, which will be discussed more in the following Chapters
5, 6 and 7.

Our data pre-processing begins with amplitude data extraction from raw CSI, followed by amp-
litude normalization and interpolation. The former is required due to the fact that neural networks
work with standardized data for more stable training process [18]. Regarding the latter, amplitude
sample constant shape is required for the input of artificial neural network. Whilst there are meth-
ods to construct a CNN model with varying input shape [15][27], this is out of the scope of this
thesis and is left for future work.

Our deep learning model, as it can be seen in Figure 4.4a, is different than deep learning model
of Widar3.0 paper, as it utilizes only spatial feature extraction - a Convolutional Neural Network
(CNN), which directly takes normalized and interpolated CSI amplitudes as input.

Figure 4.4b depicts our deep learning-based pipeline, which will be analyzed in Chapter 7, for
adversarial domain adaptation. As it can be seen, data pre-processing and deep learning feature
extractor of Chapters 5 and 6 are re-used. A major difference between our pipeline and the one
from Widar3.0 paper is the adversarial training using a generator with additional domain labels.
More detailed analysis of this method will be presented in Chapter 7.
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(a) Pipeline used in Chapters 5 and 6. (b) Pipeline used in Chapter 7.

Figure 4.4: Pipeline of activity recognition system using WiFi CSI data used in this thesis

4.2 WiFi CSI Dataset and Computing Resources
In this section, we describe the WiFi CSI dataset used in this thesis for the purpose of model train-
ing and performance evaluation. We also briefly explain computing infrastructure and resources
used for our experiments.

We used a large and rich open-source WiFi CSI dataset, called Widar3.0 [53] [52], which has been
used by many other researchers as well. The dataset contains WiFi CSI data collected from 17
people performing different hand gestures such as push-pull, sweep, clap, (see Figure 4.6 for some
example gestures) in three different environments, i.e., classroom, hall and office (identified as
room 1, room 2, and room 3, respectively). Experiments were performed at each room, following
the setup depicted in Figure 4.5 consisting of one transmitter and six receivers placed at different
positions. Each human subject had to perform each gesture at 5 different locations and orientations
with respect to the transmitter.

Figure 4.5: Experiment setup of Widar3.0 dataset, taken from [52]
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Figure 4.6: Widar3.0 dataset gesture samples, taken from [52]

Distribution of gesture samples (push/pull, sweep, clap) taken by human subjects at each room is
presented in Table 4.1. It can be noticed that (i) only subject 3 performed experiments in every
room, and (ii) subject 1 and 2 collected data in two rooms, i.e., room 1 and room 2. The rest of
the subjects participated in the data collection only in one of the rooms. Data sample distribution
per subject in each room is depicted in Figure 4.7. As it can be seen, the largest amount of data
samples was collected by subject 1, 2 and 3. The other subjects collected approximately 2000 CSI
samples each. Also, it can be noticed that the data set is balanced: approximately equal number
of three gesture types were performed by each subject in each room. Overall, this data set will
be used for our experiments in the following chapters, as it allows us to study the impact of the
domain change problem caused by change of rooms, change of human subjects, and change of user
orientation and location with respect to a transmitter.

Person
ID

Room
1

Room
2

Room
3

1. x x -
2. x x -
3. x x x
4. - x -
5. x - -
6. - x -
7. - - x
8. - - x
9. - - x
10. x - -
11. x - -
12. x - -
13. x - -
14. x - -
15. x - -
16. x - -
17. x - -

Table 4.1: Presence of users in different rooms in Widar3.0 data, taken from [52]
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(a) Data distribution per sub-
ject in room 1

(b) Data distribution per sub-
ject in room 2

(c) Data distribution per sub-
ject in room 3

Figure 4.7: Data distribution of Widar3.0 dataset per subject in different rooms, taken from [52]

Additionally, Figure 4.8 depicts user distribution based on the body mass index (BMI). As it can
be noticed, human subjects cover quite wide range of body height and weight. This allows to
experiment with different people BMI and observe if physical body properties such as height and
weight impact the recognition system performance. For instance, two clusters of people (A and
B) can be taken, with different BMI metrics and experiments can be conducted with training set
of A and test set of B.

Figure 4.8: User body mass index distribution in Widar3.0 dataset, taken from [52]

Finally, as training models tend to be computationally expensive, research could be limited by
available computing power. Depending on the workload, personal machine, server or any other
cloud computing platform may be used. To train and test our approaches presented in Chapter
5, 6 and 7, using the Widar3.0 dataset, we used a Linux server (Ubuntu 18.04.5), with Intel(R)
Core(TM) i7-6900K CPU (3.20GHz) and 126GB RAM, that has two NVIDIA ”TITAN X” graphic
processing units, with 12GB of video RAM each.
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Chapter 5

WiFi CSI Data Pre-processing

Data pre-processing plays an important role in addressing domain change problem in learning-
based activity recognition systems using WiFi CSI data. Based on recent research papers, modern
deep learning approaches discussed in Chapters 3 and 4, proposed data pre-processing pipelines
that increase recognition system performance by approximately 20% [21] or 40% [52]. However, as
discussed in Section 4.1, commonly used pipelines in the literature consist of a long list of different
methods and it is quite complex to find an optimal set of a combination of these techniques. Thus,
we strive to automate the pre-processing phase by allowing the convolutional neural network to
learn the optimal set on its own.

With this idea, we further analyze different methods to reduce complexity of the standard pre-
processing pipeline presented in Section 4.1.1. We aim to find minimal CSI data pre-processing
operations required by the convolutional neural network to function well in the presence of domain
change. We further use this pipeline, to be presented in Section 5.3, in Chapters 6 and 7.

5.1 WiFi CSI Data Pre-processing Pipeline
Figure 5.1 shows our initial data pre-processing operations, which will be experimented and consist
of i) amplitude extraction, ii) amplitude normalization, iii) amplitude interpolation, iv) de-nosing
and v) VAE pre-training.

As raw CSI is represented in complex numbers (see Section 1.1), amplitude extraction becomes
a necessary operation in order to get raw numerical values that neural network could work with.
Using a complex number, represented as x+ yj, amplitude A =

√
x2 + y2 and phase θ = arctan y

x
can be computed. Although having phase information may be beneficial, it is not studied in this
thesis and left for future work.

The normalization operation, as discussed in Section 4.1.1, ensures that the input data has certain
statistical properties, such that training stability could be achieved [18]. In the experiments in
Sections 5.2.2 and 5.2.3, training is performed in batches of data, thus each batch is normalized,
such that it is between 0 and 1.

Subsequently, amplitude is interpolated to achieve constant input shape. Due to the fact that
authors of Widar3.0 paper used 30 sub-carriers when collecting CSI data and receivers used had
3 antennas, the final CSI dataset is three dimensional with the varying shape [N, 30, 3], where
variable N is the number of discrete time-steps. Each sample in Widar3.0 dataset contains different
N and, therefore, we use interpolation to study effect of different variations of N , with methods
described in Section 5.2.1.

Finally, we experiment the effects of de-nosing the data and pre-training with Variational Auto-
Encoder (VAE) in Sections 5.2.2 and 5.2.3 respectively.
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Figure 5.1: System overview with a data pre-processing pipeline used for experiments

5.2 Effect of Selected Pre-processing Steps on Activity Re-
cognition

To study what effects our choice of data pre-processing steps will have on the overall performance of
the activity recognition system, we use a simple 4-layer convolutional neural network, as depicted
in Figure 5.2 for activity classification. As it can be seen, network receives an input of pre-
processed CSI amplitude. Then pre-processed sample is further convolved by four convolutional
layers, with a kernel size of (3, 3), stride (2, 2) and the ”LeakyReLU” activation (α = 0.1) function.
Subsequently, last convolutional layer output (with shape [100, 2, 256]) is flattened to a vector of
size 51200, which is then passed to 3 densely connected layers, with 256, 128, and 3 neurons
each. Finally, output of the neural network is passed through a Softmax activation function to
get probability of each gesture category.

Regarding the training process, the network weights are initialized with the Glorot uniform distri-
bution [14] and trained using Adam [23] optimizer, with learning rate of 10−3 and objective loss
function (categorical cross-entropy) presented in Chapter 2.

Figure 5.2: Convolutional neural network used for activity classification
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Regarding the data, part of Widar3.0 is used for experiments, represented in Table 5.1. Two
people are taken for the experiments with the user IDs’ 1 and 2 for training set and test set
respectively. Users performed three hand gestures: push/pull, sweep and clap (Figure 4.6), in
room 1 (classroom) and location 5 (Figure 4.5).

Number of
categories

Train
set

Test
set

Room
loca-
tion

Room
type

Face orientation
w.r.t Tx

Amplitude

3 (Push/Pull,
Sweep, Clap)

User
ID 1

User
ID 2

5
Room

1
All +

Table 5.1: Widar3.0 data-set for pre-processing pipeline experiments

5.2.1 Effect of Interpolation

As discussed in Section 1.1, CSI sample shape is equivalent to a digital image with three channels
[Height,Width, 3]. Thus image processing interpolation methods are used in accordance with
finding of two survey papers, i.e., [3][39]. These survey papers indicate that bi-linear and bi-cubic
interpolation methods are computationally cheap, having relatively low peak signal to noise ration.
Therefore, we study impact of bi-linear and bi-cubic interpolation (without normalization step)
on accuracy of our convolutional neural network trained over 11 epochs with varying input size
[N, 30, 3], when N decreases from 2000 to 500. As it can be seen from Figure 5.3a, while bi-linear
interpolation training accuracy gradually decreases, accuracy of bi-cubic interpolation remains
approximately the same over all varying values of N . This indicates that bi-cubic interpolation
is more robust against varying resolution of input data and, therefore, will be used for final pre-
processing module presented in Section 5.3. Regarding the test set accuracy, as it can be seen
in Figure 5.3b, we observe that the model performed almost like random guessing, when both
interpolation methods were used, with bi-cubic performing slightly better for lower values of N .

(a) Model accuracy with training dataset (b) Model accuracy with test dataset

Figure 5.3: Effect of interpolation with varying input size N

5.2.2 Effect of Normalization and DWT de-noising

In this section, impact of batch normalization and DWT de-noising on training accuracy of our
convolutional neural network model is studied. Firstly, de-noising helps to remove high frequency
components from input data, which do not contribute to model performance. In particular, Figure
5.4 depicts comparison of amplitude sample with and without Discrete Wavelet Transform. Amp-
litude sample is first pre-processed with bi-cubic interpolation (shape [1600, 30, 3]), then reshaped
for visualization purposes (shape [320, 150, 3]). As the final step, DWT is applied, resulting in
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smoothed shades and colors. As it can be seen in Figure 5.5, four different pre-processing con-
figurations of bi-cubic interpolation with and without DWT de-noising are compared, when CNN
model was trained over 11 epochs. In particular, we experiment with (i) bi-cubic interpolation,
(ii) bi-linear interpolation, (iii) bi-cubic with batch normalization, and (iv) bi-linear with batch
normalization. First of all, it can be observed, that average training accuracy (62.75 %) of all
configurations with DWT is higher than without it by approximately 7.5%. This shows that
DWT de-noising of input data contributes to a better model training process, leading to a higher
recognition accuracy than without it. Although, DWT shows positive results on model training
accuracy, it will not be used and studied in further Chapters in this thesis, due to the fact that, our
main objective, as it was already mentioned, is to simplify the pre-processing pipeline by finding
minimal pre-processing steps that convolutional neural network could work with.

Figure 5.4: Amplitude sample visualized with and without Discrete Wavelet Transform (wavelet:
”sym3”, decomposition threshold 0.5)

Additionally, we noticed that training a model with batch normalization showed higher training
accuracy than without. It can be seen in Figure 5.5 that the model trained with bi-cubic inter-
polation and bi-linear interpolation with batch normalization show approximately 2 to 3 percent
higher training accuracy. This indicates that normalization of the input data contributes to a
better model performance, and therefore pre-processing pipeline with bi-cubic interpolation and
batch normalization will be used for further analysis in Chapters 6 and 7.

Figure 5.5: Discrete Wavelet Transform and batch normalization pre-processing results
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5.2.3 Effect of Variational Auto-Encoder Pre-training

We also study impact of using Variational Auto-Encoder [24] (mentioned in Chapter 2, Section
2.1.2) pre-training as pre-processing step on model performance. As it can be seen in Figure 5.6,
VAE pre-training takes place in two steps. Firstly, convolutional part of the model depicted in
Figure 5.2 is replaced by a VAE encoder E. Then in the first training step, the auto-encoder
is trained using the training dataset, with an objective to reconstruct the input amplitude as
closely as possible, allowing the model learn optimal model parameters to encode input amplitude
data to a latent vector z. Subsequently, in the second step, the trained convolutional part of the
auto-encoder is taken and same densely connected layers are built on top as shown in Figure 5.2,
resulting in the same model configuration and training procedure as discussed in Section 5.2. It
is also important to note that batch normalization and bi-cubic interpolation pre-processing steps
are included in the pre-processing pipeline of this experiment.

Figure 5.6: Variational Auto-Encoder pre-training diagram.

Our results of such VAE pre-training procedure, described above, are represented in Figure 5.7. As
it can be observed, the graph represents model accuracy with varying latent vector z from size 128
to size 512. Based on the results, model training accuracy positively correlates with the increasing
size of latent vector z, achieving approximately 65% training accuracy, which is comparable with
result of DWT pre-processing (Figure 5.5). However, VAE pre-training does not show any signs
of addressing the domain change problem, as model tested with different user (ID 2) shows an
accuracy just slightly higher than random guessing. Thus, VAE pre-training will not be used as
additional pre-processing step in further experimentation in Chapters 6 and 7.

Figure 5.7: Variational Auto-Encoder pre-training results
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5.3 Final pre-processing
As an outcome of this chapter, in this section we present final and simplified pre-processing
module in Figure 5.8, which will be used in further chapters 6 and 7. As it can be seen, only three
operations are included, such as amplitude extraction, normalization and bi-cubic interpolation
for the input of deep learning model.

Figure 5.8: Simplified CSI pre-processing.
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Deep Learning-based Feature
Extraction

In this chapter we focus on the deep learning model used in the feature extraction part of the
pipeline. In Chapter 5, we used a simple 4-layer CNN as a feature extractor (see Section 5.2)
to find out minimal pre-processing operations that a deep learning model could work with and
yet achieve an accepted activity recognition accuracy on train data set. However, based on the
experimental results, described in Section 5.1, we observed that the CNN model used was not
robust in presence of domain change - change of user, when the model was trained on one person
and validated on another. Thus, as it can be seen in Figure 6.1, in this chapter we re-use data
pre-processing module found in Chapter 5 and propose a different model for feature extraction. In
particular, we improve the Convolutional Neural Network (CNN) model and its objective function
in order to address the domain change problem.

Figure 6.1: Feature extractor model overview
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6.1 A CNN-based Model for Feature Extraction
6.1.1 CNN Architecture

Base architecture of the CNN model used for our feature extraction component is shown in Figure
6.2, which will be used and updated with each experiment in this chapter. CNN feature extractor
consists of 5 CNN blocks, where first block takes an input of CSI amplitude in a reshaped form
[256, 160, 3]. Each block reduces its input by approximately twice and contains three operations,
i.e., convolution, batch normalization, and LeakyReLU activation. Then convolutional part of the
model is followed by a stack of 4 layers, which starts with an operation to flatten out feature maps of
the last CNN layer, followed by densely connected layer of size variable z (latent dimension), which
will be varied in the experiments. After that the vector z is processed with L2 normalization, which
is then passed to a densely connected layers of size 64. Finally, the output of feature extractor is
then passed to a classification module, which contains a densely connected layer, with 3 neurons,
followed by softmax activation, in order to output probability distribution of three type of gestures.

Figure 6.2: CNN feature extractor architecture

6.1.2 Training and Testing CNN Model

Regarding the training configuration, the network showed in Figure 6.2 weights were initialized
with Glorot uniform distribution [14] and trained using Adam [23] optimizer, with learning rate of
10−3 for all experiments. Since, the task is to classify person gestures, i.e, push/pull, sweep, and
clap, as presented in Table 6.1, we use a combination of cross-entropy Lc and triplet loss LT , with
margin α = 1 (as discussed in Section 2.4.2) as an objective loss function L = Lc +LT and aim to
minimize it. By adding triplet loss in the objective function, we seek to improve model training
convergence, by forcing it to group CSI gesture samples into clusters in the embedding space, with
z dimensions (a.k.a. latent dimension). This will be discussed in more details in Section 6.2.3.

For model training, we use data that creates conditions of domain change issue. For that we use
samples from all users in room 1 except user 11, which was used only for testing purposes. The
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Number of
categories

Train set
Test
set

Room
location

Room
type

Face
orientation

w.r.t Tx

Repetition
ID

3 (Push/Pull,
Sweep, Clap)

U1, U2, U3, U5,
U10, U12, U13,
U14, U15, U16,

U17

User
ID 11

All
Room

1
All 1-3

Table 6.1: Widar3.0 data-set for feature extractor experiments

samples include all gesture samples collected at all locations and face orientations with respect
to the transmitter. Due to highly time consuming training procedure, only first 3 user gesture
repetitions were used in training and test datasets.

6.2 Analyzing Feature Extractor in Presence of Domain
Change

To study effect of different parameters and design choices of our CNN model on accuracy of activity
recognition in presence of domain change, we perform a number of experiments. In particular, in
Section 6.2.1, we investigate effect of adding max pooling layer, changing convolutional layer kernel
strides, and adding dropout regularization. In Section 6.2.3, we analyze the impact of different
triplet loss margins (i.e. α). In Section 6.2.4, we study performance of Bayesian optimization for
hyper-parameter tuning. Finally, overall result comparison with tuned network of this Chapter,
Widar3.0 [52] and initial CNN (from Chapter 5) is presented, which are based on leave one out
user/room validation.

6.2.1 Effect of Max Pooling and Kernel Stride

In the very first experiment, we strive for analysing the effect of changing CNN block parameters
of the base model in Figure 6.2. As can be seen in Figure 6.2, base model CNN block consist of
convolution operation, followed by batch normalization and LeakyReLU (a = 0.1, Section 2.3.1).
Then, as depicted in Figure 6.3b, we alter the CNN block, by inserting max pooling operation and
changing convolution kernel stride to 1. Based on the background information in Section 2.2.3,
the max pooling layer allows to extract statistics that is invariant to small changes of the input to
the convolutional layer. This may help to address the shortcomings of the minimal pre-processing
(discussed in Chapter 5), which were found to be not contributing to address the domain change
issue.

In order to test the changes, we perform experiments with the data set, described in Table 6.1. As
it can be seen in Figure 6.3a, it depicts a bar chart, which represents comparison of test accuracy
between our CNN model with and without max pooling, with increasing latent dimension z of the
densely connected layer in feature extractor module.

As the first observation, we notice that the CNN model with max pooling and convolution kernel
stride 1 outperforms the CNN model without max pooling and convolution kernel stride 2 by on
average approximately 30%. This shows that the former has high impact on model performance
when tested on a ”not seen” user. Moreover, the impact of latent dimension z can be noticed.
We observe that model test accuracy positively correlates with the increasing latent dimension z,
from 64 to 512 in both CNN block types, with the test accuracy peaking at z = 256. As a result,
based on this experiment, we further use z = 256 and modified version of CNN block, depicted in
Figure 6.3b. Finally, regarding the training set accuracy, it reached 99.99% for all experiments.
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(a) CNN feature extractor max-pooling and stride w.r.t latent di-
mension z experiment (b) CNN feature extractor CNN block

Figure 6.3: Effect of adding max pooling and changing convolution kernel stride

6.2.2 Effect of Dropout Regularization

In this section, we evaluate effect of adding the dropout regularization to parts of the feature
extractor module (Figure 6.2). Based on the previous experiment (Figure 6.3a), best CNN archi-
tecture was chosen and, as represented in Figure 6.4b, dropout layer (Section 2.2.6) was added
after each densely connected layer. The test accuracy of the resulting new model with varying
dropout probabilities p are shown in Figure 6.4a. It can be observed that test accuracy negatively
correlates with increasing p, showing the best test accuracy when p = 0. This indicates that
dropout regularization after each densely connected layer in feature extractor is not contributing
towards better accuracy, when user 11 is the left out for testing. Therefore, dropout regularization
in will not be used in further experiments in this chapter.

(a) Dropout regularization results (b) Classifier module with dropout regularization

Figure 6.4: Dropout regularization effect study

6.2.3 Effect of Triplet Loss Function

The triplet loss function aims to group CSI gesture samples into three clusters (3 categories) in
the embedding space of z dimensions. Based on Section 2.4.2, this is achieved by maximizing
the L2 distance between the samples belonging to different categories at least with a margin α
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and minimizing the distance samples belonging to the same category. As depicted in Figure 6.2
embedding of each gesture sample is computed by passing it through the CNN module, followed
by densely connected layer, with z neurons, and L2 normalization.

Based on the previous experiments, we take the best model architecture, which contains max
pooling operations in each CNN block and embeds gesture samples into size z = 256 vector
(embedding space). Figure 6.5 shows test accuracy with varying α. It can be seen that increasing
margin α from 0.1 to 1 results to decreasing test accuracy, on the other hand, increasing α from
1 to 1.75 shows and increasing trend, peaking at 80%, when α = 1.75. This indicates that triplet
loss with sufficiently high margin contributes to addressing the domain change problem. Thus,
margin α = 1.75 will be used for further experimentation in Chapter 7. Regarding the model
accuracy with training dataset, it achieved approximately 99.99% in all experiments.

Figure 6.5: Effect of triplet loss margin

We further analyze effect of the triplet loss by visualizing the embedding vectors. Firstly, we take
the trained model with triplet loss margin α = 1.75 to compute embedding vectors of each gesture
sample in train data set and test data set. Then each embedding sample vector of size z = 256
was reduced to the size of z = 3, using Principal Component Analysis (PCA) for visualization
purposes in three dimensional space. The resulting visualization can be seen in Figure 6.6. It can
be observed that three clusters corresponding to each gesture category were obtained. While in the
training set no outliers were observed (see Figure 6.6a), forming almost perfect clusters, test set
showed clusters, which are quite scattered and have a number of outliers (see Figure 6.6b). This
confirms the lower test accuracy (80%) compared with the training accuracy (99.99%), indicating
worse model performance in presence of domain change.

Overall, triplet loss forces the model to automatically group all gesture samples into clusters in
the embedding space, regardless of who, where, and when the gesture samples were taken. By
doing so, it contributes to address the domain change problem.
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(a) Training set embedding vectors visualized in 3-
dimensional space with PCA

(b) Test set embedding vectors visualized in 3-
dimensional space with PCA

Figure 6.6: Visualization of effect of triplet loss. Each cluster corresponds to a gesture type.

6.2.4 Effect of Bayesian Optimization

With this experiment, we further seek to optimize the CNN architecture towards a better test
accuracy. Due to the fact the there are too many parameters to tweak, causing a large search
space, we use Bayesian optimization as described in [12] to find the best set automatically. This
optimization algorithm is commonly used for tuning hyper-parameters of a machine learning model
in order to obtain optimal test accuracy or loss on a validation data set.

We aim at fine-tuning the hyper-parameters of the CNN model towards the best model test
accuracy using Keras tuner [35].

We provide to the Bayesian optimizer a search range for each hyper-parameter for each convo-
lutional block in our CNN model and each densely connected layer. These search ranges can
be found in Table 6.2 and Table 6.3, respectively. The learning rate provided to the Bayesian
optimizer for the Adam optimizer was [10−2, 10−4] and the loss margin α for the triplet loss was
[0, 1.75].

Number of
kernels

Kernel
size

Padding
type

Strides
Leaky ReLU

α

Range [128, 512] [3, 5]
Padding/No

Padding
[1, 3] [0.1, 0.4]

Table 6.2: Convolutional block hyper parameter range provided to Bayesian optimizer. Note: max
pooling layer with kernel size (2,2) is automatically added after each convolutional operation if
Bayesian optimizer chooses the stride = 1. This makes sure that feature map sizes are always
reduced at least by half after each CNN block.

Number of neurons Leaky ReLU α

Range [64, 512] [0.1, 0.4]

Table 6.3: Hyper-parameters of the densely connected layer provided to Bayesian optimizer

In total the model was trained 90 times, with different set of hyper-parameters. Each training
run was stopped as soon as validation loss did not decrease for at least 5 training epochs. The
resulting optimal hyper-parameters found by Bayesian optimizer are presented in Tables 6.4 and
6.5, with learning 10−4 and triplet loss margin α = 1.5.
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As it can be seen in Figure 6.7a, the optimized model with Bayesian optimizer outperformed the
model found in Section 6.2.3 by over 4 percent, achieving the best performance with approxim-
ately 84.4% test accuracy. This indicates that Bayesian optimization is a well suited algorithm for
finding optimal hyper-parameters, especially when each training run is computationally expensive.
Additionally, Bayesian optimized model showed further contribution to improving the model per-
formance in presence of domain change. On the other hand, the Bayesian optimized model found
to be quite memory consuming. This is due to high number of (i) kernels in each CNN block and
(ii) neurons in densely connected layer (see Tables 6.4, 6.5). This results in quite a large model
compared with the model of Section 6.2.3. A comparison between number of weight parameters
of these two models can be seen in Figure 6.7b. It can be clearly noticed that Bayesian optim-
ized model contains approximately 10 times more weight parameters compared with the model
of Section 6.2.3, reaching the limits of hardware (GPU memory), described in Section 4.2 using
Tensorflow framework [1]. Thus, we will use the Bayesian optimized model as a benchmark for
further studies and comparisons in Section 6.3, but the model architecture itself will not be used
for further investigations due to hardware limitations as it cannot be used in combination with
other neural networks for adversarial domain adaptation that will be discussed in the following
Chapter 7. Instead, we use the model found in Section 6.2.3 for further analysis.

Layer
Number of

kernels
Kernel

size
Padding

type
Strides

Leaky
ReLU α

Conv Block 1 512 5 No Padding 1 0.1

Conv Block 2 512 3 No Padding 1 0.4

Conv Block 3 512 3 Padding 1 0.4

Conv Block 4 512 5 Padding 1 0.1

Conv Block 5 512 5 No Padding 3 0.1

Table 6.4: Optimal hyper-parameters of CNN found by Bayesian optimizer

Layer Number of neurons Leaky ReLU α

Dense 1 512 0.1

Dense 2 64 0.4

Table 6.5: Optimal densely connected layer hyper-parameters found by Bayesian optimizer

(a) Test accuracy comparison (b) Number of weight parameters comparison

Figure 6.7: Model of Section 6.2.3 comparison with the model optimized with Bayesian optimizer
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6.3 A Robust CNN-based Feature Extractor against Do-
main Change

Based on results of the previous experiments, our modified CNN model looks like Figure 6.2,
with a modified CNN block as in Figure 6.3b, which adds max pooling operation and utilizes
convolution operation with stride [1, 1]. Additionally, based on the experiment in Section 2.4.2,
this model architecture is used with triplet loss margin α = 1.75 for further experiments in chapter
7. Note: as already mentioned in Section 6.2.4, this architecture will not be used for performance
comparison instead Bayesian optimized model will be used as it performed better by 4% in terms
of test accuracy, with a trade-off of high number of weights, indicating that it cannot be used for
further investigations in chapter 7 due to hardware memory limitations.

In order to compare the performance in presence of domain change, we perform leave-one-out
subject/room validation tests for three models, i.e., the model based on Bayesian optimizer (see
Section 6.2.4), the model presented in Widar3.0 paper [52], and the initial model used in Chapter
5. Results of these tests are depicted in Figure 6.8.

For each model, the same minimal CSI pre-processing steps found in Chapter 5 were used. These
minimal steps include amplitude batch normalization in range [0, 1], followed by bi-cubic inter-
polation, resulting in sample shape of [1280, 32, 3].

Regarding leave one out subject validation, CSI gesture samples of all subjects in room 1 were
included in the train set, except the left out, who was used for testing. As it can be seen in
Figure 6.8a, the Bayesian optimizer-based model obtained in Section 6.2.4 achieves an average
test accuracy of approximately 72%, outperforming the Widar3.0 model and the initial model of
Chapter 5, with an average test accuracy of 65% and 42%, respectively. This indicates that our
feature extractor model is quite robust in presence of domain change - change of subject, with an
average classification accuracy of approximately 72%.

Regarding leave one out room validation, CSI gesture samples of all subjects in room 1 were
included to the train set and CSI samples of one chosen subject, but in different room were taken
in the test set. The experimental results can be seen in Figure 6.8b. While model obtained in
experiment 3 classifies subject gestures in different rooms, with an average test accuracy of 71.3%,
Widar3.0 and model experimented in Chapter 5 achieved an average test accuracy of 61% and
40%, respectively. This indicates that the model described in Section 6.2.4 outperforms Widar3.0
and initial model (of Chapter 5) by on average 10.3% and 31.3%, respectively.

(a) Leave-one-out subject validation,
where x-axis represents left out subject in
room 1 for testing. Data set used: room
locations - all, face orientations w.r.t Tx -
all, gesture sample repetitions - first 3.

(b) Leave-one-out room validation, where x-axis rep-
resents left user in room x for testing, e.g. U1 R2
- user 1 in room 2. Data set used: room locations
- all, face orientations w.r.t Tx - all, gesture sample
repetitions - first 3.

Figure 6.8: Leave-one-out subject/room validation
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Chapter 7

Adversarial Domain Adaptation

Results described in Chapter 6 show that a certain degree of robustness in domains of different
subjects and rooms was achieved by fine tuning different hyper-parameters of the feature extractor
CNN model. In this chapter, we further seek to improve the model performance in presence of
domain change by utilizing domain information and adversarial training. As it can be seen in Fig-
ure 7.1, we re-use the data pre-processing module of Section 5.3 and the feature extractor model
of Section 6.2.3 in this chapter. The major difference is the adversarial training (to be described
in Section 2.1.3), using which the generator competes against the discriminator to classify CSI
gestures and to categorise the domains such as subject ID or room ID. The generator is gener-
ating CSI gesture amplitude samples in such a way that it confuses the discriminator to classify
from which domain the sample is from leading the discriminator to a classification performance
independent of the domain change.

Figure 7.1: Adversarial domain adaptation model overview
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7.1 Adversarial Domain Adaptation Model
7.1.1 Adversarial Network Architecture

Figure 7.2 shows a high-level overview of the architecture of our adversarial network. It consists
of two artificial neural networks, i.e., (i) a generator and (ii) a discriminator, which compete
against one another. For the discriminator part of the model, we use the same model as our
feature extractor and classifier as described in Section 6.3. We then borrow the idea from [22]
to discriminate between the domains and gestures using domain discriminator (DD) and gesture
discriminator (GD) respectively in our classifier module. In our case, we use subject ID as domain
labels and leave out other possible domain labels such as room ID, face orientation, or subject
location in a room for future studies.

For the generator, we use a U-Net based architecture [20], which was originally designed for trans-
lating an input image to its corresponding output image by sharing information between interme-
diate layers of encoder and decoder. Based on this idea, we propose a UNet based architecture
variant that translates CSI amplitude x into a fake amplitude xf . The proposed architecture is
depicted in Figure 7.3. It takes an input of pre-processed CSI amplitude sample, one hot encoded
gesture label, and subject ID. Then based on the provided input, it translates amplitude sample
x into a fake amplitude sample xf , which is then passed to discriminator.

The overall objective functions, which have to be minimized by the discriminator and the generator,
are described in Equations 7.1 and 7.2, respectively. Regarding the discriminator it outputs
probability classes of three gesture categories and k probability classes for domain categories,
where (k+ 1)th is for unknown. As it can be seen Equation 7.1, the loss LD consists of four terms.
The first term corresponds to gesture discriminator (GD) loss with real gesture samples (x, yg).
The second term is the loss term for domain discriminator (DD) with real gesture samples (x, yd),
where yd corresponds to subject ID. Finally, the third and the fourth terms correspond to domain
discriminator (DD) loss with input of fake sample (xf , yd), where yd = k + 1 - unknown domain
category and triplet loss LT (margin α = 1.75), respectively.

LD =− Ex,yg∼pdata(x,yg) log [pGD(yg|x)]

− Ex,yd∼pdata(x,yd) log [pDD(yd|x, yd < k + 1)]

− Exf∼pG(G(xf |(x,yg,yd))) log [pDD(yd = k + 1|xf )]

+ LT
, where yg for gesture type, yd for domain (subject id), k - number of domain categories

(7.1)

The generator objective function LG consists of three loss terms. The first and the second terms
motivate the opposite of discriminator, as described in LD. The fist term corresponds to the
domain discriminator (DD) with fake sample (xf , yd) as input, where the domain (subject ID) is
yd < k + 1. This ensures that the generator is penalized if its generated sample xf is classified
by the domain discriminator as an unknown (k + 1)th domain category. The second term defines
gesture discriminator with (xf , yg) as input, where yg is the corresponding gesture category.
Finally the last loss term is the L1 loss between the original CSI amplitude x and fake amplitude
xf , weighted with constant β.

LG =− Exf∼pG(G(xf |(x,yg,yd))) log [pDD(yd|xf , yd < k + 1)]

− Exf∼pG(G(xf |(x,yg,yd))) log [pGD(yg|xf )]

+ β[Ex∼pdata(x),xf∼pG(G(x|(yg,yd)))||x− xf ||1]

, where yg for gesture type, yd for domain (subject id), k - number of domain categories
(7.2)

42 Domain-independent Activity Recognition using WiFi CSI Data



CHAPTER 7. ADVERSARIAL DOMAIN ADAPTATION

Figure 7.2: Adversarial network model

Figure 7.3: UNet model architecture

The above described generator and discriminator networks are trained one after another with a
data batch of size 32 and Adam optimizer (with learning rate 0.0002 and β1 = 0.5), until it is
observed that the gesture classification test accuracy does not get improved anymore. We use the
data set as the same used in experiments of Chapter 6, which is presented in Table 6.1. It takes
all gesture samples performed by all subjects in room 1, except subject 11, which is used only for
testing purposes.
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7.2 Analyzing Adversarial Network in Presence of Domain
Change

To study effect of different design choices of our adversarial network architecture on accuracy
of activity recognition in presence of domain change, we perform a number of experiments. In
particular, we study effects of L1 loss term in Section 7.2.1, UNet regularization in Section 7.2.2,
and Discriminator regularization in Section 7.2.3.

7.2.1 Effect of L1 Loss

In the first experiment, we analyze effect of the L1 loss term of the generator, which describes how
similar the original input sample x and a fake sample xf are. In our model, we vary the constant
weight β. As it can be seen in Figure 7.4a, the model test accuracy of gesture classification
shows decreasing trend when β is increased from 50 to 300, peaking at points β = 50 &
β = 100. As generator aims to translate an input sample x in a way that confuses the discriminator,
higher values of β force the generator to produce samples that are too similar, resulting in worse
performance. Therefore, we select β = 50 for further analysis in the following experiments in this
chapter.

Regarding the domain discriminator classification accuracy, it was observed that it quite quickly
reaches approximately 99%, over performing generator, which loss showed increasing trend over
all training session (Figure 7.4b). As a consequence, it can be observed that generator and dis-
criminator are inbalanced. Thus in order to maintain the balance, we further investigate various
regularization methods in the following experiments.

(a) Generator L1 β constant w.r.t test accuracy
(b) Comparison between generator and discriminator losses dur-
ing training, when β = 50

Figure 7.4: Effect of L1 loss

7.2.2 UNet Regularization

In this experiment, we further seek to improve the adversarial training balance between generator
and discriminator, by firstly conducting experiments with different regularization methods used
in the generator network, which would introduce some ”randomness” for fake sample generation.
In particular, for each UNet generator layer we try different regularization methods: dropout,
with p = 0.25 and addition of Gaussian noise (with standard deviation σ = 0.1 & σ = 0.05).
Additionally, we experiment with adding a 4th input, i.e., a Gaussian noise vector of size 256
(σ = 0.1) to the generator and concatenating it with UNet bottleneck layer the same way as
gesture label, as depicted in Figure 7.3.

The test accuracy, using each method is shown in Figure 7.5a. It can be clearly noticed that
adding Gaussian noise to each layer output of UNet decoder part results in the worst performance
out of all methods. The standard deviation σ = 0.05 shows slightly better results than σ = 0.1,
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reaching approximately 68% and 69% test accuracy. On the other hand, adding i) Gaussian noise
as input to the Unet network and ii) the dropout shows higher results, reaching approximately
73% and 78%, respectively, outperforming the test accuracy of previous experiment. Therefore, we
use p = 0.25 dropout after each UNet layer as the regularization method for further experiments.

We also analyze the balance between generator and discriminator during training, with the dropout
regularization in UNet. As it can be seen in Figure 7.5b, the generator loss with some fluctuations
stayed at approximately same value until epoch = 60, followed by increasing trend till end of the
training. This indicates that dropout regularization contributes to improving performance of the
generator to compete against the domain discriminator.

(a) Experiments of various regularization methods in UNet
(generator)

(b) Comparison between generator and discriminator losses dur-
ing training, when using dropout in UNet and L1 loss β = 50

Figure 7.5: Effect of UNet regularization

7.2.3 Effect of Discriminator Regularization

Experiments of the section showed that the dropout positively affect balancing between the gen-
erator and the discriminator during the training phase, leading to 78.3% test accuracy. In this
section, we further investigate effect of the dropout on the discriminator network.

Effect of dropout regularization with varying dropout probabilities p from 0.1 to 0.5 is depicted
in Figure 7.6a. As it can be seen, we apply the dropout to different parts of the discriminator
network, i.e. (i) after each CNN block of the feature extractor, and (ii) after each densely connected
layer in feature extractor (see Figure 7.2). Applying the dropout to the (i) leads to an increasing
accuracy, with test accuracy peaking at 84.7%, when dropout p = 0.5. On the other hand, applying
the dropout to the (ii) leads to a decreasing accuracy with the lowest test accuracy 70.1%, when
p = 0.5. Therefore, we select (i) dropout regularization with p = 0.5 for the CNN feature extractor
for our final discriminator network.

The training loss plots are shown in Figure 7.6b. Compared with the previous experiment (Figure
7.5b), the generator loss shows more steady trend over 80 epochs of training. Additionally, the
discriminator loss shows a decreasing trend, which was not that steep compared with the previous
experiment, when no dropout in CNN was used. This indicates that the dropout regularization
has a positive effect on balancing training of generator and discriminator. As a result, the test
accuracy of 84.7% was achieved, which outperforms the best accuracy obtained in Section 6.2.3.

As a final note it is important to indicate that, even though our generator network was keeping up
with the domain discriminator in terms of training loss, its loss started to increase after training
epoch = 80. This indicates that domain discriminator starts over performing the generator at that
point. Thus we further study different regularization techniques for label smoothing.
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(a) Results of applying dropout regularization to the
CNN feature extractor and classifier module

(b) Comparison between generator and discriminator losses dur-
ing training, using dropout in UNet and CNN feature extractor,
with L1 loss β = 50. Note: networks were trained for 400
epochs in total until test accuracy did not increase anymore.
The plots are zoomed for a better comparison with UNet regu-
larization experiments.

Figure 7.6: Effect of discriminator regularization

It has been shown in [26] that smoothed domain labels prevents over-fitting of an artificial neural
network by softening the training labels, in order to penalize overconfidence. Thus with this
experiment we utilize a uniform domain label smoothing technique [26], in which one hot encoded
label q is smoothed and can be defined as q̂ = (1− ε)∗q+ ε 1

K , where ε is a smoothing strength and
K is a number of classes. In this experiment, we use ε = 0.055 and K = 12 as we have 11 subjects
in our training set (see Table 6.1) and one as unknown, resulting in one hot encoded vector with
smoothed value of 0.95 as ground truth.

The test accuracy with varying β of L1, when smoothed labels are used for computing domain
discriminator loss term during training are shown in Figure 7.7. As it can be seen, test accuracy
fluctuates when β is varied from 0 to 200, showing slightly higher performance for β = 10 &
β = 0.5 and reaching around 62.7% and 65.5%, respectively. Regarding the training loss, it was
observed that discriminator loss decreased during training phase until around epoch = 20 (for
both experiments showing the best accuracy), and then started to increase, indicating training
instability. This indicates that label smoothing did not contribute to a better model performance
in presence of domain change and it will not be utilized further in our experiments.

Figure 7.7: Effect of domain label smoothing

7.3 A Robust Adversarial Network against Domain Change
Based on results of the previous experiments, our final generator and discriminator networks
look like Figures 7.2 and 7.3, with L1 β = 50 (Section 7.2.1), UNet dropout, with p = 0.25
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(Section 7.2.2) and discriminator, using feature extractor from Section 6.2.3 and dropout, with
p = 0.5 (Section 7.2.3). Figure 7.8 shows the overall performance of this model using leave-one-out
subject/room validation. We compare the best performing models obtained in Chapters 5, 6, the
adversarial domain adaptation network (proposed in Chapter 7), and Widar 3.0 [52].

Results of leave-one-out validation on subject domain are shown in Figure 7.8a. In each experiment
all subjects in room 1 except the one left out is used for training and the left out subject is used
for testing. It can be seen that the worst performing model is the one obtained in Chapter 5,
with an average test accuracy 41.9%. The Widar 3.0 model achieves an average test accuracy of
65.2% while the Bayesian optimized model obtained in Chapter 6 shows a higher performance,
with an average test accuracy of 71.9%. Finally, even though a lower performing feature extractor
was used in adversarial domain adaptation due to hardware limitations, it can be seen that its
performance is by far the best. It outperforms our Bayesian optimized model (of Chapter 6) by
approximately 6%, showing an average test accuracy of 78.05%.

Results of leave-one-out room validation on room domain are shown in Figure 7.8b. In each
experiment CSI gesture samples of all subjects in room 1 were used during training and CSI
samples of one chosen subject, but in different room were used for testing. Similarly as in leave-
one-out subject validation in Figure 7.8a, the worst and the second worst performing models were
the ones experimented in Chapter 5 and Widar3.0, with an average test accuracy of 40.1% and
61%, respectively. While our Bayesian optimized model of Chapter 6 outperforms Widar3.0 model
by almost 10%, with an average test accuracy of 71.3%, the adversarial domain adaptation has by
far the highest accuracy, with an average test accuracy of 74.5%.

Overall, adversarial domain adaptation model shows the highest average test accuracy in leave-
one-out validation for both: subject and room domains. Since the domain labels were used as
subject ID, the model shows on average better robustness with unseen subjects rather than unseen
rooms.

(a) Leave-one-out subject validation, where x-
axis represents left out subject in room 1 for
testing. Data set used: room locations - all,
face orientations w.r.t Tx - all, gesture sample
repetitions - first 3.

(b) Leave-one-out room validation, where x-axis rep-
resents left user in room x for testing, e.g. U1 R2
- user 1 in room 2. Data set used: room locations
- all, face orientations w.r.t Tx - all, gesture sample
repetitions - first 3.

Figure 7.8: Leave-one-out subject/room validation
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Chapter 8

Conclusions

Overall, with the accelerating development of learning-based methods, device free activity recog-
nition systems, using WiFi CSI became possible. Based on the related work chapter 3, a wide
range of learning based methods were developed over the past years, which achieve sufficiently
high recognition performance. However, due to the issue of domain change discussed in chapter
1, these methods tend to show performance degradation. Thus researchers in the field are aiming
to address the issue, not only by experimenting with different learning based models, but also
proposing different and highly complex CSI data pre-processing.

After analysis of related work, we found some existing gaps in Section 3.3 and focused on filling
some of the gaps, such as (i) highly complex CSI data pre-processing and (ii) model robustness
in one particular domain. Subsequently, research questions were raised in Section 1.3, which were
answered by chapters 5, 6 and 7, where we propose (i) a simplified CSI data pre-processing for CNN
to function in presence of domain change, (ii) a fine-tuned CNN, which shows higher robustness
than Widar3.0, when both using simplified set of operations for pre-processing in presence of
domain change of subject and rooms, and (iii) a new adversarial domain adaptation model, which
outperforms the (ii).

8.1 Future work
Although a lot of effort and time was dedicated in order to get some results, there is a number
of gaps, which could be filled for the future work. Beginning with the CSI data, only amplitude
was utilized, without analyzing and studying the phase information or even combination of both.
Secondly, data pre-processing might be simplified even further by removing interpolation step,
which was used for getting a constant CSI amplitude sample shape. This may be achieved by
improving Convolutional Neural Network (CNN), which could be invariant to the input shape, by
utilizing pooling operations.

Regarding the model with adversarial domain adaptation, only subject ID was used as domain
labels. Perhaps more fine grained labels, such as subject orientation with respect to transmitter
or location in the room might result in better performance. Finally, adversarial training stability
might be improved and data efficiency could be studied in future work.
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