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Abstract

The goal of anomaly detection in this research is to forecast the performance issues of lithography
machines, as unscheduled downtime can be costly. In this study, the Omnianomaly model[1] which
has a backbone of Recurrent Neural Network (RNN) combined with Variational Autoencoder
(VAE) is used for forecasting the occurrence of performance issues. The original Omnianomaly
model incorporates additional latent space connection and planar normalization flow into the
RNN-VAE based model. The experiment results show that the detection model is able to detect
the degradation trends in some machines. The results also show that the decision threshold should
be tuned for each machine individually due to the different anomaly score ranges of machines, while
the model itself generalizes well across different machines. Incremental learning is applied to the
detection model to observe if the model can be updated with new data for better performance.
In this case, incremental learning does not help improve the performance of the detection model
over time.

After the anomalies are detected, they are then classified into different failure modes. In the
failure classification model, tree-based models are implemented for feature extraction, in which
a small proportion of zernike features with the highest feature importance are selected. The
neural networks then use these features for failure classification. In this classification task, using
the features extracted by the tree-based models improves the results of neural networks on this
small dataset. The failure detection model is expected to reduce the downtime in machines, but
the online detection performance still needs to be further improved to achieve satisfying business
value. The failure classification model is estimated to reduce hundreds of labor hours of diagnostics
engineers per year.
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Chapter 1

Introduction

ASML company provides lithography systems for the production of integrated circuits in semicon-
ductor industry. Integrated circuit is also called microchip or chip. Chipmakers use these systems
to produce integrated circuits which are important components of smartphones, cars, medical
equipment and other electrical and electronic devices. Chip manufacturing is a complex process
requiring hundreds of precisely controlled steps, including deposition, lithography, photoresist
coating, exposure, computational lithography, baking and developing, etching, metrology and in-
spection, and ion implantation. Lithography machines are essential to the chip fabrication process.
Thousands of signals are measured from these machines at a frequency ranging from once per day
to several times per second. The failure of the parts in machines can occur anytime. The Customer
Support (CS) Department is in charge of solving the failure cases of the machines of customers
worldwide.

(a) A microchip (b) A NXT 1970Ci machine

Figure 1.1: A microchip and a lithography machine

1.1 Problem Description

An unscheduled down in the lithography machine can cost chip manufacturers $20 per second.
When the machines break down or not work optimally, customers report the issues and the CS
Department would need to handle these issues. Due to the complexity of the systems, these
issues usually need to be solved by highly experienced engineers. Diagnostics is difficult and
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CHAPTER 1. INTRODUCTION

time consuming. Training an expert requires large investment of time and money. Even with an
experienced engineer, diagnostics can take long time.

Current diagnostic system records the symptoms, the corresponding analysis and repair actions
to build a knowledge database for reducing some repetitive diagnostic analysis tasks. Building this
knowledge database still needs diagnostics experts so it is difficult to scale up and not sustainable
in the long run. Also, lithography machines usually operate 24 hours per day, and this requires that
there are always diagnostics engineers available 24 hours per day. Therefore a method to predict
and diagnose abnormal behaviors automatically is desired to enable non-experts to solve most of
the failure cases in a reasonable time. Forecasting of machine failure is essential to transform
unscheduled down to scheduled down. A scheduled down allows more time for the preparation of
maintenance such as ordering the delivery of maintained parts and therefore reduce the overall
down time.

Lithography machines are complex systems and different types of failures can occur, therefore
classifying the data into different failure types is also an important part of diagnostics process.

There are different types of machines and each machine can produce at least hundreds of
signals at a time. Lenses are used to shape and focus light on a wafer. In order to monitor lens
performances, Zernike parameters are used to measure the aberration of lenses. In this research the
signals are limited to Zernike coefficients drifts and the failure modes are limited to the two most
common failure types that lead to lens aberration during production. More detailed information
about these different types of failures and their measurements can be found in chapter 2.

The data comes from the history signals of the machines. The repair actions are recorded but
the exact time of the machines break down or start operating suboptimally remains unknown.
Furthermore, there is usually delay between the start of observing anomaly and the repair action,
because arranging repair actions can take time. In addition, the anomaly is mostly due to de-
gradation so there is no clear distinction between healthy and unhealthy status. There are also
occasions when machines may still function well but parts are replaced as a proactive maintenance
to prevent future unscheduled down. The goal is to predict when the machines become unhealthy
and need new parts replacement from the history signals and repair data.

The measured data can be affected by operations, change of parameters of the machine and
environment. The model needs to take the stochasticity of the data into account.

As the model is expected to detect and predict anomalies over time, it is preferred that the
model can keep training and adjusting according to new data after deployment. The model
is required to take into account of the feedback from human experts. These feedback can be
interpreted as new training data with labels.

Both false negative rate and false positive rate should be as low as possible. During usage,
when the machine is detected as unhealthy and an alarm is raised, to confirm there are issues in
the machine, the production process needs to be stopped before further examining the machine for
any potential issues. As indicated before, stopping the production can be expensive for customers.
Compared to a false positive, the cost of a false negative is less. Therefore a low false positive rate
is preferred than a low false negative rate. The model should not raise an alarm on the anomalies
unless it has enough confidence about its prediction.

It is desired that the model chosen can address as many as the above mentioned challenges as
possible.

1.2 Business Value

The business value of the detection model can be calculated under certain assumption. Suppose
the predictive maintenance reduces the downtime in a machine breakdown 14 hrs, and a false
alarm costs unnecessary down time 24 hrs. And suppose the machine on average has a breakdown
every 2 years, with 1000 machines and the model predicts x% cases. The false positive to true
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CHAPTER 1. INTRODUCTION

positive rate is y. The total downtime saved can be calculated as the following:

Total downtime saving

= 14hr ∗ 0.5/machine/year ∗ 1000 machine ∗ x%−
y ∗ 0.5/machine/year ∗ x% ∗ 24hr ∗ 1000

= x(70− 120y) hr/year

From the calculation, it can be seen that the ratio of false positive to true positive needs to be
lower to a certain limit to achieve the goal of reducing downtime.

The business value of the classification model can also be calculated as the following: Suppose
there are two expert rules models for the confirmation of failure modes, each take 1 hr to confirm
For a random guessing model (50%), the average labor hour is

50% ∗ 1 + 50% ∗ 2 = 1.5 labor hr

With a x% accuracy failure classification model, the average labor hour is

x% ∗ 1 + (1− x%) ∗ 2 = 2− x% labor hr

Total labor hour saved:

(x%− 0.5)labor hr ∗ 1000 machines ∗ 0.5/year = 5x− 250 labor hr/year

1.3 Research Questions

The research questions can be formulated as the following:

1. What kind of model and techniques can be used for anomaly detection and classification in
this high-dimension, multivariate time series dataset?

2. To what extent can the model detect and predict abnormal behaviors through the Zernike
coefficients drifts signals?

3. How to adjust the model according to new incoming data?

A sub research question is also posed:

How to extract useful features from this high dimension dataset?

1.4 Thesis Outline

Chapter 1 describes and formulates the research questions and motivation. Chapter 2 introduces
the lens problem in this case study and its relation to the data. Chapter 3 is the literature review on
anomaly detection models including selected model and techniques. Chapter 4 is the exploratory
data analysis. Chapter 5 contains experiment designs, settings and evaluation metrics. Chapter 6
is the results of experiments with analysis. Finally, Chapter 7 contains the conclusion and future
work. .

Machine Learning for Anomaly Detection in Lithography Machines 3



Chapter 2

Lens Aberration

A wafer is a round disk made of high purity crystalline silicon. Chips are built in a grid formation
of wafer surface. Lens project the patterns on a reticle to a wafer.

A silicon wafer Immersion system

All lens elements are susceptible to degradation effects over lifetime. These degradation in-
cludes contamination, scratches and so on. WELLE is the abbreviation of Wet Exchangeable
Last Lens Element. It is the last lens element for projection lens in the immersion systems of
lithography machines. WELLE is designed to protect the lens from differential cooling caused by
water splashing and evaporation. It is also one of the most common failing components that lead
to lens aberration. The small imperfections in the lens cause the wavefront deformation. Different
parts can have different failure types. In this case, we name the two failures as failure type A and
failure type B, corresponding to the two parts related to WELLE, which we call part A and part
B as in Table 7.1.

Machine parts WELLE part A WELLE part B

Failure modes Failure type A Failure type B

Table 2.1: WELLE related failure types

A comparison of the light passing through a perfect lens and a lens with aberration is shown
in the Figure 2.1.
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CHAPTER 2. LENS ABERRATION

Figure 2.1: Left: perfect lens Right: lens with aberration

The wavefront is expressed as the Zernike coefficients. Zernike functions are defined in circular
coordinates r, φ:

Zmn (r, φ) = Rmn (r)


sin(mφ), if m < 0

cos(mφ), if m > 0

1, if m = 0

(2.1)

r is the radial distance and φ is the azimuthal angle. n is the radial order and m is the angular
frequency. Zmn are the Zernike coefficients. Zmn (r, φ) = Rmn (r)sin(mφ) is called odd zernike polyno-
mials while Zmn (r, φ) = Rmn (r)cos(mφ) is called even zernike polynomials. The radial polynomials
Rmn are defined as

Rmn (r) =

n−m
2∑

k=0

(−1)k(n− k)!

k!(n+m2 − k)!(n−m2 − k)!
rn−2k (2.2)

Zernike polynomials are sequences of orthogonal polynomials. There are different indices for
Zernike coefficients. The one shown above uses radial order m and angular frequency n as index
of Z. There are other indicing standard that use a single index, such as the OSA/ANSI indices,
the Fringe/Zemax indices and the Noll’s sequential indices. For the Noll’s sequential indice Zmn is
replaced by Zj as the following:

j =
n(n+ 1)

2
+ |m|+


0, m > 0 ∧ n ≡ {0, 1}(mod 4)

0, m < 0 ∧ n ≡ {2, 3}(mod 4)

1, m ≥ 0 ∧ n ≡ {2, 3}(mod 4)

1, m ≤ 0 ∧ n ≡ {0, 1}(mod 4)

(2.3)

The wavefront phase difference from the reference sphere is expressed as:

W (r, φ) =
∑
n

Zn · f(r, φ)n (2.4)

f is the function giving the position dependence of the phase difference in a pupil plane.
The aberration expressed by different zernikes is usually visualized as the following:
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CHAPTER 2. LENS ABERRATION

Figure 2.2: Aberration patterns expressed by Zernike polynomials(Source: ASML)

The odd zernike polynomials are related to the change of the shape and position of the aerial
image. The even zernike polynomials are related to the focus of the image. The lens aberration
can be adjusted by manipulating the position of lens elements. For slighter deformation of the
lens elements, the system may be able to self-adjust parameters to keep the normal production
process. For more severe deformation, the self-adjust mechanism is not able to offset the distortion
and the production need to be stopped and the failed parts need to be replaced. Integrated
Lens Interferometer At Scanner (ILIAS) is the tool that can measure and analyze wavefront
aberration. It measures the optical properties of the light in the pupil plane. The lower order
Zernike polynomials can be related to specific lithographic effects. Higher order zernike coefficients
(above Z36) have little relations to specific lithographic effects so are typiclly not calculated [2].

The drift of each Zernike coefficient is typically measured each day. Prior the measurement,
the lens system is corrected for the total drifts, Lens heating status and lens pressure. Total
drift is the difference between the current value and the value at the beginning of setup. The
system cannot correct all the drift. And the residual drift is the difference between the value after
adjustment and the value at the beginning of the setup.

Machine Learning for Anomaly Detection in Lithography Machines 6



Chapter 3

Literature Review

3.1 Types of Anomalies

Anomalies can be classified into three categories [3] listing as the following.

Anomaly
type

Point Anomaly Contextual Anomaly Collective Anomaly

Description

This occurs in uni-
variate time series.
The anomaly point
lies out of boundary
and is considered
abnormal.

A point is considered
normal in one context
but abnormal in an-
other context.

The individual points
are not considered
abnormal themselves,
but when those points
showing up together
then the pattern
would be considered as
abnormal.

Example

An unusual value
of a zernike drift
may indicate per-
formance issue in
the machine

Unstable zernike drifts
happened just after re-
pair action can be
normal, but unstable
drifts after 1 month
of repair may indicate
failure

One zernike drift devi-
ated from normal value
range may not indicate
a failure, but multiple
drifts having deviation
could be a sign of fail-
ure

Table 3.1: Types of anomalies

In [4] time series anomalies are classified into amplitude and shape anomalies. To capture
the shape information, the autocorrelation representation of the time series is used. There are
two occasions anomaly happened. One is that a whole time series or an interval of the series can
be labeled as anomaly [5]. The other is anomalies that only occurred at a data point. The first
occasion is believed to be usually more challenge [5]. According to the patterns of anomaly, it can
be outlier or degradation. Some literature refers anomaly detection as outlier detection. In outlier
detection, the anomaly points deviate from the normal points significantly. This usually happen
in credit card fraud detection or network intrusion detection. The degradation anomaly usually
occurs due to the degradation or wear-out of mechanical parts in machines, or the progression
of disease in healthcare. Degradation anomaly is often related to fault diagnosis and prognostics
problem. The anomaly points are usually occur when there are performance issues or faults.
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Outlier type anomaly Degradation type anomaly

Figure 3.1: Two different types of anomaly

As there is usually no clear line to distinguish between healthy and unhealthy status, typically
in prognostics the task is to calculate the healthy index that represents the degree of healthiness
and to estimate remaining useful life (RUL) as in [6][7].

3.2 Time Series Data Analysis

3.2.1 Univariate Time Series Analysis

Two common techniques for modeling univariate time series data are autoregressive (AR) [8] and
moving average (MA) [9]. A kth order MA process can be written as:

yt = µ+

k∑
i=0

θiet−i (3.1)

yt is the time series data. et denotes the white noise and θ are the coefficients that need to be
estimated. A pth order AR model is defined as:

yt = c+

p∑
i=1

ψiyt−i + et (3.2)

where c is a constant and ψ are the parameters of the model. An Autoregressive Moving Aver-
age(ARMA) is the combination of the two above models and is written as:

yt = α+

k∑
i=0

θiet−i +

p∑
i=1

ψiyt−i (3.3)

where α is a constant. Using the above models require the time series to be stationary and
differentiating is used to transforming time series data to stationary data.

3.2.2 Multivariate Time Series Analysis

If each of the time series in a multivariate time series dataset is modeled as univariate time series
individually, the information related to the interaction between different time series may lost. A
common way to model a multivariate time series analysis is Vector Autoregression (VAR) [10]. In
VAR, the yt in Equation 3.2 is replaced by a vector including all dimensions in the multivariate
time series.
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3.3 Anomaly Detection Methods

Anomaly detection has application in many domains including finance, healthcare sector, manu-
facturing and so on. In the case of detecting outlier anomalies, anomaly detection is also called
outlier detection or novelty detection. In the case of degradation anomaly, anomaly detection is
usually linked to prognostics. Anomaly detection approaches can be classified into knowledge-
based approach, physics-based approach, data-driven approach and hybrid approach according to
the content and method used to build the model [11]. Physics-based approach requires specific
domain knowledge to build the model. The data-driven approaches that do not require specific
domain knowledge includes statistic process control and machine learning methods.

3.3.1 Statistical Process Control

Statistical Process Control (SPC) is for monitoring sequential process [12]. There are different
control charts including Shewhart chart [13], cumulative sum (CUSUM) chart [14], exponentially
weighted moving average (EWMA) chart [15]. SPC is often divided into two phases. In phase I
the process starts from the beginning until it reaches a stable state while at phase II the process
is believed to be in a stable state and the goal is to keep this state runs stably [12]. This requires
the line between phase I and phase II to be determined.

Statistics based anomaly detection method usually assumes the data follow a particular prob-
ability distribution and the data showing low likelihood are determined as outliers. A common
way of estimating the probability of data points distribution is using Mahalanobis distance. This
requires the parameters of the data such as mean and covariance metric to be estimated. Minimum
Covariance Determinant(MDC) is a method for estimating the covariance matrix of the data that
tries to minimize the distortion of anomalies [16]. This outlier detection method usually assumes
data follow an ellipsoidal probability distribution (e.g., Gaussian distribution) but the real life
data may not satisfy this condition.

SPC assumes the linearity and unimodality of the data which is a limitation [17].

3.3.2 Machine Learning Methods

Anomaly detection machine learning models can be classified into unsupervised models, semi-
supervised models and supervised models. Supervised learning requires all data to be labeled. In
unsupervised learning there is no labeled data for training. In semi-supervised learning only part
of the healthy data is labeled and other data is unlabeled. Some machine learning models can
be applied in both semi-supervised and unsupervised cases, so here these models are included in
unsupervised category.

Unsupervised Machine Learning

Clustering can be used in anomaly detection such as in [18][19][20]. The two common clustering
categories are density-based and distance-based algorithms [21]. Izakian and Pedrycz use fuzzy c-
means(FCM) [22] clustering for anomaly detection in time series data [4]. Local outlier factor [23]
is an anomaly detection method that applies k-nearest neighbor and determines the degree of
isolation at its location based on the surrounding neighbourhood.

Principle Component Analysis (PCA) is a dimension reduction technique. It can compress
the data to a lower dimension and reconstruct data and the reconstruction error can be used for
anomaly detection as in [24] [25].

One-class support vector machine (SVM) [26] is used for semi-supervised anomaly detection.
It estimates a function that is positive applying on a subset but negative on its complement [26].
One-class SVM is sensitive to outliers thus it is less suitable for unsupervised anomaly detection.
Robust one-class SVM [27] and Eta one-class SVM [28] are proposed to reduce the effect of outliers,
which can be the anomalies in the training data, and make the one-class SVM more suitable for
unsupervised anomaly detection.
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Deep learning is also used for semi-supervised anomaly detection. One method is using au-
toencoder to learn the data representation of normal data and measure the reconstruction loss to
find outliers. The method is formally defined in [29] as the following:

argmin
A,B

n∑
t=1

∆(B(A(xt)), xt) (3.4)

Here A denotes the encoder A : Rm → Rp and B denotes the decoder B : Rp → Rm where p < m.
∆ is the reconstruction loss calculation function. xt denotes input sample. This method assumes
that the autoencoder can reconstruct the normal data with low loss but is unable to reconstruct the
abnormal data with low loss. However, this assumption is not necessarily valid as the autoencoder
may be able to reconstruct the abnormal data as well. MemAE [30] is proposed to address this
problem. In MemAE the network keeps a pool of normal data representation during training.
During testing, the decoder would select a most similar representation from this pool to decode.
As the reconstructed data tends to be close to normal data, the reconstruction loss of the abnormal
data is expected to be higher. Sakurada and Yairi demonstrated that autoencoder can detect subtle
anomalies where linear PCA fails [31]. The authors also found using a denoising autoencoder yields
higher accuracy [31]. Senanayaka et al. [32] apply VAE and RNN for prognosis of bearing life and
show that the model detect the upward trends of health indicator in bearings. Another deep
learning method for anomaly detection is time series prediction thus is only applicable for time
series data. It uses prediction loss as an indication of outliers. Both reconstruction and prediction
methods need a threshold to be determined to classify normal data and outliers. The threshold
can be selected to achieve a balance between precision and recall.

The semi-supervised method, or a one-class classifier often works under the assumption that
the model output of anomalies differ from the model output of normal data. The semi-supervised
model has the capacity to detect unseen anomalies. Kawachi et al. proposed a supervised VAE by
introducing a different probabilistic representation for the anomalous data to improve the ability
of detecting seen anomalies[33].

Many of the above mentioned machine learning anomaly detection methods do not specifically
take into account the time series nature of the data.

Different machine learning techniques can be ensembled to achieve better performance. For
example, Erfani et al. use a deep brief network to extract features then use a one class SVM
with linear kernel for anomaly detection to achieve computational efficiency with comparable
accuracy [34].

Autoencoder

A basic autoencoder can be viewed as an unsupervised machine learning method. Autoencoder
was first proposed by Ruineihart et al. as a way of representation learning [35]. A sketch of the
structure of an autoencoder can be seen in Figure 3.2. The encoder compresses the data to a
lower dimension and the decoder decompress to reconstruct the data. If we denote the encoder
transformation as f(x) and the decoder transformation as g(x), the input data is x, then the
reconstruction loss is defined as |x − g(f(x))|. Using autoencoder for anomaly detection usually
assumes that the trained autoencoder can reconstruct normal data but performs poorly when
reconstructing abnormal data. This assumption may not necessarily hold, as there is no rule to
limit the capability of the model to reconstruct abnormal data. A regularization term can be
added to the loss function to reduce the overfitting [36].

There are many variants of autoencoders such as denoising autoencoder, sparse autoencoder,
deep autoencoder, contractive autoencoder and variational autoencoder. Contractive autoencoder
adds the squred Frobenius norm of the Jacobian as a regularizor therefore the loss function can
be written as in [37]:

L = L(x, g(f(x))) + λ

∥∥∥∥∂f(x)

∂x

∥∥∥∥2
F
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Figure 3.2: A typical autoencoder structure

A k-sparse autoencoder does not use the structure of reducing nodes in the hidden layers but
instead add constrain to the activation function. In each feedforward process only the largest k
activation are kept and the rest are set to zero [38].

Supervised Machine Learning

In supervised learning, the data are labeled so the anomaly detection problem could be viewed
as an binary classification in an unbalanced dataset. There are different oversampling methods
to achieve a more balanced dataset such as SMOTEBoost [39]. Linear discriminate analysis [40]
is a dimension reduction technique to construct features that maximize the difference between
different classes. Logistic regression [41] uses logistic function to model the binary variables. The
limitation of logistic regression is that it assumes data are linearly separable. Decision tree can deal
with non-linear boundary between classes and the model has the property to handle missing data.
Decision tree [42] also has higher explainability as the decision making process is broken down into
each individual decision [43]. Random forest ensembles multiple individual decision trees and each
decision tree is trained on a subset of the training dataset. Gradient Boosting Machine [44] uses
boosting paradigm and produces competitive result for both regression and classification. Extreme
gradient boosting machine [45] uses more regularized model to control overfitting and also enhances
computation efficiency. LightGBM uses Gradient-based One-Side Sampling and Exclusive Feature
Bundling to further improve the efficiency [46] of gradient boosting. Deep learning can also be
used in supervised anomaly detection for building a classification model.

3.3.3 Prognostics for degradation anomaly

Prognostics are commonly used for fault prognosis and remaining life estimation in mechanical
parts. The degradation trend is usually non-linear, so non-linear functions such as exponential
functions can be used to capture the degradation trend. In [47] the sum of two exponential
functions are used to fit the degradation trend. Jagath et al. apply Autoencoder for feature
extraction then use RNN for predicting healthy index of bearings with another RNN to predict
RUL from the healthy index [7].
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3.4 OmniAnomaly Model review

Su et al. proposed a stochastic Recurrent Neural Network model for multivariate time series
anomaly detection [1]. The model achieves better and more stable performance across different
datasets on four real-life datasets compared with other LSTM based autoencoder models, namely
LSTM-NDT [48], DAGMM [49] and LSTM-VAE [50]. The evaluation metrics are precision, recall
and F1 score. OmniAnomaly also showed satisfying performance evaluating on hitrate on the
selected datasets. Following the techniques related to this model are reviewed. The researchers
of OmniAnomaly have demonstrated effectiveness of these applied techniques through different
experiments.

3.4.1 Model-relevant Techniques Review

Gated Recurrent Unit

Both Gated Recurrent Unit(GRU) [51] and Long Short-Term Memory(LSTM) [52] are variants of
Recurrent Neural Networks [53]. The idea of RNN can be expressed using a recursive function:

ht = f(ht−1, xt) (3.5)

where ht is the hidden state of the neural network at timestep t and xt is the input at timestep t.
f(x) is the transformation of neural networks including the linear transformation of weights and
bias and activation function. If unroll the f(x) to weights W, bias b and activation function σ it
can be expressed as:

ht = σ(Whht−1 +Wxxt + b) (3.6)

Cho et al. combine RNN and autoencoder structure for machine translation and show that
the model learns meaningful latent space representation of words and phrase [54]. Luo et al.
introduce a similarity score in a stacked RNN combined with sparse autoencoder and demonstrate
its capacity of anomaly detection in surveillance videos [55]. The property of memorizing the past
information makes RNN useful for time series data analysis but it suffers from vanishing gradient
problem [56]. Both GRU and LSTM address the vanishing gradient problem of RNN. GRU can
be expressed as in [51] and [57]:

ht = Γuh̃t + (1− Γu)ht−1

h̃t = f(Γrht−1, xt)

Γu = fu(ht−1, xt)

Γr = fr(ht−1, xt)

(3.7)

Here fu is the update gate and fr is the reset gate, both are the output from neural networks
layers. h̃t is the intermediate hidden state. LSTM [52] can be expressed as the following:

ht = Γuh̃t + Γfht−1

h̃t = f(at−1, xt)

at = Γoht

Γo = fo(at−1, xt)

Γu = fu(at−1, xt)

Γf = ff (a− t− 1, xt)

(3.8)

where ff , fu and fo are forget gate, update gate and output gate respectively. An additional
activation state at is introduced.
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Variational Autoencoder

Unlike autoencoder which is a deterministic model used for reconstructing the input, variational
autoencoder(VAE) [58] is a probabilistic model and the output can be the likelihood of recon-
structing the input. Let x be the input data and z be the latent variable. As explained in [58],
VAE learns a joint distribution pθ(x, z) that can be factorized as pθ(x, z) = pθ(z)pθ(x|z). In au-
toencoder qφ(z|x) is the encoder and pθ(x|z) is the decoder. pθ(z) is the prior distribution of the
latent variable z. The encoder and decoder are modeled by neural networks. φ and θ denote the
parameters of encoder and decoders. The objective function of VAE is the variational lowerbound
of the marginal likelihood of the data [59]. The marginal likelihood is calculated over the marginal
likelihood of all data.

pθ(x1, x2, · · ·, xn) =

n∏
i=1

pθ(xi) (3.9)

The log likelihood p(x) can be derived as the following:

log pθ(x) =

∫
qφ(z) log pθ(x) dz

=

∫
qφ(z) log

pθ(x, z)

pθ(z|x)
dz

=

∫
qφ(z) log

pθ(x, z)qφ(z)

pθ(z|x)q
φ
(z)

dz

=

∫
qφ(z) log

pθ(x, z)

qφ(z)
dz +

∫
qφ(z) log

qφ(z)

pθ(z|x)
dz

= Eqφ(z)[log
pθ(z, x)

qφ(z)
] +DKL(qφ(z)||pθ(z|x))

(3.10)

The second term is the Kullback-Leibler(KL) divergence between qφ(z) and pθ(z|x). The first
term is the variational lower bound, also called Evidence Lower Bound(ELBO). KL divergence
is non-negative so the log(x) is always larger than the ELBO. The problem of approximate the
intractable log(x) then is transferred to maximize the first term and it can be further derived as:

L(qφ(z)) =

∫
qφ(z) log

pθ(x, z)

qφ(z)
dz

=

∫
qφ(z) log

pθ(x|z)pθ(z)
qφ(z)

dz

=

∫
qφ(z) log pθ(x|z) dz +

∫
qφ(z) log

pθ(z)

qφ(z)
dz

= Eqφ(z)[log pθ(x|z)]−DKL(qφ(z)||pθ(z))

(3.11)
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Figure 3.3: A visualization of a variational autoencoder structure

Gregor et al. developed Temporal Difference VAE which learns from separated time points of
data and make prediction several time steps ahead [60].

Stochastic Variable Connection

The authors use linear Gaussian State Space Model [61] to model the connection between stochastic
latent variables. As defined in [62], a state space model is consist of two time series processes:
Xt ∈ X and Yt ∈ Y. As in [61], a generic state space model is given by:

xn = Fnxn−1 +Gnwn

yn = Hnxn + εn
(3.12)

Here xn is the state and yn is the time series observation. wn is the input process and εn is the
observation noise. The first equation in 3.12 is the transition process equation and the second
equation is the observation equation. Fn is the state transition function at time n. A simplified
graph indicates the state space model can be shown as:

xn−1 xn xn+1

yn−1 yn yn+1
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A linear Gaussian State Space Model is given by adding an additional term as in [62]:[
wn
εn

]
∼ N

([
0
0

]
,

[
Qn 0
0 Rn

])
(3.13)

Planar Normalization Flow

Planar Normalization Flow(NF) [63] is used to approximate complex posterior distribution for
variational inference. Through a normalization flow, a simple initial distribution is transformed
to a complex one through a sequence of invertible mappings. Let f be an invertible function, z
be a random variable with distribution q(z). Mapping z to a random variable using f results in
z′ = f(z). As shown in [63], the distribution of z′ is

q(z′) = q(z)

∣∣∣∣det∂f−1∂z′

∣∣∣∣ = q(z)

∣∣∣∣det∂f∂z
∣∣∣∣−1 (3.14)

and by sequentially applying the mappings K times the distribution qK(z) is obtained:

zK = fK ◦ fK−1 · · · ◦f2 ◦ f1(z0), z0 ∼ q0(z0)

qK(zK) = q0(z0)

K∏
n=1

∣∣∣∣det ∂fn
∂zn−1

∣∣∣∣−1 (3.15)

3.4.2 Overall Network Architecture

The overall network architecture can be shown in Figure 3.4. Dotted arrows indicate lag transmit
or non-directed transmit of the variable. The model can be viewed as two parts, an encoder
generates the distribution of latent variables and a decoder generates the distribution of the
reconstructed x.

Figure 3.4: OmniAnomaly model architecture [1]

3.4.3 Limitation of semi-supervised model

The semi-supervised model is trained only on normal data and the detection is under the assump-
tion that the trained model is less likely to reconstruct abnormal data. This assumption is not
necessarily valid. There is some research that aims at resolving this problem such as Memory-
Augmented VAE (MemAE) [30].
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3.5 Online Learning

Online learning is also called incremental learning or continual learning. Traditionally a machine
learning model is trained offline, which means all the training data can be accessed at every training
time. Usually these data are fed as batches and iterating during training. When the coming data
is streaming, the traditional training method may not be applicable and online learning [64] is
needed. Online learning allows a model to keep training during deployment, so the model can be
adjusted to new incoming data. Hoi et al. use online learning algorithm that updates the model
at every incoming instance [65].

The simple approach to apply online learning on deep learning is to apply backpropagation
on a single instance in each iteration but this approach has some drawbacks [66]. The model
structure (e.g., number of layers) needs to be fixed before online training and this can lead to
problem if the initial model is too simple or too complex. Sahoo et al. proposed a novel Hedge
Backpropagation method for effectively online learning in deep neural networks [66]. In the Hedge
Backpropagation, the output of neural network is:

F (x) =

L∑
l=0

α(l)f(x)(l) (3.16)

where x is the input, f(x)(l) is the classifier using the output at hidden layer h(l) and α is parameter
needs to be learned. L is the number of hidden layers so the output is the weighted sum of the
output of all layers. The goal of this method is to allow flexible number of layers in online learning.

3.6 Learning with small dataset

Machine learning typically needs large amount of data for good performance. In a biospectroscopy
experiment, Beleites et al. show the learning curve is completely masked by random uncertainty
with independent sample size 5-25 per class [67]. Pasupa and Sunhem compare shallow structure
model and deep structure models on a small dataset for image classification problem and results
show that deep structure models perform worse than shallow structure model when regularization
and dropout are not applied. When regularization and dropout are used, the results of deep
structure model and shallow structure models are comparable [68]. Another research shows that
deep neural networks has lower testing accuracy than shallow structure model but a pre-trained
deep neural network can perform better than shallow structure model [69]. To tackle the problem of
small dataset, MacAllister et al. use meta-model, specifically Kriging and Radial Basis Functions
to generate data for training a Baysian network and use Particle Swarm Optimization (PSO) to
tune parameters of Baysian networks [70]. Learning from small amount of data is also known
as few-shot learning which requires generalizing from a few samples. In terms of classification,
usually one considers a K-way-N-shot classification in which the dataset contains k classes, each
with N samples [71].

Meta-learning can be used to addressed the few-shot problem. Suppose a machine learning
model has a set of parameters θ that needs to be optimized and is called a learner. A meta-learner
is another model that learns to optimize θ for the learner.

3.7 Main Idea

From the above literature review, it can be seen that RNN combined with VAE takes into consid-
eration the unbalance and time series nature of the anomaly detection problem in concern. The
OmniAnomaly model adds additional techniques to enhance the performance of the model. Online
learning could be used for incorporating the user feedback which can then be transformed to new
training data, as online learning aims at updating the model with new training data.
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Data Description

All machines of this study are from TWINSCAN NXT lithography systems which use Deep ul-
traviolet (DUV) technology. The wavelengths used for DUV lithography are 248 nm or 193 nm.
There are total 4 subclasses of machines used in this study: NXT 1950i, NXT 1960Bi, NXT 1970Ci
and NXT 1980Di. The data contains the Zernike drifts, machine name, time of measurement and
WELLE repair date. The Zernike drifts contain 234 dimensions. The measured zernike coefficients
for the zernike polynomials ranges from 2 to 37 and each have up to 3rd order measured. Each
order has up to 2 measurements, namely, Total drift and Residual Drift. In total there are 144
Residual drift measurements and 90 Total drift measurement. The Residual drift is the remaining
drift after system correction.

Residual Drift = Total Drift− System corrections

Based on expert domain knowledge, out of the 36 zernike coefficient, 8 of them are considered as
more significant indicators of type B issue and they have 64 variables. 7 zernike coefficients are
considered as more significant indicators of type A issue and they are related to 46 variables. These
indicators are selected by domain experts and experts have different opinions over the importance
of different zernike coefficient drifts. The measurement is advised to be done once per day but
based from the data collected, many machines have gaps in between measurements. Sometimes
multiple measurements are done in one day. An example of some drifts recorded in a machine
can be seen as the following Figure 4.3. Only 6 significant indicators are plot here for better
visualization. The vertical dotted lines indicate the repair actions related to WELLE.

Figure 4.1: A machine with some Zernike drifts over recording period

Different machines show different patterns on the same zernike drifts. Below shows the same
set of zernike variables on multiple machines. From the observation on these machines, the zernikes
drifts gradually increase after the repair action.
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width =

Figure 4.2: A subset of zernike drifts on multiple machines overtime

The Pearson correlation matrix calculated from the first 64 zernike variables out of the 234
zernike variables in the dataset is shown at the following. It can be seen that there are clear
correlations among some of these variables. For example, usually the total drift and the residual
drift of the same zernike variable have relevant high positive correlation. It could be possible to
use linear dimensionality reduction techniques to reduce the dimension of this dataset.
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Figure 4.3: Correlation matrix plot of first 64 dimensions

Principle components analysis can be used to reduce data dimension and visualize whether
data are linearly separable or not. Figure 4.4 shows the first 2 principle components and first
3 principle components from the 234 zernike variables of data points. The two different classes
are healthy and unhealthy. Using Principle Component Analysis, some anomaly points can be
distinguished as they scatter outside the largest cluster of normal data. There are also some
healthy data deviating from the largest cluster of healthy data.

First 2 PCA components First 3 PCA components

Figure 4.4: PCA components visualization of healthy and unhealthy data (blue: healthy, red:
unhealthy)

The repair actions can be divided into proactive and reactive actions. Proactive action means
to replace a part when the part is still functioning and the purpose is to prevent a future unsched-
uled downtime, while reactive action is to replace the part after it breaks down. In the failure
classification dataset, there are around 40 machines that have reactive repair actions and will be
used for the failure classification model. Figure 4.5 shows the first 2 principle components and
first 3 principle components of these unhealthy data points. The two classes are type A and type
B issues.
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First 2 PCA components First 3 PCA components

Figure 4.5: PCA components visualization of unhealthy data

The signal data is recommended to be measured per day, but in reality this suggestion is
sometimes not followed. Below Figure 4.6 shows the sampling time in one of the machine. Most
of the time, the measurements are carried at the same time every day, giving two consecutive
measurement a 24-hour interval. However, there are some missing measurements over time. There
are also sometimes multiple measurements happen in one day.

Figure 4.6: Sampling hour per day of one machine

All zernike drifts are scaled to 0-1 as a data pre-process for the machine learning model.
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Model Settings

There are two separate models to address the prediction and classification tasks respectively. One
semi-supervised model for general abnormal behavior prediction and the other supervised model
for failure classification. Notice the output of the prediction model is the opposite of reconstruction
logarithm likelihood. The likelihood can be any positive value. And the logarithm likelihood can
be any real number. The two failure classification categories are failure type A and failure type
B. The two models are shown in the following. The detailed architecture of the OmniAnomaly
model is shown in Chapter 3.

Figure 5.1: Anomaly detection and classification models overview

5.1 Anomaly Detection Model

The evaluation metrics of the detection model include the confusion matrix, precision and recall.
Recall is also known as sensitivity. As indicated in the introduction, the model should avoid false
positive as much as possible while maintaining a certain level of true positive. The loss of failing
to predict a future failure is relatively lower, therefore a lower false positive rate is preferred to
a lower false negative rate in this case. One evaluation criteria is set as ”the highest recall when
precision reaches 90%”. The 90% precision is considered as acceptable in this business case. We
would like to know how many failure cases the model can predict with the criteria that more than
90% of the cases of the model predicted are correct. Precision is calculated as:

Precision =
True Positive

True Positive+ False Positive
(5.1)
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and recall(sensitivity) is calculated as:

Recall =
True Positive

True Positive+ False Negative
(5.2)

When the threshold increases, precision increases, recall decreases and vice versa. The eval-
uation metrics can be divided into two types: one based on individual data point level and the
other based on machine/case level. On the data points level, every point in every machine that
belongs to testing data is counted. This can give insights about how many failure points the model
can detected without compromising its confidence on the failure prediction. When calculating on
the machine level, the 4 metrics in the confusion metrics are binary numbers. For example, if a
machine has some false positive points after a repair action, then the false positive is counted as
one, no matter how many false positive points are there. If there is no false positive then the false
positive is counted as 0. This metric gives insights on the proportion that occurred failures are
predicted while still satisfies the criteria that more than 90% of the time the prediction is correct.
On machine level there is an additional metric which is the number of machines that are correctly
classified in terms of detection. A machine is considered correctly classified only if its true positive
number is larger than 0 and has no false positive nor false negative points. The thresholds are se-
lected based on these metrics and are searched through brute force methods. Notice the optimized
thresholds may be different when the threshold is optimized towards different evaluation metrics.

Metrics that do not need a threshold to be determined dynamically are also considered such
as area under the receiver operating characteristic curve (ROC curve) and area under Precision-
recall curve. The value of a full AUC-ROC is between 0 and 1 with 1 means perfect separation
capability. As in this case, a low false positive rate is more desirable than a low false negative
rate, a partial AUC-ROC with the max false positive rate set to 10% is used. The partial AUC-
ROC is standardized to 1. The partial area under the precision-recall curve is calculated with the
minimum precision set to 90%.

In practice, to avoid the result of one machine corrupting the overall result, the actions are
also evaluated individually. Each action is labeled as either True positive, False Positive or False
negative. The evaluation metrics based on these are called quality and hit rate. The calculation
are as follows. Notice here the True Positive, False Positive and False Negative are based on per
action not per data point. In this calculation, the whole time series of each individual machine
needs to be considered and some human decisions are needed when a machine is classified as false
positive, true positive, false negative or not counted into final result.

Hitrate =
True Positive Case+ False Positive Case

True Positive Case+ False Negative Case
(5.3)

Quality =
True Positive Case

True Positive Case+ False Positive Case
(5.4)

The offline detection model is trained and tested using two types of training approaches. First,
the partition are based on machines and cross validation is applied. At each validation, the model
is trained on some machines and tested on other machines. The second experiment is ”run-to-
failure” which trained and tested on the same machine. Below is an illustration of the two different
training approaches.

Machine Learning for Anomaly Detection in Lithography Machines 22



CHAPTER 5. MODEL SETTINGS

train and test on multiple machines

train and test on one machine

Figure 5.2: Two training and testing approaches, each multi-colored bar denotes the time series
data of one machine, green denotes healthy data, red denotes unhealthy data, and blue denotes
unknown

5.2 Anomaly Classification Model

The classification models are shallow structured models that are benchmarked for the failure
classification task. These models include Decision tree, Extreme Gradient Boosting Machine
(XGBoost), Light Gradient Boosting Machine (LightGBM), logistics regression, support vector
machines and shallow neural networks. The neural networks are also trained on the important
features extracted by decision tree and XGBoost. The splitting rule of decision tree here is
Gini [72]. Gini impurity is calculated as:

Gini impurity =
∑

p(i)(1− p(i)) (5.5)

where p(i) denoted the probability of samples in class i. The feature importance is calculated
using the scikit-learn package in python. For decision tree, the feature importance is calculated
as the decrease of Gini impurity at a node weighted by the probability of reaching that node as
in [72]:

nnode
n

(I − nl
nnode

Il −
nr
nnode

Ir) (5.6)

where nnode denotes the number of samples at a node, nl denotes the number of samples at the
left children node and nr denotes the number of samples at the right children node. n denotes the
total number of samples. I denotes Gini impurity. For XGBoost, the importance is calculated by
number of times of a feature appear in the constructed trees.

The proposed method that uses tree-based model as a feature selector can be viewed as in
Figure 5.3:
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Figure 5.3: A proposed classification method

In the system design, the classification will only be triggered when the data is detected as
anomaly by the detection model. The classification then classifies the potential failure into 2
failure classes. Based on history data, the frequencies of the 2 failure modes are similar. The
evaluation of the classification model is accuracy, which is calculated as following:

Accuracy =
correctly classified case

Total case
(5.7)

5.3 Online learning with detection model

The online learning model aims at adjusting the model on the new data based on the existing
model which has been trained offline.

There is no actual real-time data stream for the online training settings. So the real-time data
would be simulated using existing training data. The total dataset is divided into offline training
set, online training set. At the beginning the model is trained on the offline training set, after that,
a sliding training interval would slide across the timeline and train the model using the healthy
data in every following interval. The healthy data for training is defined as within one year after
the repair action and no repair action in the following sliding training interval.

The online learning simulation is applied on the first model for anomaly detection. Buffer
interval days are the amount of days that are assumed as not healthy before an abnormal behavior
occur. Setting a training sliding interval instead of updating the model after every training data
come in so the model would not be affected by a single noisy point thus may help stabilize the
training. Larger sliding period would lower updating frequency and increasing memory needed for
computation.
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Figure 5.4: The sliding interval over time series data of 4 machines, green indicates healthy data,
red indicates unhealthy data and blue indicate unknown, for every sliding interval, the healthy
data are used to update the model if no following repair action in the next interval

The online training simulation is summarized as following.

Algorithm 1 Online learning simulation

Input: online training set do, model M, buffer interval tinter
Initialize: Perform an offline training on the data before date t and obtain the initial model,

tnow = t+ 2 ∗ tinter, the last date in the dataset is tlast.

1: while tnow ≤ tlast do
2: dslide = ∅
3: for machine m in the total set of machines do
4: let tm be the time of the corresponding data points dm of machine m, tm1 are the points

that satisfy tm1 ⊆tm and tnow − 2tinter < tm1 − tinter ≤ tnow
5: if |tm1| > 0 and there is a repair action trepair + 1 year < tm1 and no repair action

during tnow − tinter and tnow then
6: Add corresponding data dm of tm1 to dslide
7: end if
8: end for
9: Backpropagation perform on dataset dslide, test the updated model on the data between
tnow − tinter and tnow

10: tnow = tnow + tinter

Notice for each retraining the number of training data can be different.
The online learning baseline model has no retraining process. The difference between the online

learning baseline model and offline learning model is the way to divide the dataset for training
and testing. Offline model dividing the dataset based on machines while online learning baseline
model divided the dataset based on timeline.

5.4 Online detection and offline detection

The difference between online and offline detection can be shown in the following. In offline
detection, after obtaining the anomaly scores of all the testing data, a threshold is optimized on
the testing data. In online learning, a threshold is optimized on the data other than the testing
data.
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Figure 5.5: Offline and online detection compare

5.5 Overall System Design

The overall machine learning based diagnostics system design can be drawn as the in Figure 5.6.
The signal data first go through the detection model. If the output anomaly score is above
threshold, then an alarm will raise to inform the monitor system there may be unhealthy behavior
occur, and the signal will then go through the second model, which is the classification model.
According to the failure mode determined by the model, a corresponding action is taken.

Figure 5.6: Anomaly detection and classification flow chart

The model is expected to take into account the feedback of diagnostic engineers during usage.
The feedback would be transformed to structured labeled data for retraining the model. When
new repair action occurs, there would be new healthy and unhealthy data and these new data could
be used for retraining. Human feedback is needed because in reality the repair action cannot act
as the indicator of healthy and unhealthy data perfectly. It is possible that the part is still healthy
and functioning well but is swapped for a proactive maintenance. The experienced diagnostic
engineers can give a more accurate label on the data. These feedback would be transformed as
new training data to update the online learning detection model.

In this study no human labels are available therefore the new data label is derived only from
the actions.
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Experiment

There are three methods used for training the anomaly detection Omnianomaly model:

1. Offline training on some machines and offline test on other machines with cross validation

2. Online training on all machines then offline test and online test

3. ”Run-to-failure” experiments which train and test on one individual machine.

The offline detection is used to show the capacity of the Omnianomaly model in this prognosis
case to see if the model can assign healthy data low anomaly score while giving unhealthy data
high anomaly score. Online detection is used to test the model on a more real-life scenario. The
”Run-to-failure” experiment is to see if training and testing on one machine provide advantages.

For all the experiments using the Omnianomaly RNN-VAE model, the latent space sample
number is set as 1024 to reduce the randomness when sampling from latent space during testing.
The latent space dimension is set as 20 unless specified otherwise. Window size of RNN is set as
7. All variables are normalized to a range of 0-1 before feeding into the models.

6.1 Detection model offline training

The testing results of offline learning show that the model can detect degradation trends in some
machines, even though the range of the data is different, thus the thresholds to distinguish between
healthy and unhealthy can be different in different machines. The degradation trends are also
different in different machines, in terms of the slope and change of the slope over time. Sometimes
the slopes look linear and sometimes slow at the beginning an increasing faster later. Following
are the examples of the anomaly score in two machines.

Machine 1 Machine 2

Figure 6.1: Anomaly score of two sample machines

It is sometimes observed that the anomaly score is going upwards somewhere before the repair
action, then it suddenly drops to a lower value before the repair action. An example of this
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trend can be found at the following. This could be explained by the machine may be working
suboptimally and then a lens set up action or a testing is performed on the machine so the signals
drop to a normal value. But the action did not solve the issue so a repair action is still performed
later. This indicates that the model result is affected by other actions such as lens set up and the
zernike signals cannot be used as the sole indicator for the healthy status of the machine.

Figure 6.2: A machine with a trend of going up and then drop before repair

When evaluating on the hit rate and quality, each repair action only has one label, either false
positive, true positive or false negative. True negative is not directly used for calculating the
metrics, thus is not a concern here. A false negative is counted if the selected threshold fails to
detect the abnormal data, that is, the abnormal data appears below threshold. False negative
action would increase if the threshold is set higher. A false positive is counted if the normal data
appear above threshold. A true positive is counted if the abnormal data appears above threshold.
When the threshold increases, the true positive rate decreases. A true positive is counted if the
data is unhealthy and appear above threshold. When the threshold increases, true positive rate
decreases. Example of the false negative, false positive and true positive are shown in Figure 6.3.
If it is uncertain whether there is an action during a specific time period or not, then that specific
time period is excluded.

Under the above conditions, a threshold can be selected for calculating the hit rate and quality.
The hit rate reaches 0.69 when the quality is 0.76 when the threshold is set as 0. The hit rate is
0.20 when the quality is 0.91 when the threshold is 1220. Some of the uncertain actions needed
to be further investigated through the machine logbook or consulted the engineers working in
the local field. Some human judgement were included when determining the false positive, false
negative and true positive in calculating the hit rate and quality. Therefore, these two metrics are
not included into every experiment.
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A false negative machine A false positive machine

A true positive machine

Figure 6.3: Examples of anomaly score of 3 machines when threshold is set as 0, vertical lines
indicate repair actions

The anomaly scores of all machines concatenated can be shown in the following Figure 6.4.
From this visualization, it can be seen that the model can give some anomaly points a higher
score compared to the healthy points. Notice in this figure only the labeled points are counted
for evaluation. Labeled unhealthy data are 30-7 days before the repair action and labeled healthy
data are 15 days - 360 days after the repair action. The reason that the healthy data starts 15
days after is the signals are usually unstable just after the repair action, so the data in this period
is excluded.

Anomaly score Anomaly score with log scale

Figure 6.4: Anomaly score of all points in offline learning setting
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Precision-recall curve Receiver Operating curve

Figure 6.5: Precision-recall curve and Receiver Operating curve of the model, blue dash line
indicates a model with no skills

Some zernike coefficients are considered as more significant indicators of WELLE failures by
domain experts. To see the effects of incorporating expert knowledge on feature selection, the
experiments are performed using all zernike data and the selected zernike data. The selected
zernikes are selected by human experts and are considered as the most important features related
to WELLE failure. Different types of machines have differences in designs. To find out the whether
the type of machine has an impact on the result, the model is trained on all types of machines
compared to trained on one specific type of machines. The following are the comparisons of results.

recall
(90% precision)

based on
data points

recall
(90% precision)

based on machine

partial
AUC ROC

partial
precision-recall

AUC

Correctly
detected

machines percent

All zernikes
Mixed type

11.3% 6.5% 0.651 0.111 36.4

Expert selected
zernikes
Mixed type

13.6% 2.3% 0.704 0.127 36.4

All zernikes
One type

5.1% 0.0% 0.610 0.051 30.0

Expert selected
zernikes
One type

29.4% 32.3% 0.676 0.297 22.2

Table 6.1: Offline training results
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All machines, all zernikes All machines, selected zernikes

One type machines, all zernikes One type machines, selected zernikes

Figure 6.6: Offline training confusion matrix, with precision larger than 97%

Different metrics show different results for 4 different training settings. In terms of partial AUC-
ROC and partial precision-recall AUC, training on selected zernike drifts within either one type or
mixed all types shows better results than using all zernikes based on data points. Training within
one type of machine with all zernikes shows dramatic drop on the performance. When training
on one type of machines, the number of machines reduced since the machines are restricted to
one specific type. A smaller amount of training data with high dimensions may lead to overfitting
more easily, therefore results in worse performance. Reducing the feature dimensions can reduce
overfitting. The trade-off between variance and bias exists here. Furthermore, the machine to
machine variation in terms of the zernike drifts signals could be larger than the type to type
variation. There are other factors such as type of the specific part may affect the result more
directly than the commercial type of the machine does. Using selected zernikes on one type of
machine shows better results on all metrics expect for correctly detected machine numbers. The
result calculated by per data points is generally better than the result calculated by per machine
in this experiment. This could be that the correctly detected machines have more data points
counted than the machines that are detected wrongly.
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6.2 Detection model with online training

The machine evolves over time and may affect the signal patterns. To allow the model evolve
over time and incorporate the feedback of experts, online learning is applied to the model. The
same model is then trained using online learning algorithm. The data before 2019 is used for
initial training, and the data starts from 2019 is used for incremental training. Three experiments
results are compared, shown in the following. The first experiment uses incremental learning only
on the new incoming data. The second uses incremental learning on all the available data at each
retraining stage. The baseline model is trained only on the data before 2019, and no incremental
learning is applied to this model. All zernike variables are used for online training.

Anomaly score Anomaly score with log scale

Figure 6.7: Anomaly score of all points in online learning setting

Precision-recall curve Receiver Operating curve

Figure 6.8: Precision-recall curve and Receiver Operating curve of the model using incremental
learning, blue dash line indicates a model with no skills
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recall
(90% precision)

based on
data points

recall
(90% precision)

based on machine

partial
AUC ROC

partial
precision-recall

AUC

Correctly
detected

machines percent

Online learning
with new data

19.3% 18.9% 0.671 0.211 41.9

Online learning with
all available data

24.8% 2.9% 0.652 0.239 41.9

Online learning
baseline model

36.2% 27.0% 0.705 0.356 51.2

Table 6.2: Online and offline training results, using one threshold for all testing data

From the evaluation metrics, the two incremental learning methods do not show improvement
when compared to a baseline model. One of the reason that the incremental learning on new
incoming data does not show improvement could be that in each training, the amount of training
data is too small. Another reason could be that the scale of the data changed after each retraining,
but at the end only one threshold is selected for all data, so the fixed threshold cannot fit with
the changing scale of the data. In the setting of online learning with only new incoming data,
the quality of the new training data may be different from the past data and overall the result
is unstable when observing the testing result in machine individually. Training with all available
data does not show much improvement compared to training only on the new incoming data.
Figure 6.9 is the testing result of the online learning baseline model with the optimized threshold.

Figure 6.9: Online learning baseline mode offline detection result

In some cases, training using all available data provides smoother curves as shown in Figure 6.10
.
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A machine with incremental learning on new incom-
ing data machines

Same machine with incremental learning on all avail-
able data

Figure 6.10: Online learning on only new incoming data and online learning with all available data

6.3 Detection model trained on one machine

The ”run-to-failure” experiments which trained and tested on the same machine are performed on
a few selected machines. These machines satisfy the criteria that they have repair an action at a
later period but not the earlier period. The first half of the data is used as training data and the
later half is used as testing data.

The result anomaly score shows growing trend before repair, but does not drop and even
increase after repair action. This means the pattern of training data is different from the healthy
data after repair. The training data lies in the period of 0.5-2 years before repair action and
the degradation is likely to have occurred during this period, thus they cannot represent the real
healthy data.
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Mahcine A, train on other machines Machine A, train on machine A

Machine B, train on other machines Machine B, train on machine B

Figure 6.11: Training on other machines and training on machine itself comparison

Comparing training on healthy data of other machines and training on machine itself, there
are 3 observations: 1) In both training methods, the model is able to detect the upward trend
of anomaly score before the repair actions 2) After the repair action, the anomaly score from the
model trained on the former method drop to a lower point while the anomaly score trained on
latter method do not appear to drop to lower than beginning 3) When training on other machines,
the threshold that distinguishes between anomaly and healthy data need to be adjusted according
to the test machine. In Figure 6.11 (a) and (b) are two testing results of two machines, both from
models trained on healthy data of other machines. Machine A needs a threshold lower than 0
while machine B needs a threshold higher than 0.

6.4 Detection model online learning with online detection

All the above testing are offline detection, which means during the testing phase, the anomaly
scores of the test data are calculated, and then a threshold is optimized for these scores. When the
model is used for detecting anomalies in production, a threshold needs to be preset to determine
the current healthy status of the machine. To determine the threshold, a separate set of data is
used. So each time when training the model, there are 3 set of exclusive data, including training
data, testing data and a dataset for determining the threshold. In the following experiment, the
data before 2018 are used as threshold-determine data. Each time after retrain the model, a new
threshold is optimized using this set of data, so the threshold is dynamically changing.
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No retrain retrain with new data

Retrain with new and old data

Figure 6.12: Confusion matrices of a baseline model and two online learning methods with online
detection

It can be seen that the precision is quite low and could not meet the requirement of this
business case. The threshold derived from the separate set is apparently too low. One of the
reason that the threshold is too low could be that the dataset to determine the threshold is close
to the training data and the pattern of it would be similar to training data. Therefore, the derived
threshold would be low, as the model is trained to minimize the loss on the training dataset.

Even though there is no retraining in the baseline model and the threshold keeps constant,
the performance of the model keeps changing. The reason could be that over time the dataset is
changing, so the pattern of the data is changing as well as the number of healthy and unhealthy
data. The unstable performance of the model is another reason.
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No retrain retrain with new data

retrain with new and old data

Figure 6.13: Precision and recall over time for a baseline model and two online learning methods
with online detection

For both training with new data and training with old and new data, the precision and recall
do not show consistently improvement over time. This could be that the retraining is making the
model harder to converge. And when training with only new data, the catastrophic forgetting can
occur.

6.5 Latent space visualization

To see the latent variable behaviors in different runs of experiments, the latent space are visualized.
The 234 features are mapped to a 20 dimension latent space by the detection model. Each feature
has a mean and variance. The mean of each feature is visualized. To visualize the behaviors of
the latent space, t-distributed stochastic neighbor embedding (t-SNE) [73] is applied to visualize
all 20 dimensions. Some latent variable features are sampled for visualization. From a few latent
variable representations, it seems that data are clustered into different groups in latent space.
Notice cross validation is used for training the offline detection model, and it is a 5-fold cross
validation. So there are 5 trained models in total. It is likely each time the data has learned a
different mapping function.
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3 latent variables Another 3 latent variables

Figure 6.14: Latent space representation (Blue: Normal data, Red: Abnormal data)

From the t-SNE plot below there is no apparent distinguish between normal and abnormal
data. Overall the data seems scatter and no apparent cluster presents.

Figure 6.15: Anomaly score of healthy data and unhealthy data of all machines (Green: Normal
data, Red: Abnormal data)

To allow visualizing all latent dimensions in the latent space in a 3D-plot, the following exper-
iments are conducted under the restriction that the latent space of the variational autoencoder is
set to 3 and the dataset is the expert zernike dataset which has 64 features. The model still keep
its performance under these settings, in terms of the evaluation metrics.

The 5-fold cross validation results in 5 variational autoencoder models. A visualization of all
the latent space variables of all machines is shown below. It is obvious that each time training the
model on a different dataset the latent space moved.
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Figure 6.16: Latent space visualization of testing data

Neural networks are a black box model, so it is not clear how they map the data to latent space
and then reconstruct the data, but it is reasonable to assume that there is no order in between
the latent space variables. As all the layers are dense layer, suppose the neural network learns
three features and have three nodes at the bottleneck, the three features can appear in any order
in these three nodes, even if it learns the exactly 3 same features each time.

The following experiment selects one fold of data from the 5-fold cross validation dataset to
exclude the difference between different dataset and see the effect of different runs from same
dataset. When training the model on exactly the same dataset, different runs result in different
area in latent space and different range of anomaly score, even though the result reconstruction
likelihood graphs on testing data look similar. This different latent space area is reasonable as
even though each time the same 3 features are extracted from all dimensions, there is no order
between these extracted features. There are many stochastic steps inside the model, this could
explain different runs result in different score scales.
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Latent space, first run Latent space, second run

Reconstruction likelihood result, first run Reconstruction likelihood result, second run

Figure 6.17: Latent space and reconstruction likelihood on testing data of 2 runs

Mapping the data to different latent space after each run could bring challenge on retraining
the model on the new data, as the model may map the data to a different latent space area after
each retrain. The memory of the old training data may lose, or the relationship between the old
training data and new training data may be missing.

The changing of the score scale also brings challenge, as a new threshold needs to be determined
after each retrain. The changing of the scale between different runs is much less compared to the
change of the scale between different machines in the same run.

6.6 Classification model

The classification models are a set of basic machine learning models. These models are bench-
marked individually. Two additional experiments are using tree-based model to select the import-
ant features and then use neural nwtworks for classification based on these features.

The failure classification uses ”leave-one-out” cross validation for evaluation, so the total num-
ber of experiment runs are 42 as there are 42 machines in this dataset in total. The proportion
of repairing failure type A issue is 0.53. A random guessing classifier should reach at least 50%
accuracy. There are two subsets of zernikes considered as more related to the failure type A and
failure type B issue, respectively. The first subset contains 64 zernike drifts and the second subset
contains 46 zernike drifts. There are overlap in these 2 subsets and the union of these 2 subsets
contains total 94 zernike drifts.

The degradation trend usually starts at least a few months before the repair action. The
unhealthy data is defined as 1-60 days before repair action. Notice even each machine has more
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than one data point as unhealthy data, usually these unhealthy data in the same period of same
machines are statistically dependent and similar so may be viewed as same data.

The max depth of the decision tree is optimized through brute force and is set as 5. The
neural networks are optimized using grid search method. The final neural networks applying on
the extracted features by decision tree or XGB contain 2-4 hidden layers, each with 10-30 nodes.
Dropout and batch normalization are applied in between any two layers to reduce overfitting.

Accuracy Decision tree XGBoost lightGBM
Fully

connected
NN

logistic
regression

SVM Decision tree
+ NN

XGB +
NN

234
zernikes

61% 44% 46% 61% 61% 62% 68% 75%

expert
zernikes

51% 63% 62% 62% 60% 62% 75% 66%

Table 6.3: Failure classification model

The results show that in this small dataset, when feature dimension is large, decision tree
performs better than its ensemble counterparts and when feature size is reduced to below 100,
ensemble methods perform better. A shallow fully connected neural network did not show advant-
ages when all 234 zernike features are used, possibly because it is easier to become overfit than
the decision tree model, especially with this small amount of data.

Among the 42 decision trees built by the 42 runs of the experiments using all zernike variables,
there are 15 features having cumulative feature importance more than 0.5. 9 out of these 15
features are also selected by experts as the expert zernikes.

The loss of neural networks is cross entropy loss. During the training of neural networks, the
validation loss starts to increase at the early epochs and the validation accuracy does not decrease.
Sometimes the validation loss increases as validation accuracy increases. This could be that the
model is making more correct predictions while the confidence of these predictions decrease.

The accuracy of neural networks trained with features selected by tree-based models is affected
by the number of features used, so this would be an additional parameter to fine-tuned when
utilizing the tree-based selected features for neural networks. The following Table 6.4 shows the
relationship between number of top features used and the corresponding accuracy. The table uses
the features selected by Extreme gradient boosting machine among the 234 zernikes features. The
zernike features selected by tree-based are shown in section A.1.

Number of features 9 11 13 15 17 19 21 23 25

Accuracy 67% 68% 69% 70% 75% 68% 69% 72% 65%

Table 6.4: Failure classification model performance when using different number of selected fea-
tures

The confusion matrix of the best classification model is shown at the following.
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Figure 6.18: Confusion matrix of the classification model using XGB + neural networks

The classification model would be used after the failure is detected in the first model. Therefore,
its performance is affected by the first model. If the detection is inaccurate, then it would be
meaningless to use the classification based on the detected anomaly. So it is more important to
ensure the performance of the first model, therefore more focus is put on the detection model.
However, classification is by itself important, as when failure occurs, classifying the failure mode
is an unavoidable task.

Machine Learning for Anomaly Detection in Lithography Machines 42



Chapter 7

Conclusions and future work

The Omnianomaly model is able to detect the degradation trends of machines. The model trained
on part of the machines is able to detect the monotonic upward trends on some other machines
while failed to detect the trends on some other machines. The anomaly score range of different
machines varied. This means different machines need different thresholds to distinguish between
healthy and unhealthy data. This brings challenges for the failure prediction, as enough data
needs to be collected in a machine for determining the specific threshold for that machine.

Using all zernike features for the detection model yields better result on a machine base while
using a selected subset of zernike gives better result on a data point base. Using the model on
one type of machine instead of mixed machine type gives worst performance on the result when
all zernike variables are used. The reason may be that the machine to machine variance is larger
than the type to type variance and the machine type is not the most important factor to cluster
machines. When all zernike variables are used, training each model for each commercial type does
not help improving the performance. But when only a subset of selected zernikes are used, training
the model on one type of machine seems to improve the results of most evaluation metrics.

For both offline detection and online detection, incremental learning using only the new incom-
ing data does not show improvement compared to the baseline model that does not use incremental
learning. Even using all available data for incremental learning does not seem to be improving
in terms of the evaluation metrics. When online detection is applied, the precision is too low to
satisfy the business requirement. Apparently the threshold is too low for the testing data and this
leads to low precision. Overall, retraining the model with new data in this case does not show
promising result.

The online learning baseline model performs better than the offline learning model, which
trained on some machines and tested on other machines. This means if training data contain
the historical data of the testing machines, the results are better. The detection model is more
suitable to be utilized for machines that already have historical data and may be less suitable for
new machines with no history data recorded.

The VAE model shows capacity for offline detection but when it comes to online detection, the
challenge of selecting a threshold beforehand pose difficulties for using the model.

When using a high dimension with a small data amount dataset used in this research, the
decision tree is able to select some important features for improving the result of the neural
network model. The combination of extracting features using tree-based method and utilizing these
features in training with neural networks yields better result than using only decision tree or neural
networks alone on the 234 zernike variables. The number of features used for neural networks needs
to be fine-tuned to obtain a satisfied result. More than half of the features selected by tree-based
method are actually selected as the significant failure indicators of the 2 type of failures. The
above results could indicate that the tree-based method can be a useful feature selection tool in
this failure classification case. The number of zernike features used have a significant impact on
the neural network classifier. Only 17 out of 234 zernike variables are used in this case.
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7.1 Business Value

The detection model with online detection does not show its business value due to the low precision.
The following business value assumes the online detection can reach the performance of offline
detection, so it can reduce the overall down time of the machines. The business value of the
detection model is calculated under the previous assumption indicated in the introduction chapter.
The detection model can predict 27% cases. The false positive is 1.429% of the total output and
true positive is 14.29% of the total output. The downtime saved is:

Total downtime saving

= 14hr ∗ 0.5/machine/year ∗ 1000 machine ∗ 27%−
1.429%/14.29% ∗ 0.5/machine/year ∗ 24 ∗ 1000 machine ∗ 27%

= 1566hr/year

The business value of the classification model can be calculated as the following:
Total labor hour saved:

0.25 labor hr ∗ 1000 machines ∗ 0.5/year = 125 labor hr/year

7.2 Comparison with previous work

Following is the comparison with the work conducted by previous students.
One previous student applied autoencoder with LSTM for anomaly detection [74]. The testing

data used is 7-1 days before the repair actions. In this research focuses on prediction so the testing
data is 30-7 days before the repair action. The machine dataset is also quite different although
there might have some overlap. In the previous research, through optimizing a threshold on the
testing data, the sensitivity reached 36% when the precision is 1. In this research the offine training
result is 13.6% sensitivity (recall) with a higher than 90% precision. The online training baseline
and online testing model gives 36.2% recall with a higher than 90% precision. The result is based
on data points not based on actions.

Content Previous work This work

Model LSTM-Autoencoder OmniAnomaly

Anomaly data used 7-1 days before repair 30-7 days before repair

Train and test on dif-
ferent machines

Precision: 100%
Recall: 36%

Precision: >90%
Recall: 13.6%

Online learning
baseline

- Precision: >90%
Recall: 36.2%

Table 7.1: Comparison with previous work on offline detection

In this study, an additional metric based on per action is introduced and evaluation of each
machine individually is done in some experiments. Inspecting on each machine individually can
give more insights on the result and the degradation trends can also be observed.

Online detection is introduced in this study to examine the model performance for anomaly
prediction for a more realistic evaluation in terms of usage of the model.

Online learning is introduced in this study to investigate whether the model can take feedback
from users and update over time to improve the performance.

A failure classification model is built for anomaly classification and shows promising result.
Furthermore, a dashboard is developed for dynamically visualizing the results and incorporat-

ing human decisions in evaluation, such as adjusting the threshold and input evaluation for the
testing result, as shown in section C.1.
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7.3 Future Work

Both the detection model and the failure classification would need to be further improved before
putting into production.

The detection model could be further improved by tackling the irregular time intervals with
special RNNs such as NeuralODEs[75] and ODE-RNN[76], or by simply encoding the timestamp
into the dataset.

The detection model is a one-class classifier. The benefit of this type of model is that it only
needs healthy data for training. But in the dataset we also have some unhealthy data available,
so adding these unhealthy data into training could be a way to improve the model. A one-class
classifier would view any outlier as unhealthy data, but this may not always the case. Adding the
unhealthy data to the VAE model and train the model to minimize the reconstruction likelihood
of the unhealthy may help further distinguish the healthy and unhealthy data. The unsupervised
detection model can also be turned into a semi-supervised model by incorporating a classifier,
although the unbalanced dataset could pose a challenge for the classifier.

Adding some sub-healthy data as healthy data into training could be an idea to make the
model less sensitive and could possibly reduce the false positive rate.

It could be beneficial to also predict the interval before a downtime occurs or the remaining
useful time. This could be an additional model using the anomaly score as input, or could use
the original signal data as input. It is also possible to fit a polynomial or exponential function to
predict the remaining time. But based on the trends shown in the experiments the trends are not
homogeneous so fitting in one function could be difficult.

Adding additional rules such as unhealthy alarm would raise only if there are a certain amounts
of points in a row higher than the threshold, or using the moving average instead of making a
decision based on each point may further reduce the false alarm rate.

More variables that have effects on the result could be taken into consideration for training
the model, such as the type of the part, LoCo data and initial setup value.

Other machine learning models such as Baysian network or clustered models that can output
the probability between 0-1 can be considered to avoid the problem of uncertain output range.

More domain knowledge could be incorporated with the model to improve the model, especially
for the explainability of the model. But this would usually mean there needs to be persons who
have both domain knowledge and understanding of machine learning models.

As the VAE model poses the challenge that the scale of the anomaly score changed randomly,
other machine learning models may be considered, such as Bayesian network and cluster models.
Those models can provide output as probability between 0 and 1 and could avoid the uncertain
scale problem.

7.4 Recommendation

It is recommended to record each repair or adjustment action in a more standard format in a
centralized database. Therefore, more accurate data can be retrieved for training and evaluat-
ing machine learning models more reliably. The recorded data need to be more consistent and
complete.

Other relevant data could be included in the model, as the zernike drift signals still have some
limitations on predicting the healthy status of the machine. If only use the zernike signals as
training, other actions that could affect zernike signals should be included in the dataset.

More expert knowledge can be incorporated into the model developing process for improving
and validating the model.

Some zernike drifts contain more important information towards the result and these zernike
variables can be focused on when providing the input for the machine learning models.
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[57] Junyoung Chung, Çaglar Gülçehre, KyungHyun Cho, and Yoshua Bengio. Empirical evalu-
ation of gated recurrent neural networks on sequence modeling. CoRR, abs/1412.3555, 2014.
12

[58] Diederik P. Kingma and Max Welling. An introduction to variational autoencoders. Found-
ations and Trends® in Machine Learning, 12(4):307–392, 2019. 13

[59] Jinwon An and S. Cho. Variational autoencoder based anomaly detection using reconstruction
probability. 2015. 13

[60] Karol Gregor, George Papamakarios, Frederic Besse, Lars Buesing, and Theophane Weber.
Temporal difference variational auto-encoder. arXiv preprint arXiv:1806.03107, 2018. 14

[61] Genshiro Kitagawa and Will Gersch. Linear Gaussian State Space Modeling, pages 55–65.
Springer New York, New York, NY, 1996. 14

[62] Nicolas Chopin and Omiros Papaspiliopoulos. Linear-Gaussian State-Space Models, pages
73–80. Springer International Publishing, Cham, 2020. 14, 15

Machine Learning for Anomaly Detection in Lithography Machines 49



BIBLIOGRAPHY

[63] Danilo Jimenez Rezende and Shakir Mohamed. Variational inference with normalizing flows,
2016. 15
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Appendix A

A.1 Selected features

These are the features selected by the tree-based models. The number of the features are the
optimized numbers.

The 15 most important features for anomaly classification selected by decision tree
from 234 total features

Z10 3 Totaldrift
Z21 2 Residualdrift
Z8 0 Totaldrift
Z7 0 Residualdrift
Z27 3 Residualdrift
Z11 0 Residualdrift
Z14 3 Totaldrift
Z3 1 Residualdrift
Z3 3 Residualdrift
Z12 2 Residualdrift
Z3 3 Totaldrift
Z17 0 Residualdrift
Z29 1 Residualdrift
Z2 0 Residualdrift
Z10 1 Totaldrift

The 14 most important features for anomaly classification selected by decision tree
from 94 features

Z15 2 Totaldrift
Z20 1 Totaldrift
Z17 0 Residualdrift
Z9 2 Residualdrift
Z6 0 Residualdrift
Z20 1 Residualdrift
Z5 2 Totaldrift
Z10 3 Totaldrift
Z18 0 Totaldrift
Z27 1 Residualdrift
Z18 1 Residualdrift
Z17 0 Totaldrift
Z7 3 Totaldrift
Z20 0 Totaldrift

The 17 most important features for anomaly classification selected by xgboost
from 234 features

Machine Learning for Anomaly Detection in Lithography Machines 51



APPENDIX A.

Z20 1 Totaldrift
Z6 0 Residualdrift
Z10 3 Totaldrift
Z27 3 Residualdrift
Z15 2 Totaldrift
Z17 0 Residualdrift
Z25 1 Residualdrift
Z22 1 Residualdrift
Z21 0 Totaldrift
Z20 1 Residualdrift
Z14 2 Residualdrift
Z29 0 Residualdrift
Z9 2 Residualdrift
Z23 1 Residualdrift
Z34 3 Residualdrift
Z5 0 Totaldrift
Z30 3 Residualdrift

The 20 most important features for anomaly classification selected by xgboost
from 94 features

Z10 3 Totaldrift
Z20 1 Totaldrift
Z17 0 Residualdrift
Z20 1 Residualdrift
Z15 2 Totaldrift
Z6 0 Residualdrift
Z27 1 Residualdrift
Z5 1 Totaldrift
Z18 0 Totaldrift
Z7 3 Totaldrift
Z18 1 Residualdrift
Z9 2 Residualdrift
Z20 3 Totaldrift
Z15 3 Residualdrift
Z8 3 Residualdrift
Z8 1 Residualdrift
Z8 2 Residualdrift
Z11 0 Residualdrift
Z11 0 Totaldrift
Z24 0 Residualdrift
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B.1 Confusion matrix under different thresholds

offline training with 234 zernike drifts features
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Appendix C

C.1 Dashboard

This appendix demonstrates the dashboard application developed by the author to dynamically
visualize and evaluate the results of the detection model.
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