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## Introduction

Retinal images are frequently used to analyse the vascular system. This non-invasive method of observation of the circulatory system is often used to diagnose different kinds of diseases. Studying an image of the retina enables doctors amongst others to diagnose diabetes, as illustrated in Figure 1. Mathematical models can make it easier to keep track of the changes that occur over time with respect to the retina vessels. One of the ways to do so, is by constructing a tool that can automatically track the vessels and compare them with previously obtained images of the same blood vessels.

(a) Healthy retina. Taken from 1 .

(b) Retina showing hemorrhage and microaneurysms; tortuous vessels. Taken from the Retina Image Bank 2.

Figure 1: The retina vessels of people suffering from diabetes may start to leak and cause bleeding [3]. In addition to that, high tortuousity is also an indicator of diabetes [4]. Eventually, this can lead to blindness.

Often, intersections pose a problem while applying automated tracking of blood vessels in retinal images. When two vessels overlap, the tracking algorithm may opt to continue its way on a different vessel, resulting in paths whose parts are incorrectly connected (e.g. paths that jump from one vessel to another, or paths that do not follow a vessel at all). To prevent this, we use so-called orientation scores. Here, we "lift" the image such that it consists of different layers. Every layer coincides with a different given orientation. For every location and orientation, we store the alignment of the line structure with the given orientation. In many cases, this will separate vessels that used to cross in the original image, as we can see in Figure 2.


Figure 2: Visualization of the orientation scores of a given image. Adapted from [5].

Every layer in the lifted orientation score has a frame that rotates according to the orientation that we are considering. This frame is called the left invariant frame. It allows a geometrical interpretation of the vessel tracking techniques. Research on discouraging (or disallowing) movement in the direction perpendicular to the vessel direction has been done in previous work by E.J. Bekkers, R. Duits, J.M. Mirebeau and others [6; 7; 8; 9, 10]. In Figure 3, we see a visualization of the alignment in the left invariant frame for different orientations for a given image.


Figure 3: Original image and the alignment in the left invariant frame for different orientations. Adapted from (5) 11 .

As we can see, the left invariant frame is not always able to align with the vessel structure in the correct way. This can be caused by:

1. Misestimation of the orientation of the vessel. It is possible that, due to the imperfectness of the orientation scores, a part of a vessel is assigned to have an angular coordinate which is not its true coordinate. Consequently, it is not able to align with the vessel data properly. This is called deviation from horizontality [12. In Figure 4, a visualization of this phenomenon is given. In practice, we often use a low angular dimension (so we consider a limited number of orientations) in an effort to limit calculation times, which results in more extreme deviations, since a large range of vessel orientations is mapped to the same angular orientation. Accounting for deviation from horizontality is particularly important if one wants to reduce the number of orientation layers, for memory reduction and shorter computation times [12].
2. The left invariant frame lines up with the vessel structure in the orientation score. This works well for straight line structures, but when the orientation of the line structure changes, these curvatures are ignored.


Figure 4: A straight line gets responses from multiple orientations. The directions which react are indicated by the white arrows. Not all of them are aligned with the given line structure. Taken from [13].

Deviation of horizontality may pose a problem when the frame steers the vessel tracking away from the actual vessel structure. An example of such a situation is given in Figure 5. In an effort to encourage the tracking to follow the vessel structure, the gauge frame (or locally adaptive frame) has been introduced in [12; 14; 15, 16, This frame aligns better with the vessel structure, and stimulates moving in the correct direction, as can be seen in Figure 6. However, there is also a big disadvantage of these gauge frames; they are not smooth. They are vulnerable to changes, depending on the image, and the underlying vessel structure. In addition to that, noise in the image has an impact on the alignment of the frames, and therefore, the best fitting gauge frames can vary widely. There are different methods to align the gauge frames, and improve the alignment of the gauge frames. It is important to note that the gauge frames outside the vessel structures, are still randomly aligned, also after applying smoothing techniques.
Last, it is important to note that sometimes, tracking finds the shortest path by switching its moving direction. Considering the tracking as a car driving over a road (the vessel), it sometimes has to switch gears (hence switching from forward gear to reverse gear and vice-versa). However, vessels do not make sudden sharp turns, and therefore, it should not be necessary to switch gears. In the left invariant frame, a model has been


Figure 5: The tracking in the left invariant frame (red) takes a shortcut, where the tracking in the gauge frame (green) does not. The vessel structure is visible in black. The start and end point are indicated by blue points. Adapted from [13.


Figure 6: Visualization of left invariant frame (left) and gauge frame (right) on a curved vessel structure. Taken from (13].
introduced to prevent this backward motion by R. Duits, S.P.L. Meesters, J.-M. Mirebeau and J.M. Portegies [17. In Figure 7. we see a visualization of the effect of disabling the reverse gear. Note that it is still possible for in place rotations to occur. That means that it is possible to stay in the same place and change the orientation slightly to the left or right, but not backward. In this report, we focus on the construction and implementation of the "forward gear" variant of the gauge frame. We investigate the results in simple settings, where we track a single vessel, and in more complex settings, where we track multiple vessels at once, which do not all originate from the same seed. We will consider both finite difference and fast marching solution strategies. We compare


Figure 7: Tracking starts at the green arrow (in its given direction), and ends in the white arrow (in its given direction). The blue and red lines represent the reverse and forward gear model respectively. Adapted from [17.
the results and discuss how they relate to each other in Section 3. Next, we consider four experimental settings in which we calculate the geodesics, using the finite difference approach. We used different metric tensor fields; symmetric and forward gear variants of the (anisotropic) left invariant frame and the (anisotropic) gauge frame. In Section 4, we discuss the influence of the different parameters and differences between the models. The most interesting finding was that the gauge frame was able to follow a highly tortuous vessel, whereas the left
invariant frame did not succeed. The setting is similar to the setting in Figure 5. In Section 5 , we present and discuss the tracking results when we track multiple vessels at once. We compare the different models, and discuss the flaws of the models. We find that the gauge frame always bends into the direction that gets the highest response. However, this is not always the direction in which the vessel should be moving, and problems occur at crossings. Solving these tracking problems and other open questions that are still standing, will be presented in Section 6 for future research purposes.

This report builds upon the master thesis of A.J. Wemmenhove [13]. In [13], emphasis is on data-driven versions of Cartan connections, whereas in this report the emphasis is on numerics, fast computational schemes, improved models and practical experiments.

## 1 Theoretical Background

In the first part of this report, we will discuss some theoretical concepts that are important in order to understand the geometrical methods applied in the mathematical imaging model. We start by introducing some geometrical concepts. Afterwards, we introduce different frames that can be used to do geometrical tracking.

### 1.1 Main Concepts

### 1.1.1 Lie Groups

First, we introduce several new concepts that are relevant for understanding the model with which we will be working. We start with the space on which we will be working and analysing our results.

Definition 1.1 (2D positions and orientations). The space of two-dimensional positions and orientations $\mathbb{M}_{2}$ is defined as a smooth manifold

$$
\mathbb{M}_{2}:=\mathbb{R}^{2} \rtimes S^{1}
$$

where $S^{1}:=\mathbb{R} /(2 \pi \mathbb{Z})$.
This means that every point $(\mathbf{x}, \theta) \in \mathbb{M}_{2}$ consists of both a location $\mathbf{x} \in \mathbb{R}^{2}$ and an orientation $\theta \in S^{1}$. In Figure 8, an example is given on how the orientation is defined. The orientation $\theta$ indicates in which direction the local


Figure 8: A trajectory of a car, at a given location $(x(t), y(t))$ has an orientation $\theta(t)$. The velocity vector is given by $(\dot{x}(t), \dot{y}(t))$. On the right image, we see the lifted trajectory (height corresponds to orientation $\theta(t)$ ). Taken from 17.
line-element (visualized as a car with a front in Figure 8) at location $\mathbf{x}$ is pointing. An alternative illustrative example would be when we try to describe a group of people in this space. For each person, we write down their location $\mathbf{x}$ and the direction $\theta$ that they are looking into (compared to a reference direction). This way, we can register the population in a more detailed way, since we also know the orientation of each single person, instead of only their locations. This can be of an added value when we want to make them do something, for instance walking in a specific direction or changing their orientation by rotation. Before we will explain how this works, we introduce the concept "Lie group". First, we recall the definition of a group.
Definition 1.2 (Group). A group $G$ with group product • is a structure ( $G, \cdot \cdot$ ) with

- A closed group operation such that for every two elements $g, h \in G$, we have $g \cdot h \in G$.
- An associative multiplication such that for $g, h, i \in G$, we have $(g \cdot h) \cdot i=g \cdot(h \cdot i)$.
- An identity element $e \in G$ exists such that for all $g \in G$ holds $e \cdot g=g \cdot e=g$.
- For every element $g \in G$ an inverse $g^{-1} \in G$ such that $g \cdot g^{-1}=e=g^{-1} \cdot g$.

In our case, we are able to consider a specific type of groups, being the Lie group.
Definition 1.3 (Lie Group). A Lie group $G$ is a differentiable manifold equipped with a group product such that the group operations are compatible with the differentiable structure on the manifold, i.e. multiplication $G \times G \rightarrow G$ and inversion $G \rightarrow G$ are smooth maps.
First, we note that $\mathbb{M}_{2}$ is a differentiable manifold. This is the case since $\mathbb{M}_{2}$ consists of the cartesian product of $\mathbb{R}^{2}$ and $S^{1}$ which are both smooth manifolds. In practice, this means that our manifold is locally similar enough to a linear space such that we can do calculus. More specifically, we are considering a group of rotations and translations of vectors in $\mathbb{R}^{2}$; the "roto-translation group".
Definition 1.4 (2D roto-translations). The space of two-dimensional roto-translations is a Lie group $S E(2):=$ $\mathbb{R}^{2} \rtimes S O(2)$. Consider $\left(\mathrm{x}_{1}, R_{\alpha}\right),\left(\mathrm{x}_{2}, R_{\beta}\right) \in S E(2)$. Here, $\mathrm{x}_{i} \in \mathbb{R}^{2}$ denotes the location and $R_{\alpha} \in S O(2)$ denotes the rotation matrix over an angle $\alpha \in S^{1}$ (in radians). Then, we define the semi-direct group product

$$
\begin{equation*}
\left(\mathrm{x}_{1}, R_{1}\right) \cdot\left(\mathrm{x}_{2}, R_{2}\right)=\left(\mathrm{x}_{1}+R_{1} \mathrm{x}_{2}, R_{1} R_{2}\right) \tag{1}
\end{equation*}
$$

Note that this is not the direct group product, since that would be given by $\left(\mathrm{x}_{1}, R_{1}\right)\left(\mathrm{x}_{2}, R_{2}\right)=\left(\mathrm{x}_{1}+\mathrm{x}_{2}, R_{1} R_{2}\right)$. Therefore, we wrote in Definition 1.1 " $x$ " instead of " $\times$ ".
Remark 1.1 (Commutativity). The 2D roto-translations are not commutative. This is easily checked:

$$
\begin{aligned}
& \left(\mathrm{x}_{1}, R_{1}\right) \cdot\left(\mathrm{x}_{2}, R_{2}\right)=\left(\mathrm{x}_{1}+R_{1} \mathrm{x}_{2}, R_{1} R_{2}\right) \\
& \left(\mathrm{x}_{2}, R_{2}\right) \cdot\left(\mathrm{x}_{1}, R_{1}\right)=\left(\mathrm{x}_{2}+R_{2} \mathrm{x}_{1}, R_{2} R_{1}\right) .
\end{aligned}
$$

This means that the order of roto-translations cannot always be reversed, since $\mathbf{x}_{1}+R_{1} \mathbf{x}_{2} \neq \mathbf{x}_{2}+R_{2} \mathbf{x}_{1}$ for most positions $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathbb{R}^{2}$ and rotation matrices $R_{1}, R_{2} \in S O(2)$. Figure 9 confirms that the roto-translations are not commutative.


Figure 9: Composed roto-translations on a drawing of a person with a fixed coordinate frame. The green arrow indicates moving to the right and rotating with an angle $-\pi / 2$ ( $\pi / 2$ clockwise), where the red arrow indicates moving to the left and rotating over an angle $\pi / 4$ ( $\pi / 4$ counterclockwise). Switching the order of movements results in different end locations. Hence, the operations are not commutative.

Remark 1.2. Although there is a bijection between orientations $\theta \in S^{1}$ and rotations $R_{\theta} \in S O(2)$ in the two dimensional space, this is not the case for higher dimensions. Therefore, we keep the homogeneous space $\mathbb{M}_{2}$ and the Lie group $S E(2)$ (acting on the homogeneous space) separate.

Definition 1.5 (Unity element). The unity element of the Lie group is the unique element $e \in G$ such that the product $e g=g$ for all $g \in G$, as mentioned in Definition 1.2. The unity element of the Lie group of roto-translations is given by $e=(\mathbf{0}, I)$, where $I$ is the identity map.

Definition 1.6 (Inverse element). The inverse element of an element $a \in G$ in the Lie group is the unique element $a^{-1} \in G$ such that the product $a^{-1} a=a a^{-1}=e$ where $e \in G$ is the unity element, as introduced in Definition 1.2. The inverse of a roto-translation $\left(\mathrm{x}, R_{\alpha}\right)$ is given by

$$
\left(\mathrm{x}, R_{\alpha}\right)^{-1}:=\left(-R_{\alpha}^{-1} \mathbf{x}, R_{\alpha}^{-1}\right) .
$$

We can easily check that the definition holds:

$$
\begin{aligned}
& \left(\mathrm{x}, R_{\alpha}\right) \cdot\left(\mathrm{x}, R_{\alpha}\right)^{-1}=\left(\mathrm{x}-R_{\alpha} R_{\alpha}^{-1} \mathbf{x}, R_{\alpha} R_{\alpha}^{-1}\right)=(\mathbf{0}, I)=e \\
& \left(\mathrm{x}, R_{\alpha}\right)^{-1} \cdot\left(\mathrm{x}, R_{\alpha}\right)=\left(-R_{\alpha}^{-1} \mathbf{x}+R_{\alpha} \mathbf{x}, R_{\alpha}^{-1} R_{\alpha}\right)=(\mathbf{0}, I)=e
\end{aligned}
$$

Definition 1.7 (Tangent vector). A tangent vector is considered to be a differential operator on locally defined functions $f$ such that

$$
\dot{\gamma}(0) f:=\left.\frac{\mathrm{d}}{\mathrm{~d} t}(f \circ \gamma)(t)\right|_{t=0} .
$$

Definition 1.8 (Tangent space). The tangent space at the element $g$, denoted by $T_{g}(G)$, is the vector space of all tangent vectors of curves passing through the element $g$ of the Lie group. In other words, that means that

$$
T_{g}(G)=\{\dot{\gamma}(0) \mid \gamma: \mathbb{R} \rightarrow G \text { differentiable, with } \gamma(0)=g\} .
$$

Definition 1.9 (Tangent bundle). The set of ordered pairs

$$
\left\{(g, \dot{g}) \mid g \in G \text { and } \dot{g} \in T_{g}(G)\right\}
$$

is the tangent bundle $T(G)$.

### 1.1.2 Group Representations

In the previous section, we introduced the concepts of a Lie group, and the notion of "roto-translations". In this section, we will introduce different group representations. We start with the general definition of group representations.
Definition 1.10 (Group representation). A representation $\mathcal{R}$ of a group $G$ onto a Banach space $H$ is a homomorphism $\mathcal{R}$ (preserves structure) between $G$ and $B(H)$, the space of bounded linear operators on $H$. I.e. it must satisfy

$$
\mathcal{R}_{g h}=\mathcal{R}_{g} \mathcal{R}_{h} \quad \text { for all } g, h \in G, \quad \text { and } \quad \mathcal{R}_{e}=I
$$

where $I$ is the identity map.
Now, we introduce two mappings from $\mathbb{R}^{2}$ and $\mathbb{M}_{2}$ to $\mathbb{R}^{2}$ and $\mathbb{M}_{2}$ respectively.
Definition 1.11 (Mapping $L_{g}$ ). The mapping of $L_{g}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is given by

$$
\begin{equation*}
L_{g} \mathbf{x}:=\left(\mathbf{y}, \mathbf{R}_{\alpha}\right) \cdot \mathbf{x}=\mathbf{y}+\mathbf{R}_{\alpha} \mathbf{x} \tag{2}
\end{equation*}
$$

for a roto-translation $g=\left(\mathbf{y}, \mathbf{R}_{\alpha}\right) \in S E(2)$ and a position $\mathbf{x} \in \mathbb{R}^{2}$.
Definition 1.12 (Mapping $U_{g}$ ). The mapping $U_{g}: \mathbb{M}_{2} \rightarrow \mathbb{M}_{2}$ is given by

$$
\begin{equation*}
U_{g} \mathbf{x}:=\left(\mathbf{y}, \mathbf{R}_{\alpha}\right) \cdot(\mathbf{x}, \theta)=\left(\mathbf{y}+\mathbf{R}_{\alpha} \mathbf{x}, \alpha+\theta\right) \tag{3}
\end{equation*}
$$

for a roto-translation $g=\left(\mathbf{y}, \mathbf{R}_{\alpha}\right) \in S E(2)$ and combined position and orientation $(\mathbf{x}, \theta) \in \mathbb{M}_{2}$.
Note that the above mappings are in fact group representations where $L: G \rightarrow \operatorname{Aut}\left(\mathbb{R}^{2}\right)$ and $U: G \rightarrow A u t\left(\mathbb{R}^{2}\right)$, where $\operatorname{Aut}\left(\mathbb{R}^{2}\right):=\left\{A: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2} \mid A\right.$ linear and $A^{-1}$ exists $\}$.
Definition 1.13 (Left/right regular representations on Lie group $G$ ). Let $G$ be a Lie group. Then its right regular representation $\mathcal{R}: G \rightarrow B\left(\mathbb{L}_{2}(G)\right)$ is given by

$$
\begin{equation*}
\mathcal{R}_{g} U(h)=U(h g) \text { for all } g, h \in G \text { and all } U \in \mathbb{L}_{2}(G) \tag{4}
\end{equation*}
$$

whereas its left regular representation $\mathcal{L}: G \rightarrow B\left(\mathbb{L}_{2}(G)\right)$ is given by

$$
\begin{equation*}
\mathcal{L}_{g} U(h)=U\left(g^{-1} h\right) \text { for all } g, h \in G \text { and all } U \in \mathbb{L}_{2}(G) . \tag{5}
\end{equation*}
$$

Next, we introduce the definitions of (ir)reducible and unitary representations.
Definition 1.14 (Properties of representations). Let $G$ be a group and $H$ a Hilbert space.
A representation $\mathcal{R}: G \rightarrow B(H)$ is said to be irreducible if the only invariant closed subspaces of $H$ are $H$ and $\{\mathbf{0}\}$ and otherwise it is said to be reducible.

A representation $\mathcal{U}: G \rightarrow B(H)$ is called unitary if $\left(\mathcal{U}_{g}\right)^{*}=\mathcal{U}_{g}^{-1}$ for all $g \in G$.
In the definition of a unitary representation, we use the symbol for the adjoint operator. We recall its definition.

Definition 1.15 (Adjoint operator). Let $A: X \rightarrow Y$ be a bounded linear operator. Then, its adjoint operator $A^{*}: Y \rightarrow X$ satisfies

$$
\langle A x, y\rangle_{Y}=\left\langle x, A^{*} y\right\rangle_{X},
$$

where $x \in X$ and $y \in Y$, and where $\langle\cdot, \cdot\rangle_{X}$ denotes the inner product on space $X$.
Definition 1.16 (Left-regular representation on $\mathbb{R}^{2}$ ). Let the roto-translation operator be given by

$$
\begin{equation*}
\left(\mathcal{U}_{\left(\mathrm{x}_{0}, \theta\right)} f\right)(\mathrm{x})=f\left(\mathbf{R}_{\theta}^{-1}\left(\mathrm{x}-\mathrm{x}_{0}\right)\right), \quad \mathbf{x} \in \mathbb{R}^{2},\left(\mathrm{x}_{0}, \theta\right) \in \mathbb{R}^{2} \times[0,2 \pi) \tag{6}
\end{equation*}
$$

with translation vector $\mathbf{x}_{0} \in \mathbb{R}^{2}$ and counter-clockwise rotation $\mathbf{R}_{\theta} \in S O(2)$ with angle $\theta$. The matrix representation with respect to the standard basis is given by

$$
\mathbf{R}_{\theta}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{7}\\
\sin \theta & \cos \theta
\end{array}\right)
$$

The left-regular representation on $\mathbb{R}^{2}$ first translates the function $f$ over a distance $\mathbf{x}_{0}$. Then it rotates the translated function over an angle $\theta$.

Proposition 1.1. The operator $\mathcal{U}: G \rightarrow B(H)$ given by $g \mapsto \mathcal{U}_{g}$ is a an unitary group representation.
Proof. First, we show that $\mathcal{U}_{g}$ is a group representation. That means that we should have $\mathcal{U}_{g_{1} g_{2}}=\mathcal{U}_{g_{1}} \mathcal{U}_{g_{2}}$ for all $g_{1}, g_{2} \in G$. We can easily check this. Let $g_{1}:=\left(\mathbf{x}_{1}, \theta_{1}\right), g_{2}:=\left(\mathbf{x}_{2}, \theta_{2}\right) \in G, f \in \mathbb{L}_{2}$ given. Then,

$$
\begin{aligned}
\left(\mathcal{U}_{g_{1}} \mathcal{U}_{g_{2}} f\right)(\mathbf{x}) & =\left(\mathcal{U}_{g_{2}} f\right)\left(\mathbf{R}_{\theta_{1}}^{-1}\left(\mathbf{x}-\mathbf{x}_{1}\right)\right)=f\left(\mathbf{R}_{\theta_{2}}^{-1}\left(\mathbf{R}_{\theta_{1}}^{-1}\left(\mathbf{x}-\mathbf{x}_{1}\right)-\mathbf{x}_{2}\right)\right) \\
& =f\left(\left(\mathbf{R}_{\theta_{1}} \mathbf{R}_{\theta_{2}}\right)^{-1}\left(\mathbf{x}-\left(\mathbf{x}_{1}+\mathbf{R}_{\theta_{1}} \mathbf{x}_{2}\right)\right)=\left(\mathcal{U}_{g_{1} g_{2}} f\right)(\mathbf{x})\right.
\end{aligned}
$$

where we recall the definition of the roto-translation group product given in Eq. (11. We also need to show that $\mathcal{U}_{g}$ is unitary. Let $f, \phi \in \mathbb{L}_{2}\left(\mathbb{R}^{2}\right)$ be given. Let $g:=\left(\mathbf{x}_{1}, \theta_{1}\right) \in G$ be given. Then,

$$
\begin{aligned}
\left\langle\mathcal{U}_{g} f, \phi\right\rangle & =\int_{\mathbb{R}^{2}} \overline{\mathcal{U}_{g} f(\mathbf{x})} \phi(\mathbf{x}) \mathrm{d} \mathbf{x}=\int_{\mathbb{R}^{2}} \overline{f\left(\mathbf{R}_{\theta_{1}}^{-1}\left(\mathbf{x}-\mathbf{x}_{1}\right)\right)} \phi(\mathbf{x}) \mathrm{d} \mathbf{x} \\
& =\int_{\mathbb{R}^{2}} \overline{f\left(\mathbf{x}_{\text {new }}\right)} \phi\left(\mathbf{R}_{\theta_{1}} \mathbf{x}_{\text {new }}+\mathbf{x}_{1}\right) \mathrm{d} \mathbf{x}_{\text {new }}=\int_{\mathbb{R}^{2}} \overline{f\left(\mathbf{x}_{\text {new }}\right)} \mathcal{U}_{g^{-1}} \phi\left(\mathbf{x}_{\text {new }}\right) \mathrm{d} \mathbf{x}_{\text {new }} \\
& =\left\langle f, \mathcal{U}_{g^{-1}} \phi\right\rangle .
\end{aligned}
$$

Now, showing that $\mathcal{U}_{g^{-1}}=\mathcal{U}_{g}^{-1}$ suffices. Let $g \in G$ be given. Since we know that $\mathcal{U}_{g}$ is a group representation, we know that

$$
\mathcal{U}_{g} \circ \mathcal{U}_{g^{-1}}=\mathcal{U}_{g g^{-1}}=\mathcal{U}_{e}=I
$$

so we have $\mathcal{U}_{g^{-1}}=\left(\mathcal{U}_{g}\right)^{-1}=\mathcal{U}_{g}^{*}$.

### 1.1.3 Images

We use grey scale images $f$ to assign grey-values to every location $(x, y) \in \mathbb{R}^{2}$. Each grey value $f(x, y)$ is in the interval $[0,1]$. Here, 0 and 1 represent black and white respectively. The image is extended in such a way that the function takes on value 0 outside of the compact image domain $\Omega$, i.e.

$$
f(\mathbf{x}):= \begin{cases}\text { grey value at location } \mathbf{x} & \text { if } \mathbf{x} \in \Omega \\ 0 & \text { otherwise }\end{cases}
$$

That means that intuitively, this is the considered image against an (infinite) black background. This also means that we can consider the images $f \in \mathbb{L}_{2}\left(\mathbb{R}^{2} ;[0,1]\right)$. Note that this holds since supp $(f)<\infty$ is compact. Hence,

$$
\|f\|_{\mathbb{L}_{2}}=\left(\sum_{i, j}\left|f\left(x_{i j}\right)\right|^{2}\right)^{1 / 2}<\infty
$$

### 1.1.4 Orientation Score

At the beginning of this section, we introduced the space of 2 D positions and orientations $\mathbb{M}_{2}$. Here, we will explain how we intend to extend the domain of an image $f \in \mathbb{L}_{2}\left(\mathbb{R}^{2} ;[0,1]\right)$ to the space of positions and orientations. Since we need our orientation score transform to be a bijective function, we first need to introduce the reproducing kernel Hilbert space.
Definition 1.17 (Reproducing Kernel Hilbert Space $\mathbb{C}_{K}^{\mathbb{I}}$ ). We denote the reproducing kernel Hilbert space consisting of functions on index set $\mathbb{I}$ with reproducing kernel $K$ by $\mathbb{C}_{K}^{\mathbb{I}}$.
Then, we define an orientation score transformation $W_{\psi}: \mathbb{L}_{2}\left(\mathbb{R}^{2}\right) \rightarrow \mathbb{C}_{K}^{S E(2)}$, where the reproducing kernel $K$ is defined by $K\left(g_{1}, g_{2}\right):=\left(\mathcal{U}_{g_{1}}, \mathcal{U}_{g_{2}}\right)_{\mathbb{L}_{2}\left(\mathbb{R}^{2}\right)}$ with $g_{1}, g_{2} \in \mathbb{I}$, where index set $\mathbb{I}=S E(2)$. The corresponding orientation score $\left|W_{\psi}\right| \in[0,1]$ indicates to what extent a line structure with orientation $\theta$ is present in the image $f$ at position $\mathbf{x} \in \mathbb{R}^{2}$. The wavelet $\psi \in \mathbb{L}_{2}\left(\mathbb{R}^{2}\right) \cap \mathbb{L}_{1}\left(\mathbb{R}^{2}\right)$ measures the line structure at the origin, and has a horizontal orientation. In order to ensure that all positions and orientations are checked, we use the left-regular representation on $\mathbb{R}^{2}$, given in Eq. (6). This allows us to calculate the alignment for all locations and all orientations. The explicit formulation can be found in Definition 1.18 .

Definition 1.18 (Orientation score). Given an image $f \in \mathbb{L}_{2}\left(\mathbb{R}^{2} ;[0,1]\right)$, its orientation score $W_{\psi} f: \mathbb{L}_{2}\left(\mathbb{R}^{2}\right) \rightarrow$ $\mathbb{C}_{K}^{S E(2)}$ is given by

$$
U_{f}(\mathbf{x}, \theta):=\left(W_{\psi} f\right)(\mathbf{x}, \theta):=\left(\mathcal{U}_{\left(\mathbf{x}, R_{\theta}\right)} \psi, f\right)_{\mathbb{L}_{2}\left(\mathbb{R}^{2}\right)}=\int_{\mathbb{R}^{2}} \psi\left(R_{\theta}^{-1}(\mathbf{y}-\mathbf{x})\right) f(\mathbf{y}) \mathrm{d} \mathbf{y}
$$

where $\psi \in \mathbb{L}_{2}\left(\mathbb{R}^{2}\right) \cap \mathbb{L}_{1}\left(\mathbb{R}^{2}\right)$ denotes a wavelet measuring a line structure at the origin with a horizontal orientation.

More information about the orientation score transform and its invertibility can be found in [18, 19, 20. One can also find more information about different options for wavelets $\psi$ here. We will be using cake wavelets $\psi$. They are called that way, since they resemble pieces of cake in the Fourier domain, as you can see in Figure 10


Figure 10: Visualization of the 2D cake-wavelets $\psi$. The edge and line detector are found after taking the inverse Fourier transform. Taken form [20].

### 1.1.5 Vessel Tracking

In the introduction, we already explained that in this report, we will be focusing on improving vessel tracking on images in $\mathbb{R}^{2}$. For every tracking that is performed, starting points (seeds) and end points (tips) are provided. The vessel tracking connects every tip to a seed. In order to do so, the image goes through different steps. This section is specifically written for 2D images, but the theory also applies to higher dimensional images. Below, we will explain the different steps that the image goes through when it is processed. For every step, Figure 11 provides the corresponding visualization on an image.

1. We consider an image $f$ in $\mathbb{R}^{2}$. In our example, we consider the image in Figure 11a. This image satisfies the description of images given in Section 1.1.3.
2. We calculate the orientation score $W_{\psi} f$ in $\mathbb{M}_{2}$, as explained in Section 1.1.4 Doing this allows us to identify the differences between crossings and bifurcation because it "lifts" the image. An extra (angular) dimension is added and therefore, we can recognize differences in orientations, as we can see in Figure 2. Continuing our example, the orientation scores are visualized in Figure 11b.
3. We process the image, such that we find a curve $\tilde{\gamma}$ in $\mathbb{M}_{2}$ connecting a tip to a seed. In Section 3, we will explain in full detail how these curves are calculated. As we can see in Figure 11c, this curve $\tilde{\gamma}$ follows the vessel structure in the space of positions and orientations.
4. The curves on the initial image are situated in $\mathbb{R}^{2}$. Therefore, we project the curve $\tilde{\gamma}$ onto $\mathbb{R}^{2}$, such that we find the curve $\gamma$. The projection $P: \mathbb{M}_{2} \rightarrow \mathbb{R}^{2}$ boils down to only considering the positional data of the curve, so if $\tilde{\gamma}(t):=(\mathbf{x}(t), \theta(t))$, then $P \tilde{\gamma}(t):=\gamma(t)=\mathbf{x}(t)$, where $\mathbf{x}(t) \in \mathbb{R}^{2}$. This curve $\gamma(t)$ represents the tracking from tip to seed in $\mathbb{R}^{2}$, as you can see in Figure 11d.

Schematically, this would be given by


Hence, we know that the operator $\Upsilon_{\psi}$ can be defined as $\Upsilon_{\psi} f:=P \circ \Phi \circ W_{\psi} f$.


Figure 11: Example of vessel-tracking in a 2D image via orientation scores. Taken from [20].

### 1.1.6 (Pseudo)distances

When we process the image, our aim is to find the shortest distance between a tip and (one of) the seeds. In this section, we will shed light over how these distances are defined and how they are computed.

In this example, we will be considering a Riemannian metric. The Riemannian metric tensor field is a family of innerproducts $\mathcal{G}_{\mathbf{p}}: T_{\mathbf{p}}(\mathbb{M}) \times T_{\mathbf{p}}(\mathbb{M}) \rightarrow \mathbb{R}$ for each $\mathbf{p} \in \mathbb{M}$. Therefore, it is also linear in its entries, so for all $\mathbf{p} \in \mathbb{M}$ and $\dot{\mathbf{p}}_{0}, \dot{\mathbf{p}}_{1} \in T_{\mathbf{p}}(\mathbb{M})$, for all $\lambda \in \mathbb{R}$, we have

$$
\begin{array}{rlrl}
\mathcal{G}_{\mathbf{p}}\left(\dot{\mathbf{p}}, \dot{\mathbf{p}}_{0}+\dot{\mathbf{p}}_{1}\right) & =\mathcal{G}_{\mathbf{p}}\left(\dot{\mathbf{p}}, \dot{\mathbf{p}}_{0}\right)+\mathcal{G}_{\mathbf{p}}\left(\dot{\mathbf{p}}, \dot{\mathbf{p}}_{1}\right) & & \text { and } \\
\sqrt{\mathcal{G}_{\mathbf{p}}(\dot{\mathbf{p}}, \lambda \mathbf{p})} & =\sqrt{\lambda \mathcal{G}_{\mathbf{p}}(\dot{\mathbf{p}}, \dot{\mathbf{p}})}\left(\dot{\mathbf{p}}_{0}+\dot{\mathbf{p}}_{1}, \dot{\mathbf{p}}\right) & =\mathcal{G}_{\mathbf{p}}\left(\dot{\mathbf{p}}_{0}, \dot{\mathbf{p}}\right)+\mathcal{G}_{\mathbf{p}}\left(\dot{\mathbf{p}}_{1}, \dot{\mathbf{p}}\right) ;  \tag{8b}\\
\text { 的 }
\end{array}
$$

The distance from a point $\mathbf{p}$ to a point $\mathbf{q}$ is defined by

$$
\begin{equation*}
d_{\mathcal{G}}(\mathbf{p}, \mathbf{q})=\inf \left\{\int_{0}^{1} \sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))} \mathrm{d} t \mid \gamma \in \Gamma_{1}, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q}\right\} \tag{9}
\end{equation*}
$$

where $\Gamma_{1}=\operatorname{Lip}([0,1], \mathbb{M})$ and where $\dot{\gamma}(t):=\frac{\mathrm{d}}{\mathrm{d} t} \gamma(t)$.
Remark 1.3. Note that the distance $d_{\mathcal{G}}$ does not have to be finite, continuous or symmetric in its arguments. We do not assume that the metric is smooth on $T(\mathbb{M})$, but instead, we make an assumption on the control sets, which is given in Definition 1.19 .
Definition 1.19 (Control set). We define the control set to be given by

$$
\begin{equation*}
\mathcal{B}_{\mathcal{G}}(\mathbf{p}):=\left\{\dot{\mathbf{p}} \in T_{\mathbf{p}} \mathbb{M} \mid \sqrt{\mathcal{G}_{\mathbf{p}}(\dot{\mathbf{p}}, \dot{\mathbf{p}})} \leq 1\right\} . \tag{10}
\end{equation*}
$$

The sets $\mathcal{B}_{\mathcal{G}}(\mathbf{p})$ are closed and vary continuously with respect to the point $\mathbf{p} \in \mathbb{M}$ in the sense of the Hausdorff distance [21; 22].
In Appendix B, we will explain how these control sets are calculated for the left invariant frame and the gauge frame respectively (which will be explained later on). In addition to that, we will also visualize them. We show that Definition 1.19 is satisfied in the left invariant frame.

Lemma 1.1. The distance $d_{\mathcal{G}}(\mathbf{p}, \mathbf{q})$ does not depend on the choice of (monotonic) parametrization of the curve $\gamma(\cdot)$.

Proof. Let $\gamma \in \operatorname{Lip}([0,1], \mathbb{M})$ be given. Define $\tilde{\gamma}:=\gamma \circ A$ where $A:[0,1] \rightarrow[0,1]$ smooth on $[0,1]$ and monotonic with $A>0, A(0)=0, A(1)=1$. Then, using that $\mathcal{G}$ satisfies Eq. 8b, we have

$$
\begin{align*}
\int_{0}^{1} \sqrt{\mathcal{G}_{\tilde{\gamma}(\tilde{t})}\left(\frac{\mathrm{d}}{\mathrm{~d} \tilde{t}} \tilde{\gamma}(\tilde{t}), \frac{\mathrm{d}}{\mathrm{~d} \tilde{t}} \tilde{\gamma}(\tilde{t})\right)} \mathrm{d} \tilde{t} & =\int_{0}^{1} \sqrt{\mathcal{G}_{\gamma(A(\tilde{t}))}\left(\dot{\gamma}(A(\tilde{t})) \frac{\mathrm{d}}{\mathrm{~d} \tilde{t}} A(\tilde{t}), \dot{\gamma}(A(\tilde{t})) \frac{\mathrm{d}}{\mathrm{~d} \tilde{t}} A(\tilde{t})\right)} \mathrm{d} \tilde{t}  \tag{11a}\\
& \stackrel{8 \mathrm{~b}}{=} \int_{0}^{1} \sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))} \frac{\mathrm{d} t}{\mathrm{~d} \tilde{t}} \mathrm{~d} \tilde{t}  \tag{11b}\\
& =\int_{0}^{1} \sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))} \mathrm{d} t \tag{11c}
\end{align*}
$$

where we substituted the expression for $\tilde{\gamma}$ in 11a). In 11b), we define $t:=A(\tilde{t})$. Then $\frac{\mathrm{d} t}{\mathrm{~d} \tilde{t}}=\frac{\mathrm{d}}{\mathrm{d} \tilde{t}} A(\tilde{t})$. Using integration by substitution, this expression yields Eq. 11c).

In order to show that the distance is independent of the parametrization, we also need to show that they satisfy the same conditions.

$$
\begin{array}{lll}
\gamma(0)=\mathbf{p} & \Rightarrow & \tilde{\gamma}(0)=\gamma(A(0))=\gamma(0)=\mathbf{p} \\
\gamma(1)=\mathbf{q} & \Rightarrow & \tilde{\gamma}(1)=\gamma(A(1))=\gamma(1)=\mathbf{q} \\
\gamma \in \operatorname{Lip}([0,1], \mathbb{M}) & \Rightarrow & \tilde{\gamma} \in \operatorname{Lip}([0,1], \mathbb{M})
\end{array}
$$

Eq. 12 holds since

$$
\begin{array}{rlrl}
\gamma \in \Gamma_{1} & \Leftrightarrow & \exists K>0 \forall t_{1}>t_{2} \in[0,1]: \gamma\left(t_{1}\right)-\gamma\left(t_{2}\right) & \leq K\left|t_{1}-t_{2}\right| \\
& \Leftrightarrow & \exists K>0 \forall s_{1}>s_{2} \in[0,1]: \tilde{\gamma}\left(s_{1}\right)-\tilde{\gamma}\left(s_{2}\right) \leq K\left|A\left(s_{1}\right)-A\left(s_{2}\right)\right| \\
& & =K\left|A^{\prime}(\iota)\right| \cdot\left|s_{1}-s_{2}\right|  \tag{13}\\
& & \leq K_{2}\left|s_{1}-s_{2}\right|
\end{array}
$$

where $A(s):=t$ and $K_{2}:=K\left|A^{\prime}(\iota)\right|$ for some $\iota \in\left(s_{1}, s_{2}\right)$. Note that in the derivation above, Eq. 13) holds because of the mean value theorem. And hence, we can conclude that

$$
\begin{align*}
d_{\mathcal{G}}(\mathbf{p}, \mathbf{q}) & =\inf \left\{\int_{0}^{1} \sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))} \mathrm{d} t \mid \gamma \in \Gamma_{1}, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q}\right\}  \tag{14a}\\
& =\inf \left\{\left.\int_{0}^{1} \sqrt{\mathcal{G}_{\tilde{\gamma}(t)}\left(\frac{\mathrm{d}}{\mathrm{~d} t} \tilde{\gamma}(t), \frac{\mathrm{d}}{\mathrm{~d} t} \tilde{\gamma}(t)\right)} \mathrm{d} t \right\rvert\, \tilde{\gamma} \in \Gamma_{1}, \tilde{\gamma}(0)=\mathbf{p}, \tilde{\gamma}(1)=\mathbf{q}\right\} \tag{14b}
\end{align*}
$$

so the distance does not depend on the choice of (monotonic) parametrization of the curve $\gamma(\cdot)$.
There are various equivalent expressions for the distance. In Lemma 1.2 we state them and prove that they are indeed equivalent.

Lemma 1.2. The following expressions for the distance $d_{\mathcal{G}}$ are equivalent:

$$
\begin{align*}
d_{\mathcal{G}}(\mathbf{p}, \mathbf{q}) & =\inf \left\{\int_{0}^{1} \sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))} \mathrm{d} t \mid \gamma \in \Gamma_{1}, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q}\right\}  \tag{15a}\\
& =\inf \left\{\left(\int_{0}^{1}\left|\sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))}\right|^{p} \mathrm{~d} t\right)^{1 / p} \mid \gamma \in \Gamma_{1}, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q}\right\}  \tag{15b}\\
& =\inf \left\{T \geq 0 \mid \exists \gamma \in \Gamma_{T}, \gamma(0)=\mathbf{p} \cdot \gamma(T)=\mathbf{q}, \forall_{t \in[0, T]} \dot{\gamma}(t) \in \mathcal{B}_{\mathcal{G}}(\gamma(t))\right\}, \tag{15c}
\end{align*}
$$

where $\Gamma_{T}:=\operatorname{Lip}([0, T], \mathbb{M})$, and with $\mathcal{B}_{\mathcal{G}}(\gamma(t))$ as defined in 10 .
Proof. We begin showing Eq. $15 \mathrm{a} \Rightarrow$ Eq. 15 b .

$$
\begin{align*}
\int_{0}^{1} \sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))} \mathrm{d} t & =\int_{0}^{1} \sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t)} \cdot 1 \mathrm{~d} t  \tag{16a}\\
& \leq\left(\int_{0}^{1}{\left.\left.\sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t)}\right)^{p} \mathrm{~d} t\right)^{1 / p} \cdot\|1\|_{\mathbb{L}_{q}([0,1])} \quad \text { (Hölder's inequality) }}^{p}{ }^{1 / p}{ }^{1 / p}\right.  \tag{16b}\\
& =\left(\int_{0}^{1}{\sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))^{\prime}}}^{\mathrm{d} t)^{2}}\right. \tag{16c}
\end{align*}
$$

Note that the inequality in Eq. 16 b is an equality when $p=1$. We know that there exists a minimizer $\gamma^{*}$ such that $\sqrt{\mathcal{G}_{\gamma^{*}(t)}\left(\dot{\gamma}^{*}(t), \dot{\gamma}^{*}(t)\right)}=C \in \mathbb{R}$. Then, we have

$$
\left(\int_{0}^{1}{\sqrt{\mathcal{G}_{\gamma^{*}(t)}\left(\dot{\gamma}^{*}(t), \dot{\gamma}^{*}(t)\right)}}^{p} \mathrm{~d} t\right)^{1 / p}=\left(C^{p}\right)^{1 / p}=C
$$

That means that we find

$$
\begin{aligned}
& \inf \left\{\int_{0}^{1} \sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))} \mathrm{d} t \mid \gamma \in \Gamma_{1}, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q}\right\} \\
& \quad=\inf \left\{\left(\int_{0}^{1}{\left.\left.\left.\sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t)}\right)^{p} \mathrm{~d} t\right)^{1 / p} \mid \gamma \in \Gamma_{1}, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q}\right\}} \quad .\right.\right.
\end{aligned}
$$

Next, we show that Eq. 15 b is equal to Eq. 15 c . Since we know that Eq. 15 b holds for all $p$, we can consider

$$
\begin{align*}
& \lim _{p \rightarrow \infty} \inf \left\{\left(\int_{0}^{1}{\sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))}}^{p} \mathrm{~d} t\right)^{1 / p} \mid \gamma \in \Gamma_{1}, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q}\right\}  \tag{17a}\\
&=\inf \left\{\left\|\sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))}\right\|_{\mathbb{L}_{\infty}([0,1])} \mid \gamma \in \Gamma_{1}, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q}\right\}  \tag{17b}\\
&=\inf \left\{T \geq\left. 0\right|_{\left.\exists \gamma \in \Gamma_{1}, \forall t \in[0,1]: \sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t)} \leq T, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q}\right\}}\right.  \tag{17c}\\
& \quad=\inf \left\{T \geq\left. 0\right|_{\left.\exists \gamma \in \Gamma_{1}, \forall t \in[0,1]: \sqrt{\mathcal{G}_{\gamma(t)}\left(T^{-1} \dot{\gamma}(t), T^{-1} \dot{\gamma}(t)\right)} \leq 1, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q}\right\}}\right.  \tag{17d}\\
& \quad=\inf \left\{T \geq\left. 0\right|_{\left.\exists \tilde{\gamma} \in \Gamma_{T}, \forall \tilde{t} \in[0, T]: \sqrt{\mathcal{G}_{\tilde{\gamma}(\tilde{t})}\left(\frac{\mathrm{d}}{\mathrm{~d} \tilde{t}} \tilde{\gamma}(\tilde{t}), \frac{\mathrm{d}}{\mathrm{~d} \tilde{\tilde{t}}} \tilde{\gamma}(\tilde{t})\right)} \leq 1, \tilde{\gamma}(0)=\mathbf{p}, \tilde{\gamma}(T)=\mathbf{q}\right\}}\right.  \tag{17e}\\
& \quad=\inf \left\{T \geq\left. 0\right|_{\exists} \tilde{\gamma} \in \Gamma_{T}, \tilde{\gamma}(0)=\mathbf{p}, \tilde{\gamma}(T)=\mathbf{q}, \forall \tilde{t} \in[0, T]: \frac{\mathrm{d}}{\mathrm{~d} \tilde{t}} \tilde{\gamma}(\tilde{t}) \in \mathcal{B}_{\mathcal{G}}(\tilde{\gamma}(t))\right\} . \tag{17f}
\end{align*}
$$

Here, Eq. 17 d ) holds because of the 1-homogenity condition given in Eq. 8b). In addition to that, we define $\tilde{\gamma}$ such that $\tilde{\gamma}(t):=\gamma(t)$ for $\tilde{t}=T t$. Consequently, we find that $\frac{\mathrm{d}}{\mathrm{d} \tilde{t}} \tilde{\gamma}(\tilde{t})=T^{-1} \dot{\gamma}(t)$. Using the results of Lemma 1.1. we find that

$$
\begin{aligned}
& \inf \left\{\left(\int_{0}^{1}\left|\sqrt{\mathcal{G}_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t))}\right|^{p} \mathrm{~d} t\right)^{1 / p} \mid \gamma \in \Gamma_{1}, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q}\right\} \\
& =\inf \left\{T \geq 0 \mid \exists \gamma \in \Gamma_{T}, \gamma(0)=\mathbf{p} . \gamma(T)=\mathbf{q}, \forall_{t \in[0, T]} \dot{\gamma}(t) \in \mathcal{B}_{\mathcal{G}}(\gamma(t))\right\}
\end{aligned}
$$

Last, we will show what the norm looks like for a specific metric tensor field. In order to do so, we introduce the definition for a metric tensor field.

Definition 1.20 (Metric tensor field). A metric tensor field $\mathcal{G}$ is given by

$$
\begin{equation*}
\mathcal{G}=\sum_{i=1}^{3} a_{i i}^{2} \varrho^{i} \otimes \varrho^{i}, \tag{18}
\end{equation*}
$$

where $\mathcal{D}$ and $\varrho^{i}$ for $i=1,2,3$ represent the frame and its dual respectively. In this case, the coefficients $a_{i i}>0$ represent the weight of the different directions.
Suppose we need to calculate $\|\operatorname{grad} V\|_{\mathcal{G}}$. Then, using Remark 13 from [23], we have

$$
\begin{equation*}
\|\operatorname{grad} V\|_{\mathcal{G}}=\sqrt{\mathcal{G}_{\mathbf{p}}(\operatorname{grad} V(\mathbf{p}), \operatorname{grad} V(\mathbf{p}))}=\sqrt{\mathcal{G}_{\mathbf{p}}\left(\mathcal{G}_{\mathbf{p}}^{-1} \mathrm{~d} V(\mathbf{p}), \mathcal{G}_{\mathbf{p}}^{-1} \mathrm{~d} V(\mathbf{p})\right)} \tag{19}
\end{equation*}
$$

where $\mathcal{G}_{\mathbf{p}}$ denotes an inner product defined on $T_{\mathbf{p}}\left(\mathbb{M}_{2}\right)$ where $\mathbf{p} \in \mathbb{M}_{2}$ such that

$$
\left(\dot{\mathbf{p}}_{1}, \dot{\mathbf{p}}_{2}\right) \mapsto \mathcal{G}_{\mathbf{p}}\left(\dot{\mathbf{p}}_{1}, \dot{\mathbf{p}}_{2}\right) \text { with } \dot{\mathbf{p}}_{1}, \dot{\mathbf{p}}_{2} \in T_{p}\left(\mathbb{M}_{2}\right)
$$

and where $\mathcal{G}_{\mathbf{p}}^{-1}$ inverses the action of $\mathcal{G}_{\mathbf{p}}$.
We are interested to know $\mathcal{G}_{\mathbf{p}}^{-1} \mathrm{~d} V(\mathbf{p})$. Let us denote

$$
\mathrm{d} V(\mathbf{p})=\left(\left.\mathcal{D}_{1}\right|_{\mathbf{p}} V\right) \varrho^{1}+\left(\left.\mathcal{D}_{2}\right|_{\mathbf{p}} V\right) \varrho^{2}+\left(\left.\mathcal{D}_{3}\right|_{\mathbf{p}} V\right) \varrho^{3}
$$

where $\varrho^{i}(i=1,2,3)$ form the covector basis and $\left.\mathcal{D}_{i}\right|_{\mathbf{p}} V(i=1,2,3)$ are the coefficients in $\mathbb{R}$. From tensor calculus, we recall that $\varrho^{i}\left(\mathcal{D}_{j}\right)=\delta_{j}^{i}$ (result 2.1 from [24]). By the linearity of $\mathcal{G}_{\mathbf{p}}^{-1}$, we find

$$
\begin{equation*}
\mathcal{G}_{\mathbf{p}}^{-1}\left(\left(\left.\mathcal{D}_{1}\right|_{\mathbf{p}} V\right) \varrho^{1}+\left(\left.\mathcal{D}_{2}\right|_{\mathbf{p}} V\right) \varrho^{2}+\left(\left.\mathcal{D}_{3}\right|_{\mathbf{p}} V\right) \varrho^{3}\right)=\left(\left.\mathcal{D}_{1}\right|_{\mathbf{p}} V\right) \mathcal{G}_{\mathbf{p}}^{-1}\left(\varrho^{1}\right)+\left(\left.\mathcal{D}_{2}\right|_{\mathbf{p}} V\right) \mathcal{G}_{\mathbf{p}}^{-1}\left(\varrho^{2}\right)+\left(\left.\mathcal{D}_{3}\right|_{\mathbf{p}} V\right) \mathcal{G}_{\mathbf{p}}^{-1}\left(\varrho^{3}\right) \tag{20}
\end{equation*}
$$

In order to find $\mathcal{G}_{\mathbf{p}}^{-1}\left(\varrho^{i}\right)$, we need to find $\mathcal{G}_{\mathbf{p}}\left(\mathcal{G}_{\mathbf{p}}^{-1} \varrho^{i},\left.\mathcal{D}_{j}\right|_{\mathbf{p}}\right)=\delta_{j}^{i}$. We know that $\mathcal{G}_{\mathbf{p}}$ is linear as well. Then, we have, for all $b^{1}, b^{2}, b^{3} \in \mathbb{R}$ :

$$
\begin{aligned}
& \mathcal{G}_{\mathbf{p}}\left(\mathcal{G}_{\mathbf{p}}^{-1} \varrho^{i},\left.\sum_{j=1}^{3} b^{j} \mathcal{D}_{j}\right|_{\mathbf{p}}\right)=\sum_{j=1}^{3} b^{j} \mathcal{G}_{\mathbf{p}}\left(\mathcal{G}_{\mathbf{p}}^{-1} \varrho^{i},\left.\mathcal{D}_{j}\right|_{\mathbf{p}}\right) \\
&=b^{i} a_{i i}^{2} \varrho^{i}\left(\mathcal{G}_{\mathbf{p}}^{-1} \varrho^{i}\right)=b^{i} \\
& \Leftrightarrow \varrho^{i}\left(\mathcal{G}_{\mathbf{p}}^{-1} \varrho^{i}\right)=\frac{1}{a_{i i}^{2}} \Rightarrow \mathcal{G}_{\mathbf{p}}^{-1} \varrho^{i}=\frac{1}{a_{i i}^{2}} \mathcal{D}_{i}
\end{aligned}
$$

where we use $\varrho^{k}\left(\left.\mathcal{D}_{j}\right|_{\mathbf{p}}\right)=\delta_{j}^{k}$ and $\varrho^{k}\left(\mathcal{G}_{\mathbf{p}}^{-1} \varrho^{i}\right)=C \delta_{i}^{k}$ for some $C \in \mathbb{R}$. Consequently, the norm is given by

$$
\begin{align*}
\mathcal{G}_{\mathbf{p}} & \left(\mathcal{G}_{\mathbf{p}}^{-1}\left(\left(\left.\mathcal{D}_{1}\right|_{\mathbf{p}} V\right) \varrho^{1}+\left(\left.\mathcal{D}_{2}\right|_{\mathbf{p}} V\right) \varrho^{2}+\left(\left.\mathcal{D}_{3}\right|_{\mathbf{p}} V\right) \varrho^{3}\right), \mathcal{G}_{\mathbf{p}}^{-1}\left(\left(\left.\mathcal{D}_{1}\right|_{\mathbf{p}} V\right) \varrho^{1}+\left(\left.\mathcal{D}_{2}\right|_{\mathbf{p}} V\right) \varrho^{2}+\left(\left.\mathcal{D}_{3}\right|_{\mathbf{p}} V\right) \varrho^{3}\right)\right) \\
& =\sum_{i=1}^{3} \mathcal{G}_{\mathbf{p}}\left(\left.\left.\frac{1}{a_{i i}^{2}} \mathcal{D}_{i}\right|_{\mathbf{p}} V \cdot \mathcal{D}_{i}\right|_{\mathbf{p}},\left.\left.\frac{1}{a_{i i}^{2}} \mathcal{D}_{i}\right|_{\mathbf{p}} V \cdot \mathcal{D}_{i}\right|_{\mathbf{p}}\right) \\
& =\sum_{i=1}^{3} \frac{1}{a_{i i}^{2}}\left(\left.\mathcal{D}_{i}\right|_{\mathbf{p}} V\right)^{2} \tag{21}
\end{align*}
$$

### 1.2 Static Frame

The first frame that we consider is the static frame denoted by $\left\{\partial_{x}, \partial_{y}, \partial_{\theta}\right\}$. This frame is induced by the coordinates $x, y, \theta$ for all points in $\mathbb{M}_{2}$. Its dual frame, for the cotangent bundle $T^{*} \mathbb{M}_{2}$ is denoted by $\{\mathrm{d} x, \mathrm{~d} y, \mathrm{~d} \theta\}$, where the symbol d denotes the exterior derivative.

### 1.3 Left Invariant Frame

One of the frames that we will be considering in this thesis, is the left invariant frame. The left invariant frame is a roto-translation of the pushforward of the static frame at the origin. We define the pushforward $\left(L_{g}\right)_{*}: T_{h}(G) \rightarrow T_{g h}(G)$ by

$$
\begin{equation*}
\left.\left(L_{g}\right)_{*} \partial_{x}\right|_{\mathbf{e}} U=\left.\partial_{x}\right|_{\mathbf{e}}\left(U \circ L_{g}\right), \tag{22}
\end{equation*}
$$

where $\mathbf{e}=(0,0,0)$. Then, we define the left invariant frame $\left\{\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}\right\}$ by

$$
\begin{align*}
& \left.\mathcal{A}_{i}\right|_{(x, y, \theta)}=\left.\left(L_{(x, y, \theta)}\right)_{*} \mathcal{A}_{i}\right|_{\mathbf{e}}  \tag{23a}\\
& \left.\mathcal{A}_{1}\right|_{\mathbf{e}} U=\partial_{x} U(\mathbf{e})  \tag{23b}\\
& \left.\mathcal{A}_{2}\right|_{\mathbf{e}} U=\partial_{y} U(\mathbf{e})  \tag{23c}\\
& \left.\mathcal{A}_{3}\right|_{\mathbf{e}} U=\partial_{\theta} U(\mathbf{e}) \tag{23d}
\end{align*}
$$

We denote the dual of the left invariant frame by $\left\{\omega^{1}, \omega^{2}, \omega^{3}\right\}$ such that $\left\langle\omega^{i}, \mathcal{A}_{j}\right\rangle=\delta_{j}^{i}$. We notice that we can calculate the left invariant frame at any point $g h \in S E(2)$, when we know the left invariant frame at the point $h \in S E(2)$, i.e. the frame is roto-translational invariant:

$$
\begin{equation*}
\left.\mathcal{A}_{i}\right|_{g h} U=\left.\left(L_{g h}\right)_{*} \mathcal{A}_{i}\right|_{e} U=\left.\mathcal{A}_{i}\right|_{e}\left(U \circ L_{g h}\right)=\left.\mathcal{A}_{i}\right|_{h}\left(U \circ L_{g}\right)=\left.\mathcal{A}_{i}\right|_{e}\left(U \circ L_{g} \circ L_{h}\right)=\left.\left(L_{h}\right)_{*} \mathcal{A}_{i}\right|_{e} U=\left.\left(L_{g}\right)_{*} \mathcal{A}_{i}\right|_{h} U . \tag{24}
\end{equation*}
$$

That means that the left invariant frame at location $\mathbf{x}=(x, y)$ and orientation $\theta$ is given by

$$
\left\{\begin{array}{l}
\left.\mathcal{A}_{1}\right|_{(x, y, \theta)} U=\cos \theta \partial_{x} U(x, y, \theta)+\sin \theta \partial_{y} U(x, y, \theta)  \tag{25}\\
\left.\mathcal{A}_{2}\right|_{(x, y, \theta)} U=-\sin \theta \partial_{x} U(x, y, \theta)+\cos \theta \partial_{y} U(x, y, \theta) \\
\left.\mathcal{A}_{3}\right|_{(x, y, \theta)} U=\partial_{\theta} U(x, y, \theta)
\end{array}\right.
$$

Remark 1.4. We notice that the left invariant frame is a roto-translation of the static frame at the origin e. Its base point is located at $(x, y, \theta)$ instead of $(0,0,0)$. In addition to that, it is rotated with the angle $\theta$ in the position space. In Figure 3 and Figure 12, a visualization of the frame can be found. The vector $\mathcal{A}_{1}$ lies parallel to line structures in the image. The vector $\mathcal{A}_{2}$ is orthogonal to the vector $\mathcal{A}_{1}$, in the $x y$-plane. Therefore, we say that $\mathcal{A}_{1}$ points forward, and $\mathcal{A}_{2}$ points to the left. Therefore, when we do not allow backward movement in the frame, we ensure that $\left.\mathcal{A}_{1}\right|_{(x, y, \theta)} \geq 0$. In practice this is done by replacing the constant $\left.\mathcal{A}_{1}\right|_{(x, y, \theta)} W \in \mathbb{R}$ that indicates the length of the vector $\left.\mathcal{A}_{1}\right|_{(x, y, \theta)}$ by $\max \left\{0,\left.\mathcal{A}_{1}\right|_{(x, y, \theta)} W\right\}$ [17].
The frame introduced in Eq. 25 is left invariant, since it satisfies

$$
\begin{equation*}
\mathcal{A}_{i} \circ \mathcal{L}_{g}=\mathcal{L}_{g} \circ \mathcal{A}_{i} \text { for all } g \in G . \tag{26}
\end{equation*}
$$

For more information and the proof, see [25, 23].


Figure 12: Visualization of left invariant frame. In black, we see the static frame. This frame is translated to location $\mathbf{x}=(x, y)$ (in blue). Then, it is rotated with an angle $\theta$, which results in the green left invariant frame.

Exponential curves in $\mathbf{S E ( 2 )}$ Next, we discuss the exponential curves $g \mapsto g e^{t A}$. These are the characteristics of the left invariant flow. First, we need to introduce the definition of generators of group representations, in specific of group representation $\mathcal{R}$.
Definition 1.21 (Generator of Group Representation $\mathcal{R}$ ). Let $G$ be a Lie group. We consider the right regular representation $\mathcal{R}: G \rightarrow B\left(\mathbb{L}_{2}(G)\right)$ defined in Definition 1.13. Let $A \in T_{e}(G)$, where $e \in G$ unity element. Then, the generator/derivative $\mathrm{d} \mathcal{R}$ is defined as follows:

$$
\mathrm{d} \mathcal{R}(A) U(\mathbf{g}):=\lim _{t \rightarrow 0} \frac{\left(\mathcal{R}_{e^{t A}} U\right)(\mathbf{g})-U(\mathbf{g})}{t}=\lim _{t \rightarrow 0} \frac{U\left(\mathbf{g} e^{t A}\right)-U(\mathbf{g})}{t}
$$

for all $U \in \mathcal{D}_{\mathbb{L}_{2}(G)}$ where $\mathcal{D}_{\mathbb{L}_{2}(G)}$ is a domain of sufficiently regular $U \in \mathbb{L}_{2}(G)$ such that the limit $\mathrm{d} \mathcal{R}(A) U$ exists in $\mathbb{L}_{2}(G)$.
Algebraically, the exponential curves are characterized by

$$
e^{t \mathrm{~d} \mathcal{R}(A)}=\mathcal{R}_{e^{t A}}
$$

Note that when we consider $W(\cdot, t)=e^{t Q} U(\cdot)$ for some $Q$, we find

$$
\partial_{t} W(\cdot, t)=Q W(\cdot, t) \quad \text { and }\left.\quad W(\cdot, t)\right|_{t=0}=U(\cdot)
$$

In this case, we have $U=\mathbf{e}$ and $Q=\mathrm{d} \mathcal{R}(A)$.
Lemma 1.3. The following expressions are equivalent:

$$
\left.\mathcal{A}_{i}\right|_{\mathbf{g}}=\left.\left(L_{\mathbf{g}}\right)_{*} \mathcal{A}_{i}\right|_{\mathbf{e}}=\mathrm{d} \mathcal{R}\left(\left.\mathcal{A}_{i}\right|_{\mathbf{e}}\right)
$$

Proof. The first equivalence was already defined in Eq. 23a. That leaves us to prove that $\left.\left(L_{\mathbf{g}}\right)_{*} \mathcal{A}_{i}\right|_{\mathbf{e}}=$ $\mathrm{d} \mathcal{R}\left(\left.\mathcal{A}_{i}\right|_{\mathrm{e}}\right)$. First, we note that, for some function $U$ and some point $\mathbf{p}=(\mathbf{x}, \theta)$, we have

$$
\left(\mathcal{R}_{\mathbf{g}} \circ \mathcal{L}_{\mathbf{q}}\right) U(\mathbf{p})=U\left(\mathbf{q}^{-1} \mathbf{p g}\right)=\left(\mathcal{L}_{\mathbf{q}} \circ \mathcal{R}_{\mathbf{g}}\right) U(\mathbf{p})
$$

In addition to that, we find

$$
\begin{aligned}
\left.\left(L_{\mathbf{q}}\right)_{*} \mathcal{A}_{i}\right|_{\mathbf{e}} W & =\left(L_{\mathbf{q}}\right)_{*} \partial_{i} W=\partial_{i}\left(W \circ L_{\mathbf{q}}\right) \\
& =\lim _{t \downarrow 0} \frac{W\left(\mathbf{q} \cdot\left(t \mathbf{e}_{i}\right)\right)-W(\mathbf{q})}{t}=\ldots=\left.\mathcal{A}_{i}\right|_{\mathbf{q}} \\
& =\lim _{t \downarrow 0} t^{-1}\left(W\left(\mathbf{q} \cdot e^{\left.t \mathcal{A}_{i}\right|_{\mathbf{e}}}\right)-W(\mathbf{q})\right) \\
& =\lim _{t \downarrow 0} t^{-1}\left(\mathcal{R}_{\left.e^{t \mathcal{A}_{i}}\right|_{\mathbf{e}}}-I\right) W(\mathbf{q})=\mathrm{d} \mathcal{R}\left(\left.\mathcal{A}_{i}\right|_{\mathbf{e}}\right) W(\mathbf{q})
\end{aligned}
$$

where $\mathbf{e}_{i}$ is the $i$ th unit vector and we use that

$$
e^{\left.t \mathcal{A}_{i}\right|_{\mathbf{e}}}=t \mathbf{e}_{i}
$$

Rewriting this expression for exponential curves, we find

$$
\begin{align*}
& \left\{\begin{array} { l } 
{ \frac { \partial W } { \partial t } ( \mathbf { g } , t ) = \sum _ { i = 1 } ^ { 3 } c ^ { i } \mathrm { d } \mathcal { R } ( \mathcal { A } | _ { \mathbf { e } } ) W ( \mathbf { g } , t ) = ( c ^ { 1 } ( \operatorname { c o s } \theta \partial _ { x } + \operatorname { s i n } \theta \partial _ { y } ) + c ^ { 2 } ( - \operatorname { s i n } \theta \partial _ { x } + \operatorname { c o s } \theta \partial _ { y } ) + c ^ { 3 } \partial _ { \theta } ) W ( \mathbf { g } , t ) } \\
{ }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} W(x(t), y(t), \theta(t))=\left.\frac{\partial W}{\partial x}\right|_{\gamma(t)} \dot{x}(t)+\left.\frac{\partial W}{\partial y}\right|_{\gamma(t)} \dot{y}(t)+\left.\frac{\partial W}{\partial \theta}\right|_{\gamma(t)} \dot{\theta}(t) . \\
W(\cdot, 0)=\mathbf{e} .
\end{array}\right.\right. \tag{27}
\end{align*}
$$

Hence, the system can be rewritten to

$$
\begin{cases}\dot{x}=c^{1} \cos \theta-c^{2} \sin \theta, & x(0)=0  \tag{29}\\ \dot{y}=c^{1} \sin \theta+c^{2} \cos \theta, & y(0)=0 \\ \dot{\theta}=c^{3}, & \theta(0)=0\end{cases}
$$

Solving this system of ordinary, first order, equations results in

$$
\begin{align*}
& \left\{\begin{array}{l}
x(t)=\frac{c^{1}}{c^{3}} \sin \left(c^{3} t\right)+\frac{c^{2}}{c^{3}}\left(1-\cos \left(c^{3} t\right)\right) \\
y(t)=\frac{c^{1}}{c^{3}}\left(1-\cos \left(c^{3} t\right)\right)+\frac{c^{2}}{c^{3}} \sin \left(c^{3} t\right) \\
\theta(t)=c^{3} t \\
\left\{\begin{array}{ll}
x(t) & =c^{1} t \\
y(t)=c^{2} t \\
\theta(t) & =0
\end{array} \quad \text { if } c^{3} \neq 0\right.
\end{array}\right.  \tag{30}\\
& \tag{31}
\end{align*}
$$

Lie Brackets Last, we introduce general concept of Lie brackets, and how they apply to the left invariant frame. In addition to that, we also calculate the structure constants.

Definition 1.22 (Lie bracket). Consider a Lie algebra $\mathfrak{g}$ which is a vector space over a field $\mathcal{F}$ equipped with a binary operation $[\cdot, \cdot]: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$, which is defined such that for all $V, W \in \mathfrak{g}$ holds

$$
\begin{equation*}
[V, W]:=V \circ W-W \circ V \tag{32}
\end{equation*}
$$

The binary operation given in Eq. (32) is called the Lie bracket of $V$ and $W$, where we compose vector fields as

$$
((V \circ W) f)(g):=\left.V\right|_{g}\left(\left.h \mapsto W\right|_{h} f\right)
$$

The Lie brackets have a set of properties.
Proposition 1.2 (Properties Lie brackets). A Lie algebra $\mathfrak{g}$ is a vector space over a field $\mathcal{F}$ equipped with a binary operation (the so-called Lie bracket) $[\cdot, \cdot]: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$ such that

$$
\begin{array}{ll}
\forall \alpha, \beta \in \mathcal{F} \forall X, Y \in \mathfrak{g}: & {[\alpha X+\beta Y, Z]=\alpha[X, Z]+\beta[Y, Z]} \\
\forall \alpha, \beta \in \mathcal{F} \forall X, Y \in \mathfrak{g}: & {[Z, \alpha X+\beta Y]=\alpha[Z, X]+\beta[Z, Y]} \\
\forall X \in \mathfrak{g}: & {[X, X]=0} \\
\forall X, Y, Z \in \mathfrak{g}: & {[X,[Y, Z]]+[Y,[Z, X]]+[Z,[X, Y]]=0 .}
\end{array}
$$

Remark 1.5. A consequence of these properties is that we also have for the Lie bracket:

$$
[X, Y]=-[Y, X] \text { for all } X, Y \in \mathfrak{g} .
$$

When we apply these Lie brackets specifically to the left invariant frame, we get
Lemma 1.4 (Lie brackets in the left invariant frame).

$$
\left[\mathcal{A}_{1}, \mathcal{A}_{2}\right]=0, \quad\left[\mathcal{A}_{1}, \mathcal{A}_{3}\right]=-\mathcal{A}_{2}, \quad\left[\mathcal{A}_{2}, \mathcal{A}_{3}\right]=\mathcal{A}_{1}
$$

Proof. Let $f \in C^{\infty}$ be given. Then we find

$$
\begin{aligned}
{\left[\mathcal{A}_{1}, \mathcal{A}_{2}\right] f=} & {\left[\cos \theta \partial_{x}+\sin \theta \partial_{y},-\sin \theta \partial_{x}+\cos \theta \partial_{y}\right] f } \\
= & \left(\cos \theta \partial_{x}+\sin \theta \partial_{y}\right) \circ\left(-\sin \theta \partial_{x}+\cos \theta \partial_{y}\right) f-\left(-\sin \theta \partial_{x}+\cos \theta \partial_{y}\right) \circ\left(\cos \theta \partial_{x}+\sin \theta \partial_{y}\right) f \\
= & -\cos \theta \sin \theta \partial_{x x} f-\sin ^{2} \theta \partial_{x y} f+\cos ^{2} \theta \partial_{x y} f+\cos \theta \sin \theta \partial_{y y} f \\
& \quad+\sin \theta \cos \theta \partial_{x x} f-\cos ^{2} \theta \partial_{x y} f+\sin ^{2} \theta \partial_{x y} f+\cos \theta \sin \theta \partial_{y y} f \\
= & \mathbf{0} . \\
{\left[\mathcal{A}_{1}, \mathcal{A}_{3}\right] f=} & {\left[\cos \theta \partial_{x}+\sin \theta \partial_{y}, \partial_{\theta}\right] f } \\
= & \cos \theta \partial_{x \theta} f+\sin \theta \partial_{y \theta} f-\partial_{\theta}\left(\cos \theta \partial_{x}+\sin \theta \partial_{y}\right) f \\
= & \cos \theta \partial_{x \theta} f+\sin \theta \partial_{y \theta} f+\sin \theta \partial_{x} f-\cos \theta \partial_{x \theta} f-\cos \theta \partial_{y} f-\sin \theta \partial_{y \theta} f \\
= & \sin \theta \partial_{x} f-\cos \theta \partial_{y} f=-\mathcal{A}_{2} f . \\
{\left[\mathcal{A}_{2}, \mathcal{A}_{3}\right] f=} & {\left[-\sin \theta \partial_{x}+\cos \theta \partial_{y}, \partial_{\theta}\right] f } \\
= & -\sin \theta \partial_{x \theta} f+\cos \theta \partial_{y \theta} f-\partial_{\theta}\left(-\sin \theta \partial_{x}+\cos \theta \partial_{y}\right) f \\
= & -\sin \theta \partial_{x \theta} f+\cos \theta \partial_{y \theta} f+\cos \theta \partial_{x} f+\sin \theta \partial_{x \theta} f+\sin \theta \partial_{y} f-\cos \theta \partial_{y \theta} f \\
= & \cos \theta \partial_{x} f+\sin \theta \partial_{y} f=\mathcal{A}_{1} f .
\end{aligned}
$$

Definition 1.23 (Structure constants). There exist $c_{i j}^{k} \in \mathbb{R}$ such that

$$
\left[\mathcal{A}_{i}, \mathcal{A}_{j}\right]=\sum_{k=1}^{3} c_{i j}^{k} \mathcal{A}_{k}
$$

These constants $c_{i j}^{k}$ are called the structure constants.
Remark 1.6. The non-zero structure constants of $\mathbb{M}_{2}$ are given by

$$
\begin{array}{ll}
c_{13}^{2}=-1, & c_{23}^{1}=1 \\
c_{31}^{2}=1, & c_{32}^{1}=-1
\end{array}
$$

### 1.4 Gauge Frame

We have just introduced the left invariant frame. Unfortunately, this frame is not always able to follow the line structures correctly. We recall (from the introduction) that the problems that arise are

1. Deviation of horizontality: The line structures are lifted and extended to the $\mathbb{M}_{2}$ domain by calculating the orientation scores. However, there will also be response for slightly different orientations than the orientation of the line structure. In other words, the orientation score contains line structure whose orientation is different from the orientation coordinate in the manifold. Since we use a low angular resolution (low number of orientations), the effects of deviating from the angular direction are bigger. In Figure 4, this problem is visualized.
2. Fixed orientations in $\mathbb{M}_{2}$ : The left invariant frame lines up with fixed orientations in the slices of $\mathbb{M}_{2}$. When considering a curved line structure, there should be a smooth transaction between different slices. However, in practice, this is not the case since every slice lines up with exactly one orientation. When the line structure is very curved, it is possible that the orientation moves between multiple slices in a short period of time.

In an effort to avoid these problems, the gauge frame (also called locally adaptive frame) has been introduced. This frame and its dual are denoted by $\left\{\mathcal{B}_{1}, \mathcal{B}_{2}, \mathcal{B}_{3}\right\}$ and $\left\{\omega^{1}, \omega^{2}, \omega^{3}\right\}$ respectively. The gauge frame is able to align better to the line structure, as we can see in Figure 5 .

It is important to note that this frame is fitted to the data, and therefore depending on the specific image that we are considering. It is common that there is some level of noise included in the image (and therefore also in the corresponding data). The effect of the noise is bigger when we are considering the frame at a different location than at one of the line structures. Therefore, it is important to apply some stabilization technique in order to obtain some level of smoothness of the gauge frame.

### 1.4.1 Construction of the Gauge Frame

## First Gauge Vector

Definition 1.24 (First gauge vector). Given a differentiable function $f \in C^{2}\left(\mathbb{M}_{2}\right), f: \mathbb{M}_{2} \rightarrow \mathbb{R}$ with

$$
\operatorname{grad} f=\sum_{i=1}^{n} \xi_{i}^{-2}\left(\mathcal{A}_{i} f\right) \mathcal{A}_{i},
$$

the first gauge vector at the point $\mathbf{p} \in \mathbb{M}_{2}$ is given by the optimization problem

$$
\begin{equation*}
\left.\mathcal{B}_{1}\right|_{\mathbf{p}}=\underset{\substack{\mathbf{c} \in T_{\mathbf{p}} \mathbb{M}_{2} \\\|\mathbf{c}\|=1}}{\arg \min }\left\|\left.\sum_{i, j=1}^{n}\left(\xi_{j}\right)^{-2} \mathbf{c}^{j} \mathcal{A}_{i} \mathcal{A}_{j} f(\mathbf{p}) \mathcal{A}_{i}\right|_{\mathbf{p}}\right\| \tag{34}
\end{equation*}
$$

where the norm is induced by a metric tensor field $\mathcal{G}$ on $\mathbb{M}_{2}$.
Lemma 1.5 (Solving first gauge vector). The first gauge vector is a coordinate vector $\mathbf{c}=\left(c^{1}, c^{2}, c^{3}\right)^{\top} \in \mathbb{R}^{3}$. It is the eigenvector of the matrix $M^{2} H^{\top} M^{2} H$ with the smallest eigenvalue and it has length $\left\|M^{-1} \mathbf{c}\right\|_{\mathbb{L}_{2}}=1$. The matrices $M$ and $H$ are given by

$$
\begin{equation*}
M=\operatorname{diag}(1 / \xi, 1 / \xi, 1) \text { and } H_{i j}=\left.\mathcal{A}_{j} \mathcal{A}_{i}(f)\right|_{\mathbf{p}}, \tag{35}
\end{equation*}
$$

where $i$ and $j$ denote rows and columns respectively.
The proof of this lemma can be found in 13 .

## Remaining Gauge Vectors

Definition 1.25 (Remaining gauge vectors). Let the first gauge vector be given by

$$
\begin{equation*}
\left.\mathcal{B}_{1}\right|_{\mathbf{p}}=\left.\sum_{j=1}^{3} c_{1}^{j} \mathcal{A}_{j}\right|_{\mathbf{p}} \tag{36}
\end{equation*}
$$

Let $\left.P \mathcal{B}_{1}\right|_{\mathbf{p}}$ be the projection of the first gauge frame on the spatial part of $T_{\mathbf{p}}\left(\mathbb{M}_{2}\right)$, i.e. $\operatorname{span}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$. The curvature of the line structure is expressed by the angle between the first gauge frame vector and its projection

$$
\nu_{\mathbf{p}}:=\angle\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}},\left.P \mathcal{B}_{1}\right|_{\mathbf{p}}\right)=\left.\arctan \left(\frac{c^{3}}{\sqrt{\left(c^{1}\right)^{2}+\left(c^{2}\right)^{2}}}\right)\right|_{\mathbf{p}}
$$

and the deviation of horizontality is expressed by the angle between the projected first gauge vector and the forward direction of the left invariant frame:

$$
\varphi_{\mathbf{p}}:=\angle\left(\left.P \mathcal{B}_{1}\right|_{\mathbf{p}},\left.\mathcal{A}_{1}\right|_{\mathbf{p}}\right)=\left.\arctan \left(\frac{c^{2}}{c^{1}}\right)\right|_{\mathbf{p}} .
$$

Using these angles, the left invariant frame is adapted such that the forward vector lines up with the first gauge vector. That means that we do the following corrections to the left invariant frame.

1. Correct for curvature by an anticlockwise rotation over the angle $-\nu_{\mathbf{p}}$ around $\left.\mathcal{A}_{3}\right|_{\mathbf{p}}$ in the plane spanned by $\left.\mathcal{A}_{1}\right|_{\mathbf{p}}$ and $\left.\mathcal{A}_{2}\right|_{\mathbf{p}}$.
2. Correct for deviation of horizontality by an anticlockwise rotation over the angle $-\varphi_{\mathbf{p}}$ around $\left.\mathcal{A}_{2}\right|_{\mathbf{p}}$, in the plane spanned by the rotated vector $\left.P \mathcal{B}_{1}\right|_{\mathbf{p}}$ and $\left.\mathcal{A}_{3}\right|_{\mathbf{p}}$.
3. Normalize the resulting vectors w.r.t. the weighted Euclidean metric field.

The rotations are visualized in Figure 13. The procedure explained in Definition 1.25 gives the following two rotation matrices:

$$
R_{\mathbf{e}_{2},-\nu_{\mathbf{p}}}=\left(\begin{array}{ccc}
\cos \nu_{\mathbf{p}} & 0 & -\sin \nu_{\mathbf{p}} \\
0 & 1 & 0 \\
\sin \nu_{\mathbf{p}} & 0 & \cos \nu_{\mathbf{p}}
\end{array}\right), \quad R_{\mathbf{e}_{3},-\varphi_{\mathbf{p}}}=\left(\begin{array}{ccc}
\cos \varphi_{\mathbf{p}} & -\sin \varphi_{\mathbf{p}} & 0 \\
\sin \varphi_{\mathbf{p}} & \cos \varphi_{\mathbf{p}} & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

The constants $c_{2}^{1}(\mathbf{p}), c_{2}^{2}(\mathbf{p}), c_{2}^{3}(\mathbf{p})$ and $c_{3}^{1}(\mathbf{p}), c_{3}^{2}(\mathbf{p}), c_{3}^{3}(\mathbf{p})$ belong to $\left.\mathcal{B}_{2}\right|_{\mathbf{p}}$ and $\left.\mathcal{B}_{3}\right|_{\mathbf{p}}$ respectively, and they are given by

$$
\left(\begin{array}{c}
c_{2}^{1}(\mathbf{p})  \tag{37}\\
c_{2}^{2}(\mathbf{p}) \\
c_{2}^{3}(\mathbf{p})
\end{array}\right):=R_{\mathbf{e}_{3},-\varphi_{\mathbf{p}}} R_{e_{2},-\nu_{\mathbf{p}}}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)=\left(\begin{array}{c}
-\sin \varphi_{\mathbf{p}} \\
\cos \varphi_{\mathbf{p}} \\
0
\end{array}\right) \text { and }\left(\begin{array}{l}
c_{3}^{1}(\mathbf{p}) \\
c_{3}^{2}(\mathbf{p}) \\
c_{3}^{3}(\mathbf{p})
\end{array}\right):=R_{\mathbf{e}_{3},-\varphi_{\mathbf{p}}} R_{e_{2},-\nu_{\mathbf{p}}}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)=\left(\begin{array}{c}
-\sin \nu_{\mathbf{p}} \cos \varphi_{\mathbf{p}} \\
-\sin \nu_{\mathbf{p}} \sin \varphi_{\mathbf{p}} \\
\cos \nu_{\mathbf{p}}
\end{array}\right) .
$$



Figure 13: Visualization of the gauge frame compared to the left invariant frame.

Then, the (remaining) gauge vectors are given by

$$
\begin{equation*}
\left.\mathcal{B}_{i}\right|_{\mathbf{p}}=\frac{\left.\sum_{j=1}^{3} c_{i}^{j}(\mathbf{p}) \mathcal{A}_{j}\right|_{\mathbf{p}}}{\left\|\left.\sum_{j=1}^{3} c_{i}^{j}(\mathbf{p}) \mathcal{A}_{j}\right|_{\mathbf{p}}\right\|}, \tag{38}
\end{equation*}
$$

where $i=2,3$ and the norm is induced by a metric tensor field on $\mathbb{M}_{2}$.

### 1.4.2 External Regularization

At the beginning of this section, we already mentioned that the gauge frame is not smooth. One way to smooth it, is by using external regularization. That means that the hessian is replaced by a locally averaged hessian such that the first gauge vectors are fitted, taking into account their surroundings.

Definition 1.26 (External regularization). Let the scaling matrix $M$ and the hessian matrix $\left.H\right|_{\mathbf{x}}$ be given as in Eq. (35). Consider the component-wise Gaussian smoothed Hessian given by

$$
\begin{equation*}
\left.\tilde{H}\right|_{(\mathbf{x}, \theta)}:=\left.\int_{\mathbb{R}^{2}} \int_{S^{1}} G_{\rho_{s}}^{\mathbb{R}^{2}}(\mathbf{x}-\mathbf{y}) G_{\rho_{a}}^{S^{1}}(\theta-\phi) H\right|_{(\mathbf{y}, \phi)} \mathrm{d} \sigma(\phi) \mathrm{d} \mathbf{y} \tag{39}
\end{equation*}
$$

where $\sigma$ is the normalized Borel measure on the sphere $S^{1}$. The smoothing kernels $G_{\rho}^{M}$ are given by

$$
\begin{gathered}
G_{\rho_{s}}^{\mathbb{R}^{2}}(\mathbf{x})=\frac{1}{4 \pi \rho_{s}} e^{-\frac{\|\times\|^{2}}{4 \rho_{s}}} \\
G_{\rho_{a}}^{S^{1}}(\theta)=\frac{1}{2 \sqrt{\pi \rho_{a}}} e^{-\frac{|\theta-a|^{2}}{4 \rho a}},
\end{gathered}
$$

with $\rho_{s}, \rho_{a}>0, a \in S^{1}$. For more details, see Section 2.7 of [16].
The externally regularized first gauge vector is the eigenvector of the smoothed matrix $M^{2} \tilde{H}^{\top} M^{2} \tilde{H}$ with the smallest eigenvalue.

### 1.4.3 Iterated Stabilization

Besides external regularization, the gauge frames can also be smoothed by iteratively fitting the gauge frames. The first time, the gauge frame is fitted to the orientation score. After the first iteration; we cannot use the orientation score again. Therefore, we introduce, the orientation confidence. This measure indicates the alignment of the first gauge vectors $\left.\mathcal{B}_{1}\right|_{\mathbf{p}}$ to the underlying line structures.
Definition 1.27 (Orientation confidence). Given a gauge frame $\left\{\mathcal{B}_{1}, \mathcal{B}_{2}, \mathcal{B}_{3}\right\}$ fitted to an orientation score $V: \mathbb{M}_{2} \rightarrow \mathbb{R}$, consider the Laplacian in the plane orthogonal to the principal direction $\left.\mathcal{B}_{1}\right|_{\mathbf{p}}$ :

$$
\begin{equation*}
\left(\Delta_{23} V\right)(\mathbf{p}):=\left(\mathcal{B}_{2} \mathcal{B}_{2} V\right)(\mathbf{p})+\left(\mathcal{B}_{3} \mathcal{B}_{3} V\right)(\mathbf{p}) \tag{40}
\end{equation*}
$$

The orientation confidence $S(V): \mathbb{M}_{2} \rightarrow[0,1]$ is defined as

$$
\begin{equation*}
S(V)(\mathbf{p}):=\frac{\left(-\left(\Delta_{23} V\right)(\mathbf{p})\right)_{+}}{\left\|\left(-\left(\Delta_{23} V\right)\right)_{+}\right\|_{\infty}} \tag{41}
\end{equation*}
$$

where $(a)_{+}:=\max \{0, a\}$.
To clarify this definition, we visualize an example as given in Figure 14 . The vector $\left.\mathcal{B}_{1}\right|_{\mathbf{p}}$ lines up with the line structure at point $\mathbf{p}$. Consequently, $\left.\mathcal{B}_{2}\right|_{\mathbf{p}}$ and $\left.\mathcal{B}_{3}\right|_{\mathbf{p}}$ are orthogonal to the line structure in the image. The presence of the curvature (in this case a bump created by the ridge) is measured by the negative Laplacian $-\Delta_{23}$. In order to understand why we only consider the positive part of $-\Delta_{23}$, we consider two parallel line structures as in Figure 15 . The vector $\left.\mathcal{B}_{1}\right|_{\mathbf{p}}$ aligns with its surrounding line structures for a point $\mathbf{p}$ between the parallel lines. Consequently, a negative response to the negative Laplacian arises. This response does not correspond to a genuine line structure, and therefore we only consider the positive part $\left(-\Delta_{23}\right)_{+}$. Last, we divide by the maximum to ensure that its values are in the interval $[0,1]$.


Figure 14: Visualization of a ridge. Taken from [13].


Figure 15: Two parallel line structures.

Remark 1.7. The calculation of $\left(\mathcal{B}_{i} \mathcal{B}_{i} V\right)(\mathbf{p})$ for $i=1,2,3$ is fairly easy for an orientation score $V: \mathbb{M}_{2} \rightarrow \mathbb{R}$. We know how to calculate the Hessian $\left.H\right|_{\mathbf{p}}$ with respect to the left invariant frame as defined in Eq. (35). Then for $\left.\mathcal{B}_{i}\right|_{\mathbf{p}}=\left.\sum_{j=1}^{3} c_{i}^{j}(\mathbf{p}) \mathcal{A}_{j}\right|_{\mathbf{p}}$, we have

$$
\begin{equation*}
\left(\mathcal{B}_{i} \mathcal{B}_{i} V\right)(\mathbf{p})=\left.\left(c_{i}^{1}(\mathbf{p}) \quad c_{i}^{2}(\mathbf{p}) \quad c_{i}^{3}(\mathbf{p})\right) H\right|_{\mathbf{p}}\left(c_{i}^{1}(\mathbf{p}) \quad c_{i}^{2}(\mathbf{p}) \quad c_{i}^{3}(\mathbf{p})\right)^{\top} . \tag{42}
\end{equation*}
$$

The iterated stabilization of gauge frames starts with an orientation score $V: \mathbb{M}_{2} \rightarrow \mathbb{R}$. An initial gauge frame is fitted to this orientation score, and results an orientation confidence $S(V)$. During the next iteration, the gauge frame is fitted to this orientation confidence $S(V)$ with resulting orientation confidence $S(S(V))=: S^{2}(V)$. This process can have as many iterations as needed. In practice, the computation costs (and time) outweigh the benefits of the improved smoothness of the gauge frame after four iterations 13. This method has been proposed in Section 11.3.2 and 11.3.3 in [5], but a formal proof of convergence $S^{n} \rightarrow S^{*}$ has not been published yet.

## 2 Metric Tensor Fields

In this section, we introduce the different metric tensor fields that were used for both the left invariant frame and the gauge frame. They describe how distances are defined on the manifold. We can visualize these distances with control sets. In Figure 16, we visualize the effect of such a metric tensor field. In the left figure, we see a situation in which the tracking is allowed to move backward, as you can see in the image in the left top corner. This model uses the control sets visualized in the left bottom corner. These control sets are symmetric in their spatial direction. On the right side, we see what happens when we restrict the model, and allow only forward movement. In this case, the model uses in-place rotations in order to take the shortest path, as we see in the right top corner. The control sets are visualized in the right bottom corner. We see that these only support movement in the forward direction.

With reverse gear


Without reverse gear


Figure 16: Visualization of the effect of control sets (symmetric and forward gear). Left: Model which is allowed to use reverse gear. The control sets are spatially symmetric and allow angular movement. Right: Model without reverse gear. The control sets are asymmetric, and allow only forward spatial (and angular) movement. Taken from [17.

In this section, we will define some specific metric sensor field, but first, we define $(a)_{-}:=\min \{a, 0\}$ and $(a)_{+}:=\max \{a, 0\}$, which we use in the forward gear variants of the models.

- The left invariant metric tensor field $\mathcal{G}_{\text {LIF }}$ is given by

$$
\begin{equation*}
\mathcal{G}_{\mathrm{LIF}}:=\frac{1}{(1+\beta / C)^{2}}\left(\xi^{2}\left(\omega^{1} \otimes \omega^{1}+\frac{1}{\zeta^{2}} \omega^{2} \otimes \omega^{2}\right)+\omega^{3} \otimes \omega^{3}\right) . \tag{43}
\end{equation*}
$$

In this expression, the cost function $C: \mathbb{M}_{2} \rightarrow[\delta, 1]$ discourages the model from taking paths outside the vessels. The parameter $\beta$ determines the influence of the cost function, where $\beta \geq 0$. When $\beta=0$, the cost function does not influence the solution at all, whereas higher values of $\beta$ make sure that the cost function plays a more important role towards distance calculations on the manifold. The anistropy parameter $\zeta$ penalizes vectors with large sideways components, and thus stimulates forward movement. The last parameter is given by $\xi$ and this is a weighting parameter which influences the flexibility of the calculated vessel, as we will see later on.

- The forward gear left invariant metric tensor field $\mathcal{G}_{\text {LIF }}^{f}$ is given by

$$
\begin{equation*}
\mathcal{G}_{\mathrm{LIF}}^{f}:=\frac{1}{(1+\beta / C)^{2}}\left(\xi^{2}\left(\omega^{1} \otimes \omega^{1}+\left(\varepsilon^{-2}-1\right)\left(\omega^{1} \otimes \omega^{1}\right)_{-}+\frac{1}{\zeta^{2}} \omega^{2} \otimes \omega^{2}\right)+\omega^{3} \otimes \omega^{3}\right) \tag{44}
\end{equation*}
$$

In this expression, the parameters $C, \beta, \zeta$ and $\xi$ have the same meaning and influence as explained in model (43). However, we have one extra parameter; $\varepsilon \in[0,1]$. This parameter decides how strongly the


Figure 17: Local plots of the control sets (see Definition 1.19 and Appendix B balls in the tangent space rather than the Lie group itself) on the curve (blue) acquired while backtracking. The underlying image is the same as in Figure 5, and the tracking is obtained using the gauge frame. The red and green control sets correspond to the left invariant and gauge frame respectively. The control sets are vertically plotted with respect to their discrete orientation $\theta_{d}=\frac{\theta}{2 \pi / N_{\theta}}+1$.
model has to adhere to the forward gear. Note that the case $\varepsilon=1$ yields a Reeds-Shepp model which does allow backwards motions [17.

- The (anisotropic) gauge frame metric tensor field $\mathcal{G}_{\mathrm{GF}}$ is given by

$$
\begin{equation*}
\mathcal{G}_{\mathrm{GF}}:=\frac{1}{(1+\beta / C)^{2}}\left(\chi^{1} \otimes \chi^{1}+\frac{1}{(1-\alpha)^{2}}\left(\chi^{2} \otimes \chi^{2}+\chi^{3} \otimes \chi^{3}\right)\right)=\sum_{i, j=1}^{3}\left[\mathcal{G}_{\mathcal{B}}\right]_{i j} \chi^{i} \otimes \chi^{j} \tag{45}
\end{equation*}
$$

As explained in Section 1.4, the gauge frame is fitted to the line structures in the orientation score. Therefore, this model often gives a better approximation of the blood vessels, than the left invariant frame. This model has some parameters that are the same as for the left invariant frame, but also some that are different. The implementation of the cost function $C$ is the same as it was for both left invariant frame metric tensor fields. The same holds for the parameter $\beta$. However, the anisotropy parameter has changed to $\alpha \in[0,1)$. It penalizes vectors that are orthogonal to the line structure of the first gauge vector $\mathcal{B}_{1}$. When $\alpha=0$, there is no penalization of the vectors orthogonal to $\mathcal{B}_{1}$. On the other hand, $\alpha \rightarrow 1$ results in high penalties for orthogonal vectors.

- Last, we introduce the (anisotropic) forward gear gauge frame metric tensor field $\mathcal{G}_{\mathrm{GF}}^{f}$. It is important that we clearly define what "forward movement" is. In the left invariant frame, this was in the positive direction of $\mathcal{A}_{1}$. However, in the gauge frame, we can both consider moving forward as moving in the positive direction of either $\mathcal{A}_{1}$ or $\mathcal{B}_{1}$. We decide to use the convention that the forward direction, is the direction of $\mathcal{B}_{1}$. Then, the metric tensor field $\mathcal{G}_{\mathrm{GF}}^{f}$ is given by

$$
\begin{equation*}
\mathcal{G}_{\mathrm{GF}}^{f}:=\frac{1}{(1+\beta / C)^{2}}\left(\chi^{1} \otimes \chi^{1}+\left(\varepsilon^{-2}-1\right)\left(\chi^{1} \otimes \chi^{1}\right)_{-}+\frac{1}{(1-\alpha)^{2}}\left(\chi^{2} \otimes \chi^{2}+\chi^{3} \otimes \chi^{3}\right)\right) . \tag{46}
\end{equation*}
$$

In this expression, the cost function $C$ and parameters $\beta$ and $\alpha$ are defined in the same way as they were in the anisotropic gauge frame metric tensor field 45]. The new parameter $\varepsilon \in[0,1]$ deices how strongly the model has to adhere to the forward gear. Note that the case $\varepsilon=1$ does allow backwards motion. On the other hand, when $\varepsilon \rightarrow 0$, only in point rotations and forward movement are allowed.
Note that the way we defined forward movement (in the direction of $\mathcal{B}_{1}$ ) could mean that backwards motion in the left invariant frame compared to the previous position is allowed, when the gauge frames are not nicely aligned. However, in practice, we have not encountered any cases where this led to problematic situations. This could be solved by defining forward movement in the direction of $\mathcal{A}_{1}$, but since this means that we will have to be working with two different frames, we chose to not implement this.
We already explained that the gauge frame is able to adapt for curvature, whereas the left invariant frame is not. We illustrate this in Figure 17. We see that the control sets corresponding to the gauge frame are always aligned with the underlying vessel structure, whereas the control sets belonging to the left invariant frame, rotate and support movement in all directions, depending on the orientation of the point $\mathbf{p}$.

## 3 Numerical Approach

In this section, we will provide more details of the numerical approach towards identifying where the vessels are in the retina images. First, we give a general overview of the steps that need to be taken in order to find the shortest path (geodesic), as you can find in Section 3.1. In Section 3.2 we focus on how to solve the eikonal equation using both finite differences and fast marching. Then, we explain how we track the vessels (from their end point to their start point) in Section 3.3. Lastly, we compare the results of the two numerical methods that we discussed to the exact solution as one can read in Section 3.4.

### 3.1 General Approach

There are 5 steps that need to be followed when calculating the optimal geodesics in a manifold $\mathbb{M}$. Let us consider the procedure in a metric space $\left(\mathbb{M}, d_{\mathcal{F}}\right)$ where $d_{\mathcal{F}}$ denotes the distance measure and where $\mathcal{F}$ represents a Finsler metric.
[Step 1] Compute the dual Finsler function $\mathcal{F}^{*}$. Note that the Finsler function itself, $\mathcal{F}$, is known. Then, $\mathcal{F}^{*}$ satisfies

$$
\mathcal{F}^{*}(\mathbf{p}, \hat{\mathbf{p}})=\sup _{\dot{\mathbf{p}} \in T_{\mathbf{p}}(\mathbb{M})} \frac{\langle\dot{\mathbf{p}}, \hat{\mathbf{p}}\rangle}{\mathcal{F}(\mathbf{p}, \dot{\mathbf{p}})}, \text { where } \hat{\mathbf{p}} \in T_{\mathbf{p}}^{*}(\mathbb{M})
$$

[Step 2] Derive the eikonal system. That means that one needs to write out

$$
\left\{\begin{array}{l}
\mathcal{F}^{*}(\mathbf{p}, \mathrm{~d} U(\mathbf{p}))=1 \quad \text { for all } \mathbf{p} \in \mathbb{M} \backslash\left\{\mathbf{p}_{S}\right\}  \tag{47}\\
U\left(\mathbf{p}_{S}\right)=0
\end{array}\right.
$$

where $U=d_{\mathcal{F}}\left(\mathbf{p}_{S}, \cdot\right)$ denotes the distance map. In other words, we need to write Eq. 47) in function of $\mathbf{p}$ and $\mathrm{d} U(\mathbf{p})$.
[Step 3] Obtain the distance map as the viscosity solution of the eikonal system.
[Step 4] Compute the derivative $\mathrm{d} \mathcal{F}^{*}$ of the dual Finsler function (w.r.t. 2nd entry),

$$
\mathrm{d}_{\hat{\mathbf{p}}} \mathcal{F}^{*}(\mathbf{p}, \hat{\mathbf{p}}):=\frac{\partial}{\partial \hat{\mathbf{p}}} \mathcal{F}^{*}(\mathbf{p}, \hat{\mathbf{p}})
$$

[Step 5] Apply backtracking via an intrinsic gradient descent on the distance map. That means that we have to calculate

$$
\left\{\begin{array}{l}
\dot{\gamma}(t)=-L \mathrm{~d}_{\hat{\mathbf{p}}} \mathcal{F}^{*}(\gamma(t), \mathrm{d} U(\gamma(t))), \quad L:=d_{\mathcal{F}}\left(\mathbf{p}, \mathbf{p}_{S}\right) \\
\gamma(0)=\mathbf{p}, \quad \gamma(1)=\mathbf{p}_{S}
\end{array}\right.
$$

where $\gamma$ is a minimal geodesic from $\mathbf{p}_{S}$ to some $\mathbf{p} \in \mathbb{M}$.
In the setting that we will consider, we have a Riemannian metric. This means that the Finsler metric $\mathcal{F}$ is induced by a metric tensor field $\mathcal{G}$ on Riemannian manifold $(\mathbb{M}, \mathcal{G})$, where the following relation holds

$$
\mathcal{F}(\mathbf{p}, \dot{\mathbf{p}})=\sqrt{\left.\mathcal{G}\right|_{\mathbf{p}}(\dot{\mathbf{p}}, \dot{\mathbf{p}})}
$$

### 3.2 Solving the Eikonal Equation in Riemannian Setting

In order to find the shortest curves between any end point (or tip) $\mathbf{q}$ and a starting point (or seed) $\mathbf{p}_{S}$, we need to solve the eikonal equation. Let us introduce a distance function $U=d_{\mathcal{G}}\left(\mathbf{p}_{S}, \cdot\right)$. This function is found by solving the viscosity solution of the eikonal partial differential equation (PDE)

$$
\left\{\begin{array}{l}
\|\operatorname{grad} U\|_{\mathcal{G}}=1  \tag{48}\\
U\left(\mathbf{p}_{S}\right)=0
\end{array}\right.
$$

where $U: \mathbb{M}_{2} \rightarrow \mathbb{R}$ is the continuous viscosity function of Eq. 47. Here, the gradient grad $U$, which is defined almost everywhere, is the vector reciprocal to the differential $\mathrm{d} U$ :

$$
\begin{equation*}
\mathcal{G}(\operatorname{grad} U, \cdot)=\mathrm{d} U \tag{49}
\end{equation*}
$$

The norm induced by the tensor metric field $\mathcal{G}$ is calculated as explained in Section 1.1.6.

### 3.2.1 Finite Differences

First, we consider the finite difference approach in detail. We discuss the discretization schemes of all metric tensor fields that were implemented as part of this project. For all metric tensors, both the "symmetric" and "forward" gear versions are discussed.

Earlier, we explained that we consider the Eikonal equation (with $U: \mathbb{M}_{2} \rightarrow \mathbb{R}$ ) given by

$$
\left\{\begin{array}{l}
\|\operatorname{grad} U(\mathbf{p})\|_{\mathcal{G}}=1 \quad \forall \mathbf{p} \in \mathbb{M}_{2} \\
U\left(\mathbf{p}_{S}\right)=0
\end{array}\right.
$$

We are looking for the viscosity solution of this equation, as explained in [Step 3]. One approach to find this viscosity solution, is by considering the Hamilton-Jacobi PDE (with $W: \mathbb{M}_{2} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ ). Let $\epsilon>0$ fixed, $r \in\left[r_{n}, r_{n+1}\right], r_{n}:=n \epsilon$ with $n \in \mathbb{N}$. Then, the Hamilton-Jacobi PDE is given by

$$
\left\{\begin{array}{l}
\partial_{r} W_{n+1}^{\epsilon}(\mathbf{p}, r)=1-\left\|\operatorname{grad} W_{n+1}^{\epsilon}(\mathbf{p}, r)\right\|_{\mathcal{G}} \quad \forall \mathbf{p} \in \mathbb{M}_{2}, r \geq 0  \tag{50a}\\
W_{n+1}^{\epsilon}\left(\mathbf{p}, r_{n}\right)=W_{n}^{\epsilon}\left(\mathbf{p}, r_{n}\right) \quad \forall \mathbf{p} \neq \mathbf{p}_{S} \\
W_{n+1}^{\epsilon}\left(\mathbf{p}_{S}, r_{n}\right)=0
\end{array}\right.
$$

for $n=1,2, \ldots$, and for $n=0$, we have

$$
\left\{\begin{array}{l}
\partial_{r} W_{1}^{\epsilon}(\mathbf{p}, r)=1-\left\|\operatorname{grad} W_{1}^{\epsilon}(\mathbf{p}, r)\right\|_{\mathcal{G}} \quad \forall \mathbf{p} \in \mathbb{M}_{2}  \tag{51a}\\
W_{1}^{\epsilon}(\mathbf{p}, 0)=\delta_{\mathbf{p}_{S}}^{M}(\mathbf{p})
\end{array}\right.
$$

where $\delta_{\mathbf{p}_{S}}^{M}$ is the morphological delta given by

$$
\delta_{\mathbf{p}_{S}}^{M}(\mathbf{p})= \begin{cases}0 & \text { if } \mathbf{p}=\mathbf{p}_{S}  \tag{52}\\ +\infty & \text { else }\end{cases}
$$

We use the end condition of $W_{n}^{\epsilon}\left(\mathbf{p}, r_{n}\right)$ of the $n$th evolution as an initial condition $W_{n+1}^{\epsilon}\left(\mathbf{p}, r_{n}\right)$ of the $(n+1)$ th evolution. Only for $\mathbf{p}=\mathbf{p}_{S}$, we have a different initial condition, being $W_{n+1}^{\epsilon}\left(\mathbf{p}_{S}, r_{n}\right)=0$. Then, the pointwise limit $W^{\infty}(\mathbf{p})$ is defined as

$$
\begin{equation*}
W^{\infty}(\mathbf{p}):=\lim _{\epsilon \rightarrow 0}\left(\lim _{n \rightarrow \infty} W_{n+1}^{\epsilon}(\mathbf{p},(n+1) \epsilon)\right) . \tag{53}
\end{equation*}
$$

It is important that each initial value problem solution $W_{n+1}^{\epsilon}(\mathbf{p}, r)$ is the unique viscosity solution of Eq. 50. In that case, the viscosity property for the viscosity solutions of Eq. (53) carry over the viscosity solutions of Eq. (47). So, we obtain $W=W^{\infty}$ as the unique viscosity solution of Eq. (48). More information on the limit in Eq. (53) can be found in Appendix E of [6. Here, it is also explained in detail why it is necessary to have two limits. For an intuitive explanation, we turn to Figure 18 . We see that, for $\epsilon>0$, we obtain staircasing (due to a discrete rounding of the distance function). Taking the limit $\epsilon \downarrow 0$, the solution $W^{\infty}(\mathbf{p})=W(\mathbf{p})$ is obtained.

Remark 3.1. The staircasing limit depicted in Figure 18 is similar to the basic eikonal boundary value problem on $\mathbb{R}$ with solution $d(x, 0)=|x|$. On $\mathbb{R}$ the approach, described by Eq. 50), 51) and (53), provides the pointwise limit

$$
\begin{equation*}
|x|=\lim _{\epsilon \rightarrow 0} \sum_{m=0}^{\infty} r_{m+1} \mathbb{1}_{\left[r_{m}, r_{m}+\epsilon\right]}(|x|)=\lim _{\epsilon \rightarrow 0} \sum_{m=0}^{\left\lceil\frac{|x|}{\epsilon}\right\rceil} r_{m+1} \mathbb{1}_{\left[r_{m}, r_{m}+\epsilon\right]}(|x|), \tag{54}
\end{equation*}
$$

with $r_{m}=m \epsilon$ [6].
Note that Eq. 53) is a limit that is independent of the PDE discretization. When taking $\epsilon>0$, we do discretize the morphological convolution solving the PDE which explains the stairs in Figure 18 .
Definition 3.1 (Morphological convolution). The morphological convolution $\square$ of two functions $f_{1}$ and $f_{2}$ is defined by

$$
\begin{equation*}
\left(f_{1} \square f_{2}\right)(\mathbf{x})=\inf _{\mathbf{y} \in \Omega}\left\{f_{1}(\mathbf{x}-\mathbf{y})+f_{2}(\mathbf{y})\right\} . \tag{55}
\end{equation*}
$$

Remark 3.2. Note that the morphological convolution where one of the functions is the morphological delta, that we introduced in Eq. 52, for some function $f$ and some point $\mathbf{x}$ in domain $\Omega$, results in

$$
\begin{aligned}
& \left(f \square \delta_{\mathbf{0}}^{M}\right)(\mathbf{x})=\inf _{\mathbf{y} \in \Omega}\left\{f(\mathbf{x}-\mathbf{y})+\delta_{\mathbf{0}}^{M}(\mathbf{y})\right\}=f(\mathbf{x}) \\
& \left(\delta_{\mathbf{0}}^{M} \square f\right)(\mathbf{x})=\inf _{\mathbf{y} \in \Omega}\left\{\delta_{\mathbf{0}}^{M}(\mathbf{x}-\mathbf{y})+f(\mathbf{y})\right\}=f(\mathbf{x}) .
\end{aligned}
$$



Figure 18: Illustration of the pointwise limits in Eq. 533). Top: plot of $\mathbf{p} \mapsto W_{n+1}^{\epsilon}\left(\mathbf{p}, r_{n+1}\right)$ (from left to right, for $\epsilon=1, \epsilon=0.5$ and $\epsilon \downarrow 0$. Along the red axis $\{(x, 0,0) \mid x \in \mathbb{R}\}$ we have $x=d(\mathbf{p}, \mathbf{e})$. Bottom: the corresponding graph of $x \mapsto W_{n_{1}}^{\epsilon}\left((x, 0,0), r_{n+1}\right)$. As $n$ grows the staircase grows; as $\epsilon \rightarrow 0$ the size of the steps in the staircase vanishes, and we see $W^{\infty}=d(\mathbf{p}, \mathbf{e})$ in the rightmost column. Taken from 6].

Before, we move on to the actual discretization of the equation, we give an interpretation of the solution. When we solve the Eikonal equation, we calculate the distances from the seed $\mathbf{p}_{S}$ to every other point $\mathbf{p} \in S E(2)$. It is useful to interpret these distances, and their corresponding distance function $U$, in terms of wavefront propagation. The wave of a viscous fluid originates from the starting point $\mathbf{p}$ and propagates throughout the domain. This explains the viscosity solution $W$, which needs to be calculated in [Step 3]] of the introduced approach. In the Eikonal equation, function values represent the distance from the seed to reach the specific point. In the viscosity solution, these function value represents the time it takes for the wave to travel towards the specific end value. The shortest path is found by tracking back along the path which was followed by the wavefronts. [6]

Left Invariant Frame We start with the left invariant metric tensor field defined by Eq. 43). Let us recall

$$
\mathcal{G}_{\mathrm{LIF}}=\tilde{C}\left(\xi^{2} \omega^{1} \otimes \omega^{1}+\xi^{2} \zeta^{-2} \omega^{2} \otimes \omega^{2}+\omega^{3} \otimes \omega^{3}\right)
$$

where $\tilde{C}=\frac{1}{(1+\beta / C)^{2}}$ is the mobility of the metric tensor. Let us denote

$$
\begin{equation*}
\mathrm{d} W(\mathbf{p})=\left.\left(\left.\mathcal{A}_{1}\right|_{\mathbf{p}} W\right) \omega^{1}\right|_{\mathbf{p}}+\left.\left(\left.\mathcal{A}_{2}\right|_{\mathbf{p}} W\right) \omega^{2}\right|_{\mathbf{p}}+\left.\left(\left.\mathcal{A}_{3}\right|_{\mathbf{p}} W\right) \omega^{3}\right|_{\mathbf{p}} \tag{56}
\end{equation*}
$$

where $\omega^{i}(i=1,2,3)$ form the covector basis and $\left.\mathcal{A}_{i}\right|_{\mathbf{p}} W(i=1,2,3)$ are the coefficients in $\mathbb{R}$. Then, the norm becomes

$$
\begin{align*}
& \mathcal{G}_{\mathbf{p}}\left(\mathcal{G}_{\mathbf{p}}^{-1}\left(\left.\left(\left.\mathcal{A}_{1}\right|_{\mathbf{p}} W\right) \omega^{1}\right|_{\mathbf{p}}+\left.\left(\left.\mathcal{A}_{2}\right|_{\mathbf{p}} W\right) \omega^{2}\right|_{\mathbf{p}}+\left.\left(\left.\mathcal{A}_{3}\right|_{\mathbf{p}} W\right) \omega^{3}\right|_{\mathbf{p}}\right), \mathcal{G}_{\mathbf{p}}^{-1}\left(\left.\left(\left.\mathcal{A}_{1}\right|_{\mathbf{p}} W\right) \omega^{1}\right|_{\mathbf{p}}+\left.\left(\left.\mathcal{A}_{2}\right|_{\mathbf{p}} W\right) \omega^{2}\right|_{\mathbf{p}}+\left.\left(\left.\mathcal{A}_{3}\right|_{\mathbf{p}} W\right) \omega^{3}\right|_{\mathbf{p}}\right)\right) \\
& \quad=\frac{1}{\tilde{C}}\left(\frac{1}{\xi^{2}}\left(\left.\mathcal{A}_{1}\right|_{\mathbf{p}} W\right)^{2}+\frac{\zeta^{2}}{\xi^{2}}\left(\left.\mathcal{A}_{2}\right|_{\mathbf{p}} W\right)^{2}+\left(\left.\mathcal{A}_{3}\right|_{\mathbf{p}} W\right)^{2}\right), \tag{57}
\end{align*}
$$

using Eq. 21) with $a_{11}=\sqrt{\tilde{C}} \xi a_{22}=\sqrt{\tilde{C}} \xi / \zeta$ and $a_{33}=\sqrt{\tilde{C}}$.
Since we want to calculate the eikonal PDE using finite differences, we need to find the correct discretization of Eq. (57). Here, it is important to realize that $\left.\mathcal{A}_{i}\right|_{\mathbf{p}} W$ also contains derivatives (for $i=1,2,3$ ) as we have seen in Section 1.3. Eq. 25. We recall that these derivatives are given by

$$
\begin{align*}
& \mathcal{A}_{1} W(\mathbf{x}, \theta)=\cos \theta \partial_{x} W(\mathbf{x}, \theta)+\sin \theta \partial_{y} W(\mathbf{x}, \theta)=\lim _{h \downarrow 0} \frac{W\left(\mathbf{x}+h \mathbf{e}_{\phi}^{\theta}, \theta\right)-W(\mathbf{x}, \theta)}{h}  \tag{58a}\\
& \mathcal{A}_{2} W(\mathbf{x}, \theta)=-\sin \theta \partial_{x} W(\mathbf{x}, \theta)+\cos \theta \partial_{y} W(\mathbf{x}, \theta)=\lim _{h \downarrow 0} \frac{W\left(\mathbf{x}+h \mathbf{e}_{\rho}^{\theta}, \theta\right)-W(\mathbf{x}, \theta)}{h}  \tag{58~b}\\
& \mathcal{A}_{3} W(\mathbf{x}, \theta)=\partial_{\theta} W(\mathbf{x}, \theta)=\lim _{h \downarrow 0} \frac{W(\mathbf{x}, \theta+h)-W(\mathbf{x}, \theta)}{h} \tag{58c}
\end{align*}
$$

where $\mathbf{e}_{\phi}^{\theta}=(\cos \theta, \sin \theta)$ and $\mathbf{e}_{\rho}^{\theta}=(-\sin \theta, \cos \theta)$. Let there be a distance $\Delta r>0$ such that

$$
\begin{align*}
& \mathcal{A}_{1} W(\mathbf{x}, \theta) \approx \frac{W\left(\mathbf{x}+\Delta r \mathbf{e}_{\phi}^{\theta}, \theta\right)-W(\mathbf{x}, \theta)}{\Delta r} ;  \tag{59a}\\
& \mathcal{A}_{2} W(\mathbf{x}, \theta) \approx \frac{W\left(\mathbf{x}+\Delta r \mathbf{e}_{\rho}^{\theta}, \theta\right)-W(\mathbf{x}, \theta)}{\Delta r} ;  \tag{59b}\\
& \mathcal{A}_{3} W(\mathbf{x}, \theta) \approx \frac{W(\mathbf{x}, \theta+\Delta \theta)-W(\mathbf{x}, \theta)}{\Delta \theta} \tag{59c}
\end{align*}
$$

The discretization of the forward difference variant of these derivatives yields

$$
\begin{align*}
& \left(A_{1} w_{i, j, k}^{n}\right)^{f}=\left(\mathcal{A}_{1} W(i \Delta x, j \Delta y, k \Delta \theta)\right)^{f} \approx \frac{W\left(\mathbf{x}+\Delta r \mathbf{e}_{\phi}^{\theta}, \theta\right)-W(\mathbf{x}, \theta)}{\Delta r}=\frac{w_{i+\frac{\Delta r}{n} \cos (k \Delta \theta), j+\frac{\Delta r}{\Delta y} \sin (k \Delta \theta), k}-w_{i, j, k}^{n}}{\Delta r} \\
& \left(A_{2} w_{i, j, k}^{n}\right)^{f}=\left(\mathcal{A}_{2} W(i \Delta x, j \Delta y, k \Delta \theta)\right)^{f} \approx \frac{W\left(\mathbf{x}+\Delta r \mathbf{e}_{\rho}^{\theta}, \theta\right)-W(\mathbf{x}, \theta)}{\Delta r}=\frac{w_{i-\frac{\Delta r}{n x} \sin (k \Delta \theta), j+\frac{\Delta r}{\Delta y} \cos (k \Delta \theta), k}-w_{i, j, k}^{n}}{\Delta r}  \tag{60b}\\
& \left(A_{3} w_{i, j, k}^{n}\right)^{f}=\left(\mathcal{A}_{3} W(i \Delta x, j \Delta y, k \Delta \theta)\right)^{f} \approx \frac{W(\mathbf{x}, \theta+\Delta \theta)-W(\mathbf{x}, \theta)}{\Delta \theta}=\frac{w_{i, j, k+1}^{n}-w_{i, j, k}^{n}}{\Delta \theta} \tag{60c}
\end{align*}
$$

where $A_{l} w_{i, j, k}^{n}$ represents the discretization of $\mathcal{A}_{l} W(i \Delta x, j \Delta y, k \Delta \theta)$ for $l=1,2,3$, and where the superscript $f$ indicates that we are considering the forward finite differences. Note that for example $w_{i+\frac{\Delta r}{n}}^{n x} \cos (k \Delta \theta), j+\frac{\Delta r}{\Delta y} \sin (k \Delta \theta), k$ does not necessarily lie on the grid that we use for the calculations. Hence, we use interpolation to estimate those values that are not on the grid. The Lie-package that was developed for Mathematica assumes that $\Delta x=\Delta y=\Delta r=1$. That means that we consider the discretization scheme:

$$
\begin{align*}
& \left(\tilde{A}_{1} w_{i, j, k}^{n}\right)^{f}=\left(\tilde{\mathcal{A}}_{1} W(\mathbf{x}, \theta)\right)^{f} \approx\left(W\left(\mathbf{x}+\mathbf{e}_{\phi}^{\theta}, \theta\right)-W(\mathbf{x}, \theta)\right)=w_{i+\cos (k \Delta \theta), j+\sin (k \Delta \theta), k}^{n}-w_{i, j, k}^{n}  \tag{61a}\\
& \left(\tilde{A}_{2} w_{i, j, k}^{n}\right)^{f}=\left(\tilde{\mathcal{A}}_{2} W(\mathbf{x}, \theta)\right)^{f} \approx\left(W\left(\mathbf{x}+\mathbf{e}_{\rho}^{\theta}, \theta\right)-W(\mathbf{x}, \theta)\right)=w_{i-\sin (k \Delta \theta), j+\cos (k \Delta \theta), k}^{n}-w_{i, j, k}^{n}  \tag{61b}\\
& \left(\tilde{A}_{3} w_{i, j, k}^{n}\right)^{f}=\left(\tilde{\mathcal{A}}_{3} W(\mathbf{x}, \theta)\right)^{f} \approx \frac{1}{\Delta \theta}(W(\mathbf{x}, \theta+\Delta \theta)-W(\mathbf{x}, \theta))=\frac{w_{i, j, k+1}^{n}-w_{i, j, k}^{n}}{\Delta \theta} \tag{61c}
\end{align*}
$$

where $\tilde{A}_{l} w_{i, j, k}^{n}$ represents the discrete version of $\mathcal{A}_{l} W(i \Delta x, j \Delta y, k \Delta \theta)$ which was implemented in the Lie-package for $l=1,2,3$.

In the left invariant frame, the discretization of Eq. 50a, using forward differences, results in

$$
\left\{\begin{array}{l}
w_{i, j, k}^{n+1}=w_{i, j, k}^{n}-\Delta t\left(\tilde{C}^{-1 / 2} \sqrt{\xi^{-2}\left(\tilde{A}_{1} w_{i, j, k}^{n}\right)^{2}+\xi^{-2} \zeta^{2}\left(\tilde{A}_{2} w_{i, j, k}^{n}\right)^{2}+\left(\tilde{A}_{3} w_{i, j, k}^{n}\right)^{2}}-1\right) \\
w_{\mathbf{p}_{S}}=0
\end{array}\right.
$$

where $\tilde{A}_{l} w_{i, j, k}^{n}=\max \left\{-\left(\tilde{A}_{l} w_{i, j, k}^{n}\right)^{f},\left(\tilde{A}_{l} w_{i, j, k}^{n}\right)^{b}, 0\right\}$ for $l=1,2,3$, and where $w_{\mathbf{p}_{S}}$ is the discretized representation of $W\left(\mathbf{p}_{S}\right)$. Forward and backward finite differences are respectively denoted by superscripts $f$ and $b$. This system of equations can easily be solved using software like Matlab or Mathematica.

Forward Gear Left Invariant Frame When we consider the forward gear version of the left invariant frame, we need to remark that the constraint only affects $\left.\tilde{\mathcal{A}}_{1}\right|_{\mathbf{p}} W$, which should always have a positive value for $\epsilon=1$. Therefore, the discretization of Eq. 50a for the forward gear left invariant frame leaves us with
$\left\{\begin{array}{l}w_{i, j, k}^{n+1}=w_{i, j, k}^{n}-\Delta t\left(\tilde{C}^{-1 / 2} \sqrt{\xi^{-2}\left(\left(\tilde{A}_{1} w_{i, j, k}^{n}\right)_{+}\right)^{2}+\xi^{-2} \varepsilon^{2}\left(\left(\tilde{A}_{1} w_{i, j, k}^{n}\right)_{-}\right)^{2}+\xi^{-2} \zeta^{2}\left(\tilde{A}_{2} w_{i, j, k}^{n}\right)^{2}+\left(\tilde{A}_{3} w_{i, j, k}^{n}\right)^{2}}-1\right) \\ w_{\mathbf{p}_{S}}=0,\end{array}\right.$
where $\tilde{A}_{l} w_{i, j, k}^{n}$ is the discretized form of the derivatives as defined in 61) for $l=1,2,3$.
Gauge Frame Now, we move on to the gauge frame metric tensor field with was given by Eq. 45. We recall

$$
\mathcal{G}_{\mathrm{GF}}:=\tilde{C}\left(\chi^{1} \otimes \chi^{1}+\frac{1}{(1-\alpha)^{2}}\left(\chi^{2} \otimes \chi^{2}+\chi^{3} \otimes \chi^{3}\right)\right),
$$

where $\tilde{C}=\frac{1}{(1+\beta / C)^{2}}$ is the mobility of the metric tensor. Our goal is to express Eq. 50a with respect to the gauge frame.
Let us denote

$$
\begin{equation*}
\mathrm{d} W(p)=\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W\right) \chi^{1}+\left(\left.\mathcal{B}_{2}\right|_{\mathbf{p}} W\right) \chi^{2}+\left(\left.\mathcal{B}_{3}\right|_{\mathbf{p}} W\right) \chi^{3} \tag{62}
\end{equation*}
$$

where $\chi^{i}(i=1,2,3)$ form the covector basis of the gauge frame and $\left(\left.\mathcal{B}_{i}\right|_{\mathbf{p}} W\right)$ are coefficients in $\mathbb{R}$ for $i=1,2,3$. Then, the norm becomes

$$
\begin{align*}
\mathcal{G}_{\mathbf{p}} & \left(\mathcal{G}_{\mathbf{p}}^{-1}\left(\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W\right) \chi^{1}+\left(\left.\mathcal{B}_{2}\right|_{\mathbf{p}} W\right) \chi^{2}+\left(\left.\mathcal{B}_{3}\right|_{\mathbf{p}} W\right) \chi^{3}\right), \mathcal{G}_{\mathbf{p}}^{-1}\left(\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W\right) \chi^{1}+\left(\left.\mathcal{B}_{2}\right|_{\mathbf{p}} W\right) \chi^{2}+\left(\left.\mathcal{B}_{3}\right|_{\mathbf{p}} W\right) \chi^{3}\right)\right) \\
& =\tilde{C}^{-1}\left(\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W\right)^{2}+(1-\alpha)^{2}\left(\left.\mathcal{B}_{2}\right|_{\mathbf{p}} W\right)^{2}+(1-\alpha)^{2}\left(\left.\mathcal{B}_{3}\right|_{\mathbf{p}} W\right)^{2}\right), \tag{63}
\end{align*}
$$

using Eq. 21) with $a_{11}=\sqrt{\tilde{C}}$ and $a_{22}=a_{33}=\sqrt{\tilde{C}} /(1-\alpha)$.
In order to determine the discretization of Eq. 50a in the gauge frame, we need to figure out how we determine the correct expression for $\left(B_{l} w_{i, j, k}^{n}\right)^{f}$ and $\left(B_{l} w_{i, j, k}^{n}\right)^{b}$ for $l=1,2,3$ and $f$ and $b$ indicating forward and backward finite differences respectively and where $B_{l} w_{i, j, k}^{n}$ denotes the discretization of $\mathcal{B}_{l} W(i \Delta x, j \Delta y, k \Delta \theta)$ for $l=1,2,3$. We know that $\mathcal{B}_{j}$ is constructed as a weighted sum of $\mathcal{A}_{i}$ where $i, j=1,2,3$ as introduced in Section 1.4. Eq. (36) and (38). We recall that

$$
\left.\mathcal{B}_{l}\right|_{\mathbf{p}} W=\left.\sum_{m=1}^{3} c_{l}^{m} \mathcal{A}_{m}\right|_{\mathbf{p}} W
$$

where $c_{l}^{m} \in \mathbb{R}$. These constants also influence the forward and backward finite differences for the gauge frame. We recall the definition of the first order upwind scheme.

Definition 3.2 (First order upwind scheme in $\mathbb{R}$ ). We consider the ordinary differential equation

$$
\frac{\partial y}{\partial t}=a \frac{\partial y}{\partial x}, \quad a \in \mathbb{R}
$$

Defining

$$
a_{+}=\max \{a, 0\}, \quad a_{-}=\min \{a, 0\}
$$

and

$$
y_{x}^{-}=\frac{y_{i}^{n}-y_{i-1}^{n}}{\Delta x}, \quad y_{x}^{+}=\frac{y_{i+1}^{n}-y_{i}^{n}}{\Delta x}
$$

the first order upwind scheme is given by

$$
y_{i}^{n+1}=y_{i}^{n}+\Delta t\left(a_{+} y_{x}^{-}+a_{-} y_{x}^{+}\right) .
$$

The theory in Definition 3.2 translates for the left invariant derivatives and gauge derivatives to

$$
\begin{aligned}
\left(B_{l} w_{i, j, k}^{n}\right)^{f} & =\sum_{m=1}^{3}\left(\left(c_{l}^{m}\right)_{+}\left(\tilde{A}_{m} w_{i, j, k}^{n}\right)^{f}+\left(c_{l}^{m}\right)_{-}\left(\tilde{A}_{m} w_{i, j, k}^{n}\right)^{b}\right) \\
\left(B_{l} w_{i, j, k}^{n}\right)^{b} & =\sum_{m=1}^{3}\left(\left(c_{l}^{m}\right)_{-}\left(\tilde{A}_{m} w_{i, j, k}^{n}\right)^{f}+\left(c_{l}^{m}\right)_{+}\left(\tilde{A}_{m} w_{i, j, k}^{n}\right)^{b}\right)
\end{aligned}
$$

Then, the discretization of Eq. 50a becomes

$$
\left\{\begin{array}{l}
w_{i, j, k}^{n+1}=w_{i, j, k}^{n}-\Delta t\left(\tilde{C}^{-1 / 2} \sqrt{\left(B_{1} w_{i, j, k}^{n}\right)^{2}+(1-\alpha)^{2}\left(B_{2} w_{i, j, k}^{n}\right)^{2}+(1-\alpha)^{2}\left(B_{3} w_{i, j, k}^{n}\right)^{2}}-1\right) \\
w_{\mathbf{p}_{S}}=0
\end{array}\right.
$$

where $B_{l} w_{i, j, k}^{n}=\max \left\{-\left(B_{l} w_{i, j, k}^{n}\right)^{f},\left(B_{l} w_{i, j, k}^{n}\right)^{b}, 0\right\}$ for $l=1,2,3$.
Forward Gear Gauge Frame Lastly, we need to consider the forward gear gauge frame. In Eq. 46, we introduced the metric tensor field for the forward gear variant of the gauge frame. We see that the only difference compared to the symmetric gauge frame is that we are only considering the positive part and a rescaled negative part of $\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W$. Therefore, the discretization of Eq. (50a) becomes
$\left\{\begin{array}{l}w_{i, j, k}^{n+1}=w_{i, j, k}^{n}-\Delta t\left(\tilde{C}^{-1 / 2} \sqrt{\left(\left(B_{1} w_{i, j, k}^{n}\right)_{+}\right)^{2}+\varepsilon^{2}\left(\left(B_{1} w_{i, j, k}^{n}\right)_{-}\right)^{2}+(1-\alpha)^{2}\left(B_{2} w_{i, j, k}^{n}\right)^{2}+(1-\alpha)^{2}\left(B_{3} w_{i, j, k}^{n}\right)^{2}}-1\right) \\ w_{\mathbf{p}_{S}}=0,\end{array}\right.$
where $B_{l} w_{i, j, k}^{n}=\max \left\{-\left(B_{l} w_{i, j, k}^{n}\right)^{f},\left(B_{l} w_{i, j, k}^{n}\right)^{b}, 0\right\}$ for $l=1,2,3$.

### 3.2.2 (Hamiltonian) Fast Marching

An alternative method to calculate the distances from an arbitrary point $\mathbf{p}$ to a seed $\mathbf{p}_{S}$ is called fast marching. This is an efficient calculation method in which the shortest path can be found in one pass when the distance map satisfies two conditions (monotony, causality) which will be discussed later on in this chapter. Therefore, this method should be a lot faster than the earlier discussed finite differences, since it is not an iterative method; not all values are updated every time step, but just a targeted group. We use the implementation written by Jean-Marie Mirebeau [26]. However, we also need to know how this method works [27; 28]. First, we will give an overview of the different steps, the code goes through. Thereafter, we will explain the different mechanisms that are used.

The fast marching code follows a number of steps. Different theoretical aspects are used in order to calculate a geodesic. They are presented in chronological order below.

1. Call the primal metric;
2. Calculate the dual metric using Lemma 3.1
3. Use Selling's algorithm to calculate Voronoi's first reduction of quadratic forms of the dual metric. This algorithm determines which points can be reached from each seed;
4. Discretize the eikonal PDE;
5. Calculate Fast Marching Algorithm 2.

We start off with introducing some notation. Just like before, we work on a discretized space. We will be using the Cartesian grid space, denoted by $\mathbb{L}:=\mathbb{Z}^{d}$, where $d$ is the dimension of the position space. The Euclidean space is denoted by $\mathbb{E}=\mathbb{R}^{d}$. In this report, we have $d=2$. Then, the domain $\Omega \subseteq \mathbb{R}^{d}$ needs to be discretized and is denoted by

$$
\Omega_{h}:=\Omega \cap h \mathbb{L}, \quad \quad \partial \Omega_{h}=(\mathbb{E} \backslash \Omega) \cap h \mathbb{L}
$$

where $h>0$. We denote the dual vector space of $\mathbb{E}$ and $\mathbb{L}$ by $\mathbb{E}^{*}$ and $\mathbb{L}^{*}:=\left\{\hat{\mathbf{p}} \in \mathbb{E}^{*}: \forall \dot{\mathbf{p}} \in \mathbb{L},\langle\hat{\mathbf{p}}, \dot{\mathbf{p}}\rangle \in \mathbb{Z}\right\}$ respectively, where $\langle\cdot, \cdot\rangle$ denotes the duality bracket. Note that we have $\mathbb{E} \cong \mathbb{E}^{*}$ and $\mathbb{L} \cong \mathbb{L} \mathbb{L}^{*}$ since $d<\infty$.
Let us denote $S(\mathbb{E}) \subseteq L\left(\mathbb{E}, \mathbb{E}^{*}\right), S^{+}(\mathbb{E})$ and $S^{++}(\mathbb{E})$ as the space of symmetric linear maps, semi-definite symmetric linear maps and positive definite symmetric linear maps respectively. Additionally, we introduce $G L(\mathbb{E}) \subseteq L(\mathbb{E}, \mathbb{E})$ which denotes the group of invertible linear transformations, and $G L(\mathbb{L}) \subseteq G L(\mathbb{E})$ the subgroup of those which leave the Cartesian grid $\mathbb{L}$ invariant (i.e. their matrix has integer coefficients and determinant $\pm 1$ ). In the fast marching code, we need to supply the primal metric with respect to the standard frame. The function that we call transforms the primal metric to a dual metric. The python-script does this transformation using Lemma 3.1 as introduced in [17.
Lemma 3.1. Let $\mathbf{w} \in \mathbb{R}^{n}$ and let $M \in \mathbb{R}^{n \times n}$ be symmetric, positive definite, where $n=d(d+1) / 2$. Define the $\operatorname{norm} \mathcal{F}_{M, \mathbf{w}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{+}$by

$$
\mathcal{F}_{M, \mathbf{w}}(\mathbf{v})=\sqrt{(M \mathbf{v}, \mathbf{v})+(\mathbf{w}, \mathbf{v})_{-}^{2}} .
$$

Then its dual norm

$$
\mathcal{F}_{M, \mathbf{w}}^{*}(\hat{\mathbf{v}})=\sqrt{(\hat{\mathbf{v}}, \hat{M} \hat{\mathbf{v}})+(\hat{\mathbf{v}}, \hat{\mathbf{w}})_{+}^{2}},
$$

with $\hat{M}=(M+\mathbf{w} \otimes \mathbf{w})^{-1}$ and $\hat{\mathbf{w}}=\frac{M^{-1} \mathbf{w}}{\sqrt{1+\left(\mathbf{w}, M^{-1} \mathbf{w}\right)}}$.
More information on how the primal metric with respect to the standard, static frame is calculated, can be found in Appendix A.
When one want to decompose an arbitrary tensor $D \in S^{++}(\mathbb{E})$ in the form

$$
\begin{equation*}
D=\sum_{\dot{\dot{e} \in \mathbb{L} \backslash\{0\}}} \rho^{\dot{\mathbf{e}}}(D) \dot{\mathbf{e}} \otimes \dot{\mathbf{e}}, \quad \text { where } \forall \dot{\mathbf{e}} \in \mathbb{L} \backslash\{0\}, \rho^{\dot{\mathbf{e}}}(D) \geq 0, \tag{64}
\end{equation*}
$$

with finitely many nonzero coefficients $\rho^{\dot{e}}(D)$, while maximizing

$$
\sum_{\dot{\mathbf{e}} \in \mathbb{L} \backslash\{0\}} \rho^{\dot{\mathbf{e}}}(D),
$$

one can use Voronoi's first reduction of quadratic forms [27].

Theorem 1 (Voronoi). Let us define

$$
\mathcal{P}:=\left\{M \in S^{++}(\mathbb{R}) ; \forall \dot{\mathbf{e}} \in \mathbb{L} \backslash\{0\},\|\dot{\mathbf{e}}\|_{M} \geq 1\right\}, \quad \mathcal{L}(D):=\inf _{M \in \mathcal{P}} \operatorname{Tr}(M D) .
$$

The linear problem $\mathcal{L}(D)$ is feasible, for any $D \in S^{++}\left(\mathbb{E}^{*}\right)$, in the sense that the set of minimizers is non-empty and compact. In addition, the convex polytope $\mathcal{P} \subseteq S(\mathbb{E})$ has a finite number of equivalence classes of vertices under the action of $G L(\mathbb{L}) \subseteq G L(\mathbb{E})$.
In other words, the minimization problem is given by

$$
\begin{equation*}
\operatorname{minimize}\langle\langle M, D\rangle \text { subject to }\langle\langle M, \dot{\mathbf{e}} \otimes \dot{\mathbf{e}}\rangle \geq 1 \text { for all } \dot{\mathbf{e}} \in \mathbb{L} \backslash\{0\}, \tag{65}
\end{equation*}
$$

where $\langle\langle M, D\rangle:=\operatorname{Tr}(M D)$.
Since we are considering dimensions $d=2$, we can use Selling's algorithm to solve Eq. 65. This algorithm returns a superbase, of which we introduce the definition below.
Definition 3.3. [Superbase] A superbase of $\mathbb{Z}^{d}$ is a $(d+1)$-tuple $\mathbf{b}=\left(\mathbf{v}_{0}, \ldots, \mathbf{v}_{d}\right) \in\left(\mathbb{Z}^{d}\right)^{d+1}$ such that $\left|\operatorname{det}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{d}\right)\right|=1$ and $\mathbf{v}_{0}+\ldots+\mathbf{v}_{d}=\mathbf{0}$. One also defines $M_{\mathbf{b}}:=\frac{1}{2} \sum_{i=1}^{d} \mathbf{v}_{i} \mathbf{v}_{i}^{T} \in S^{++}(\mathbb{E})$. A superbase is said $M$-obtuse, where $M \in S^{++}(\mathbb{E})$, iff $\left\langle\dot{\mathbf{e}}_{i}, \dot{\mathbf{e}}_{j}\right\rangle_{M} \leq 0$ for all $0 \leq i<j \leq d$.
In Algorithm 1, we state Selling's algorithm. Since Voronoi's first reduction was feasible (Theorem 11, we know that the algorithm will end. Selling's algorithm returns a $D$-obtuse superbase (as defined in Definition 3.3). The vertex $M_{\mathbf{b}}$ which is associated with this superbase $\mathbf{b}$ is optimal, and the corresponding Karush-Kuhn-Tucker relations are given by

$$
D=-\sum_{0 \leq i<j \leq d}\left\langle\mathbf{v}_{i}, D \mathbf{v}_{j}\right\rangle \mathbf{e}_{i j} \otimes \mathbf{e}_{i j}
$$

where $\mathbf{e}_{i j}:=\mathbf{v}_{k}^{\perp}$ with $\{i, j, k\}=\{0,1,2\}$.

```
Algorithm 1: Selling's algorithm [27].
Input: matrix \(D\) and superbase \(\mathbf{b}=\left(\mathbf{v}_{0}, \ldots, \mathbf{v}_{d}\right)\)
Define \(I \subseteq\{1, \ldots, d\}\), such that \(\left\langle\mathbf{v}_{i}, D \mathbf{v}_{j}\right\rangle>0\) for all \(i<j, i, j \in I\).
while \(I \neq \varnothing\) do
    Replace the superbase \(\mathbf{b}\) by \(\mathbf{b}^{\prime}=\left(-\mathbf{v}_{i}, \mathbf{v}_{j}, \mathbf{v}_{i}-\mathbf{v}_{j}\right)\)
    Redefine \(I \subseteq\{1, \ldots, d\}\), such that \(\left\langle\mathbf{v}_{i}, D \mathbf{v}_{j}\right\rangle>0\) for all \(i<j, i, j \in I\).
Output: D-obtuse superbase, i.e. \(\left\langle\mathbf{v}_{i}, D \mathbf{v}_{j}\right\rangle \leq 0\) for all \(i \neq j\).
```

In Figure 19, one can see a visualization of the dual unit ball and different discretizations. The discretizations are the offsets associated by Voronoi's first reduction to a tensor $D$ involved in the decomposition (Eq. (64)). The points where the arrows end are considered to be having distance 1 from the center and are therefore within reach. During the Fast Marching updates, the algorithm can reach these points from its center.

We create acute stencils when we use Selling's algorithm and Voronoi's theorem.
Definition 3.4 (Acuteness). Let $\mathcal{F}$ be an asymmetric norm on $\mathbb{E}$. We say that two vectors $u, v \in \mathbb{E} \backslash\{0\}$ form an $\mathcal{F}$-acute angle if

$$
\mathcal{F}(u+\delta v) \geq \mathcal{F}(u) \quad \text { and } \quad \mathcal{F}(v+\delta u) \geq \mathcal{F}(v) \quad \text { for all } \delta \geq 0
$$

We say that a finite conforming triangulation $\mathcal{T}$ is $\mathcal{F}$-acute if

1. The union of triangles $T \in \mathcal{T}$ is a neighborhood of the origin.
2. The vertices of each $T \in \mathcal{T}$ lie on $\mathbb{L}$, one of them is the origin 0 and $T$ has area $1 / 2$.
3. The non-zero vertices of each triangle $T \in \mathcal{T}$ form an $\mathcal{F}$-acute angle.

When a stencil is acute, it is also causal.
Proposition 3.1 (Causality Property). Let $\mathcal{F}$ be an asymmetric norm on $\mathbb{E}$, let $u, v \in \mathbb{E}$ be linearly independent, and let $d_{u}, d_{v} \in \mathbb{R}$. Assume that $u$ and $v$ form an $\mathcal{F}$-acute angle. Define

$$
d_{w}:=\min _{t \in[0,1]} t d_{u}+(1-t) d_{v}+\mathcal{F}(t u+(1-t) v),
$$

and assume that this minimum is not attained for $t \in\{0,1\}$. Then $d_{u}<d_{w}$ and $d_{v}<d_{w}$.


Figure 19: Dual unit ball $\left\{\dot{\mathbf{p}} ;\|\dot{\mathbf{p}}\|_{D^{-1}} \| \leq 1\right\}$, and offsets associated by Voronoi's first reduction to a tensor $D$, involved in the decomposition in $d=2$. Taken from [28].

This proposition is proved in [29. When this causality property is satisfied and the resulting map is monotone, the tracking can be solved in one pass.

An alternative definition of a causal map is given in Definition 3.5. We will use this definition to illustrate why the our stencil is causal and provide more information on the updating process of fast marching.
Definition 3.5 (Monotony, causality). A numerical scheme on a finite set $Z$ is a map $H: Z \times \mathbb{R} \times \mathbb{R}^{Z} \rightarrow \mathbb{R}$. It is said

- Monotone iff $H$ is non-decreasing w.r.t. the second and (each of the) third variables.
- Causal iff $H$ only depends on the positive part of the third variable(s).

One denotes for any $U: Z \rightarrow \mathbb{R}$ and any $\mathbf{p} \in Z$

$$
\tilde{H} U(\mathbf{p}):=H\left(\mathbf{p}, U(\mathbf{p}),(U(\mathbf{p})-U(\mathbf{q}))_{\mathbf{q} \in \mathbb{Z}}\right)
$$

In our case, we have $\tilde{H} U(\mathbf{p}):=U(\mathbf{p})$ and $Z=\mathbb{M}_{2}$. Both properties automatically follow from inserting the upwind finite differences in the dual which is of the form

$$
\mathcal{F}^{*}(\mathbf{p}, \hat{\mathbf{p}})^{2} \approx \max _{1 \leq k \leq K}\left(\sum_{1 \leq i \leq I} \alpha_{i k}\left\langle\hat{\mathbf{p}}, \dot{\mathbf{e}}_{i k}\right\rangle_{+}^{2}+\sum_{1 \leq j \leq J} \beta_{j k}\left\langle\hat{\mathbf{p}}, \dot{\mathbf{f}}_{j k}\right\rangle^{2}\right)
$$

where $\mathbf{p} \in \Omega$ and co-vector $\hat{\mathbf{p}} \in \mathbb{E}^{*}$. The integers $I, J, K$ are meta-parameters which are fixed for each class of metric, in contrast to $\alpha_{i k}, \beta_{j k} \geq 0$ and the offsets $\dot{\mathbf{e}}_{i k}, \dot{\mathbf{f}}_{j k} \in \mathbb{Z}^{d}$ implicitly depend on the current point $\mathbf{p} \in X$, and where $1 \leq i \leq I, 1 \leq j \leq J$ and $1 \leq k \leq K$ [28].

For simplification, we assume $K=1$. The sets $I$ and $J$ remain arbitary. Then, we have

$$
\mathcal{F}^{*}(\mathbf{p}, \hat{\mathbf{p}})^{2} \approx \sum_{1 \leq i \leq I} \alpha_{i}(\mathbf{p})\left\langle\hat{\mathbf{p}}, \dot{\mathbf{e}}_{i}\right\rangle_{+}^{2}+\sum_{1 \leq j \leq J} \beta_{j}(\mathbf{p})\left\langle\hat{\mathbf{p}}, \dot{\mathbf{e}}_{j}\right\rangle^{2} .
$$

The weights $\alpha_{i}=\alpha_{i}(\mathbf{p}) \geq 0, \beta_{j}=\beta(\mathbf{p}) \geq 0$ and offsets $\dot{\mathbf{e}}_{i}=\dot{\mathbf{e}}_{i}(\mathbf{p}) \in \mathbb{Z}^{d}$ both depend on the point $\mathbf{p} \in X$ in which they are evaluated. The discretization scheme is given by
$\left(\mathscr{F}_{h} U(\mathbf{p})\right)^{2}:=h^{-2} \sum_{1 \leq i \leq I} \alpha_{i}(\mathbf{p}) \max \left\{0, U(\mathbf{p})-U\left(\mathbf{p}-h \dot{\mathbf{e}}_{i}\right\}^{2}+\sum_{1 \leq j \leq J} \beta_{j}(\mathbf{p}) \max \left\{0, U(\mathbf{p})-U\left(\mathbf{p}-h \dot{\mathbf{e}}_{i}, U(\mathbf{p})-U(\mathbf{p}+h \dot{\mathbf{e}})\right\}^{2}\right.\right.$,
where $\mathscr{F}_{h} U-1=0$ should be satisfied. Without loss of generality, we can reduce this system to

$$
\left(\mathscr{F}_{h} U(\mathbf{p})\right)^{2}:=h^{-2} \sum_{1 \leq i \leq I} \tilde{\alpha}_{i}(\mathbf{p}) \max \left\{0, U(\mathbf{p})-U\left(\mathbf{q}_{i}\right\}^{2},\right.
$$

where $\mathbf{q}_{i}:=\mathbf{p}-h \dot{\mathbf{e}}_{i}(\mathbf{p})$ are the points which can be reached from point $\mathbf{p}$ and which are accepted. In addition to that, $\tilde{\alpha}_{i}=\tilde{\alpha}_{i}(\mathbf{p})$ is a linear combination of $\alpha_{i}$ and $\beta_{j}$, depending on the values of $U(\mathbf{p})$ and $U\left(\mathbf{q}_{i}\right)$. When calculating the fast marching algorithm (Algorithm 22 , it is important to know how the value of $U(\mathbf{p})$ is updated.

In the fast marching algorithm, we divide the points in three categories: Far, Trial and Accepted. During an update, we only consider the set of "trial" points. After one of these points moves to the "accepted" set, one redefines the set of "trial" points with points from the far set, which have become within reach of the accepted points. Once a point $\mathbf{p}$ is tagged as "accepted", its function value $U(\mathbf{p})$ becomes frozen as well. When all the points have moved to the "accepted" category, a geodesic can be easily calculated. The exact algorithm can be found in Algorithm 2

```
Algorithm 2: Fast Marching [28].
Pre-computed stencils \((V[\mathbf{p}])_{p \in X \cup \partial X}\), where \(V[\mathbf{q}]:=\{\mathbf{p} \in X ; \mathbf{q} \in \mathcal{V}(\mathbf{p})\}\), with
    \(\mathcal{V}(\mathbf{p}):=\left\{\mathbf{q}=\mathbf{p}-h \dot{\mathbf{e}}_{i}(\mathbf{p}) ; 1 \leq i \leq I, \mathbf{q}\right.\) is visible from \(\left.\mathbf{p}\right\} \cap(X \cup \partial X)\).
Tag points of \(\partial X\) as Trial, and other points as Far.
Initialize \(U: X \cup \partial X \rightarrow(-\infty, \infty]\) to the value \(+\infty\) on \(X\) and the boundary condition on \(\partial X\).
while there remain Trial points do
    Find a Trial point \(\mathbf{q}\) minimizing \(U\).
    Tag \(\mathbf{q}\) as Accepted, and call Post-process( \(\mathbf{q}\) ).
    for each neighbor \(\mathbf{p} \in V[\mathbf{q}]\), either Far or Trial do
        if \(\mathbf{p}\) is Far then
        tag it as Trial, and call Pre-process (p).
    Update \(U(\mathbf{p})\), taking into account the value \(U(\mathbf{q})\) of the last Accepted point.
```

Now, we take a closer look at the updating process of the values $U(\mathbf{p})$. Let us consider a point $\mathbf{p} \in X$ that is tagged as Trial, and which has value $U(\mathbf{p})$. This point $\mathbf{p}$ needs to be updated w.r.t. the surrounding Accepted points. Then, the value of $U(\mathbf{p})$ needs to be replaced with the largest solution $\lambda \in \mathbb{R}$ to the following quadratic equation:

$$
\begin{equation*}
h^{-2} \sum_{1 \leq i \leq I} \tilde{\alpha}_{i}(\mathbf{p}) \max \left\{0,\left(\lambda-U\left(\mathbf{q}_{i}\right)\right)\right\}^{2}=1 . \tag{66}
\end{equation*}
$$

First, we note that we only consider the function values at locations $\mathbf{q}_{i}$, where $\mathbf{q}_{i} \in \mathcal{V}(\mathbf{p})$, so within reach of the point $\mathbf{p}$. In addition to that, we use that we have $\lambda \geq U\left(\mathbf{q}_{i}\right)$ for $\mathbf{q}_{i}$ Accepted (due to the monotonicity property of $U$ ). Therefore, we can rewrite Eq. (66) to

$$
\begin{equation*}
h^{-2} \sum_{i \in \Upsilon} \tilde{\alpha}_{i}(\mathbf{p})\left(\lambda-U\left(\mathbf{q}_{i}\right)\right)^{2}=1, \quad \text { where } \Upsilon:=\left\{1 \leq i \leq I ; \mathbf{q}_{i} \in \mathcal{V}(\mathbf{p}), \mathbf{q}_{i} \text { is Accepted }\right\} \tag{67}
\end{equation*}
$$

The neighbor points $\mathbf{q}_{i}$ where $i \in \Upsilon$ are the points that are tagged as Accepted and which can be reached from point $\mathbf{p}$ and are within the domain $X \cup \partial X$. Eq. (67) always has two real roots. This holds because of the ordering, causality and monotony of the stencils and is a consequence of the construction of the fast marching algorithm [28].

When calculating the fast marching algorithm, the smallest root of Eq. 67) is a numerical artifact and therefore not important when determining $U(\mathbf{p})$. However, the largest root denoted by $\lambda^{*}$ satisfies by construction $\lambda^{*} \geq U\left(\mathbf{q}_{i}\right)$ for all $i \in \Upsilon$, and defines the updated value of $U(\mathbf{p})$. Note that

$$
\begin{equation*}
\lambda^{*}=\frac{\sum_{i \in \Upsilon} \tilde{\alpha}_{i}(\mathbf{p}) U\left(\mathbf{q}_{i}\right)+\sqrt{\left(\sum_{k \in \Upsilon} \tilde{\alpha}_{k}(\mathbf{p}) U\left(\mathbf{q}_{k}\right)\right)^{2}-\left(\sum_{l \in \Upsilon} \tilde{\alpha}_{l}(\mathbf{p})\right)\left(\sum_{m \in \Upsilon} \tilde{\alpha}_{m}(\mathbf{p}) U\left(\mathbf{q}_{m}\right)^{2}-1\right)}}{\sum_{j \in \Upsilon} \tilde{\alpha}_{j}(\mathbf{p})} \tag{68}
\end{equation*}
$$

The updating process of value $U(\mathbf{p})$ is also described in Algorithm 3

```
Algorithm 3: Update of \(U(\mathbf{p})\) in CPU algorithm [28].
Input: \(U, \mathbf{p}\)
Define:
Set \(\Upsilon:=\left\{1 \leq i \leq I ; \mathbf{q}_{i} \in \mathcal{V}(\mathbf{p}), \mathbf{q}_{i}\right.\) Accepted \(\}\).
Variables \(a=\sum_{i \in \Upsilon} \tilde{\alpha}_{i}(\mathbf{p}), b=\sum_{i \in \Upsilon} \tilde{\alpha}_{i}(\mathbf{p}) U\left(\mathbf{q}_{i}\right), c=\sum_{i \in \Upsilon} \tilde{\alpha}_{i}(\mathbf{p}) U\left(\mathbf{q}_{i}\right)^{2}-1\).
Calculate \(\lambda^{*}=\frac{b+\sqrt{b^{2}-a c}}{a}\).
Output: \(U^{\text {new }}(\mathbf{p})=\lambda^{*}\)
```

Above, we described the CPU-implementation of Fast Marching. This is used when the discretization problem is monotone and causal. However, when this is not the case, the GPU-implementation can be used. In that case, Eq. 66) cannot be simplified to (67) since we do not know on beforehand which points are in the set of
accepted points and consequently, we update the values simultaneously. Therefore, the updating works a little bit differently. We consider all values in the surroundings of a point p. First, we sort all surrounding values $U\left(\mathbf{q}_{i}\right)$, and denote the ordered neighbor points by $u_{i_{1}}, \ldots, u_{i_{I}}$. Then, we calculate the value of the point $\mathbf{p}$, represented by $\lambda:=U(\mathbf{p})$ for the scenarios in which points $u_{i_{1}}$ up to $u_{i_{r}}$ are included (where $1 \leq r \leq I$ ), denoted by $\lambda_{r}$. We accept the value $\lambda_{r-1}$ for $U(\mathbf{p})$ when $\lambda_{r-1} \leq u_{i_{r}}$. This is also described in Algorithm 4 .

```
Algorithm 4: Update of \(U(\mathbf{p})\) in GPU algorithm 30.
Variables \(a_{0}=0, b_{0}=0, c_{0}=-h^{2}, \lambda=\infty\).
Sort the indices, so that \(u_{i_{1}} \leq \ldots \leq u_{i_{I}}\).
for \(r\) from 1 to \(I\) : do
    if \(\lambda \leq u_{i_{r}}\) then
        \(L\) break.
    \(a_{r}=a_{r-1}+\alpha_{i_{r}} ; b_{r}=b_{r-1}+\alpha_{i_{r}} u_{i_{r}} ; c_{r}=c_{r-1}+\alpha_{i_{r}} u_{i_{r}}^{2}\)
    \(\lambda=\frac{b_{r}+\sqrt{b_{r}^{2}-a_{r} c_{r}}}{a_{r}}\)
Return \(\lambda\)
```


### 3.3 Backtracking from Tip to Seed

Once we have found the distances from (all possible) tips to the seed, we need to determine the shortest curve (geodesic).We know that the distances are defined (and calculated) in such a way that the distance from the seed to the seed itself is 0 . The further you move away from the location and orientation of the seed, the larger the distance to the seed gets. Do note that this distance is not (necessarily) the Euclidean distance. We use steepest descent to determine the shortest path from a given tip to the seed. First, we recall how the steepest descent algorithm is defined.
Definition 3.6 (Directional Derivative). Let $\mathbf{p} \in \mathbb{M}_{2}$ and $\dot{\mathbf{p}} \in T_{\mathbf{p}} \mathbb{M}_{2}$. If $(\dot{\mathbf{p}}, \dot{\mathbf{p}})_{\mathcal{G}}=1$, then the directional derivative $D_{\dot{\mathbf{p}}} f(\mathbf{p})$ is given by

$$
D_{\dot{\mathbf{p}}} f(\mathbf{p})=(\nabla f(\mathbf{p}), \dot{\mathbf{p}})_{\mathcal{G}}
$$

Lemma 3.2 (Direction of Steepest Descent). The directional derivative $D_{\dot{\mathbf{p}}} f(\mathbf{p})=(\nabla f(\mathbf{p}), \dot{\mathbf{p}})_{\mathcal{G}}$ where $\|\dot{\mathbf{p}}\|_{\mathcal{G}}=1$ is minimal for $\mathbf{X}_{\mathbf{p}}[f]=-\frac{\nabla f(\mathbf{x})}{\|\nabla f(\mathbf{x})\|_{\mathfrak{G}}}$. Therefore,

$$
\mathbf{X}_{\mathbf{p}}[f]=-\frac{\nabla f(\mathbf{x})}{\|\nabla f(\mathbf{x})\|_{\mathcal{G}}} \in T_{\mathbf{p}}(M)
$$

is also known as the direction of steepest descent.
Proof. By definition 3.6, we can write the directional derivative as

$$
D_{\dot{\mathbf{p}}} f(\mathbf{p})=(\nabla f(\mathbf{p}), \dot{\mathbf{p}})_{\mathcal{G}} .
$$

One of the properties of the inner product is that it is maximal when both vectors point into the same direction $(\dot{\mathbf{p}}=\nabla f(\mathbf{p}) /\|\nabla f(\mathbf{p})\|)$. The inner product is minimal when both vectors point in opposite directions. Since we have $\|\dot{\mathbf{p}}\|_{\mathcal{G}}=1$, we know that the inner product is minimal for

$$
\mathbf{X}_{\mathbf{p}}[f]=-\frac{\nabla f(\mathbf{p})}{\|\nabla f(\mathbf{p})\|_{\mathcal{G}}}
$$

Theorem 2 (Steepest Descent Algorithm). Let a point $\mathbf{p}^{(0)}$ be given. The steepest descent algorithm is an iterative method in which all points $\mathbf{p}^{(k)}$ are defined by

$$
\begin{equation*}
\mathbf{p}^{(k+1)}=\mathbf{p}^{(k)}-t_{k} \frac{\nabla f\left(\mathbf{p}^{(k)}\right)}{\left\|\nabla f\left(\mathbf{p}^{(k)}\right)\right\|_{\mathcal{G}}} \tag{69}
\end{equation*}
$$

where $k$ denotes the iteration, and $t_{k}$ denotes the step size.
Next, we have to take a look at how we implement the steepest descent algorithm correctly for the different frames that we use to calculate the shortest curves. First, we take a look at a general example to get a feeling of how the the implementation of steepest descent should be implemented on different frames.

Example 3.1. Let us consider the function

$$
f(x, y, z)=\frac{1}{2}\left(a x^{2}+b y^{2}+c z^{2}\right) .
$$

Calculating the direction of steepest descent w.r.t. the canonical frame, we find

$$
\mathbf{X}_{\mathbf{p}}[f]=-\frac{\nabla f(x, y, z)}{\|\nabla f(x, y, z)\|}=-\frac{a x \nabla x+b y \nabla y+\nabla z}{\|\nabla f(x, y, z)\|}, \text { where } \nabla x=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right), \nabla y=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right) \text { and } \nabla z=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)
$$

When we want to calculate the steepest descent direction with respect to a different frame than the frame in which $f$ is expressed, let's say $(\tilde{x}, \tilde{y}, \tilde{z})$. This influences the direction of steepest descent, and it is given by

$$
\mathbf{X}_{\mathbf{p}}[f]=-\frac{a x \tilde{\nabla} x+b y \tilde{\nabla} y+c z \tilde{\nabla} z}{\|\nabla f(x, y, z)\|}, \text { where } \tilde{\nabla} x=\left(\begin{array}{c}
\partial_{\tilde{x}} x \\
\partial_{\tilde{y}} x \\
\partial_{\tilde{z}} x
\end{array}\right) \text {. }
$$

### 3.3.1 Left Invariant Frame

First, we take a closer look at the steepest descent for the left invariant frame. Our goal is to determine an expression which represents the direction of steepest descent such that we can use the steepest descent method to estimate the geodesic (or shortest curve) from a given tip to the seed. We have the left invariant frame, given by $\left\{\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}\right\}$ and the standard canonical frame defined by $\left\{\partial_{x}, \partial_{y}, \partial_{\theta}\right\}$. As discussed in Section 1.3, the left invariant frame can be described by

$$
\left(\begin{array}{l}
\mathcal{A}_{1} W(\mathbf{p}) \\
\mathcal{A}_{2} W(\mathbf{p}) \\
\mathcal{A}_{3} W(\mathbf{p})
\end{array}\right)=\left(\begin{array}{ccc}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\partial_{x} W(\mathbf{p}) \\
\partial_{y} W(\mathbf{p}) \\
\partial_{\theta} W(\mathbf{p})
\end{array}\right)
$$

Considering the left invariant tensor field given in Eq. 43), we find the direction of steepest descent to be

$$
\mathbf{X}_{\mathbf{p}}[W]=-\left(1+\beta /\left.C\right|_{\mathbf{p}}\right)^{2}\left(\left.\xi^{-2} \mathcal{A}_{1}\right|_{(x, y, \theta)} W\left(\begin{array}{c}
\cos \theta  \tag{70}\\
\sin \theta \\
0
\end{array}\right)+\left.\zeta^{2} \xi^{-2} \mathcal{A}_{2}\right|_{(x, y, \theta)} W\left(\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right)+\left.\mathcal{A}_{3}\right|_{(x, y, \theta)} W\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)\right)
$$

Taking Eq. (70) and implementing it in the steepest descent algorithm given in Eq. (69), we find

$$
\left(\begin{array}{l}
x^{(k+1)} \\
y^{(k+1)} \\
\theta^{(k+1)}
\end{array}\right)=\left(\begin{array}{l}
x^{(k)} \\
y^{(k)} \\
\theta^{(k)}
\end{array}\right)+\tilde{t}_{k}\left(1+\beta /\left.C\right|_{\mathbf{p}^{(k)}}\right)^{2}\left(\begin{array}{cc}
\xi^{-2} \cos \theta^{(k)} & \left.\mathcal{A}_{1}\right|_{\mathbf{p}^{(k)}} W-\zeta^{2} \xi^{-2} \sin \theta^{(k)} \\
\left.\mathcal{A}_{2}\right|_{\mathbf{p}^{(k)}} W \\
\xi^{-2} \sin \theta^{(k)} & \left.\mathcal{A}_{1}\right|_{\mathbf{p}^{(k)}} W+\zeta^{2} \xi^{-2} \cos \theta^{(k)} \\
\left.\mathcal{A}_{2}\right|_{\mathbf{p}^{(k)}} W \\
\left.\mathcal{A}_{3}\right|_{\mathbf{p}^{(k)}} W
\end{array}\right)
$$

where $\tilde{t}_{k}=\frac{t_{k}}{\left\|\mathbf{X}_{\mathbf{p}^{(k)}[W]}\right\|_{\mathcal{G}}}$.
Forward Gear We also need to consider the effect of the forward gear to the backtracking such as in the metric tensor field introduced in Eq. (44). In our models, that means that we only consider the positive part of the dual of $\omega^{1} \otimes \omega^{1}$. We denote this by $\left(\left.\mathcal{A}_{1}\right|_{\mathbf{p}} W\right)_{+}=\max \left\{0,\left.\mathcal{A}_{1}\right|_{\mathbf{p}} W\right\}$. We know that taking the derivative of $\left(\frac{1}{2} x\right)_{+}^{2}$ leaves us with $(x)_{+}$. Therefore, we find the steepest descent algorithm to be
$\left(\begin{array}{l}x^{(k+1)} \\ y^{(k+1)} \\ \theta^{(k+1)}\end{array}\right)=\left(\begin{array}{l}x^{(k)} \\ y^{(k)} \\ \theta^{(k)}\end{array}\right)+\tilde{t}_{k}\left(1+\beta /\left.C\right|_{\mathbf{p}^{(k)}}\right)^{2}\left(\begin{array}{c}\xi^{-2} \cos \theta^{(k)}\left(\left.\mathcal{A}_{1}\right|_{\mathbf{p}^{(k)}} W\right)_{+}+\varepsilon^{2} \xi^{-2} \cos \theta^{(k)}\left(\left.\mathcal{A}_{1}\right|_{\mathbf{p}^{(k)}} W\right)_{--}-\left.\zeta^{2} \xi^{-2} \sin \theta^{(k)} \mathcal{A}_{2}\right|_{\mathbf{p}^{(k)}} W \\ \xi^{-2} \sin \theta^{(k)}\left(\left.\mathcal{A}_{1}\right|_{\mathbf{p}^{(k)}} W\right)_{+}^{+}+\varepsilon^{2} \xi^{-2} \sin \theta^{(k)}\left(\left.\mathcal{A}_{1}\right|_{\mathbf{p}^{(k)}} W\right)_{-}+\left.\zeta^{2} \xi^{-2} \cos \theta^{(k)} \mathcal{A}_{2}\right|_{\mathbf{p}^{(k)}} W \\ \left.\mathcal{A}_{3}\right|_{\mathbf{p}^{(k)}} W\end{array}\right)$,
where $\tilde{t}_{k}=\frac{t_{k}}{\left\|\mathbf{X}_{\mathbf{p}(k)}^{+}[W]\right\|_{\mathcal{G}}}$ and

$$
\begin{gathered}
\mathbf{X}_{\mathbf{p}}^{+}[W]=-\left(1+\beta /\left.C\right|_{\mathbf{p}}\right)^{2}\left(\xi^{-2}\left(\left.\mathcal{A}_{1}\right|_{(x, y, \theta)} W\right)_{+}\left(\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right)+\varepsilon^{2} \xi^{-2}\left(\left.\mathcal{A}_{1}\right|_{(x, y, \theta)} W\right)_{-}\left(\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right)\right. \\
\left.+\left.\zeta^{2} \xi^{-2} \mathcal{A}_{2}\right|_{(x, y, \theta)} W\left(\begin{array}{c}
\sin \theta \\
\cos \theta \\
0
\end{array}\right)+\left.\mathcal{A}_{3}\right|_{(x, y, \theta)} W\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)\right) .
\end{gathered}
$$

### 3.3.2 Gauge Frame

Next, we investigate the backtracking in the gauge frame. Here, we have the gauge frame given by $\left\{\mathcal{B}_{1}, \mathcal{B}_{2}, \mathcal{B}_{3}\right\}$ as introduced in Section 1.4. We showed that we can denote the Gauge frame using the left invariant frame;

$$
\left(\begin{array}{l}
\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W \\
\left.\mathcal{B}_{2}\right|_{\mathbf{p}} W \\
\left.\mathcal{B}_{3}\right|_{\mathbf{p}} W
\end{array}\right)=\left(\begin{array}{ccc}
c_{1}^{1} & c_{1}^{2} & c_{1}^{3} \\
c_{2}^{1} & c_{2}^{2} & c_{2}^{3} \\
c_{3}^{1} & c_{3}^{2} & c_{3}^{3}
\end{array}\right)\left(\begin{array}{l}
\left.\mathcal{A}_{1}\right|_{\mathbf{p}} W \\
\left.\mathcal{A}_{2}\right|_{\mathbf{p}} W \\
\left.\mathcal{A}_{3}\right|_{\mathbf{p}} W
\end{array}\right) .
$$

When we calculate the steepest descent direction w.r.t. the canonical frame for Eq. (45), we find (using the chain rule)

$$
\begin{align*}
\mathbf{X}_{\mathbf{p}}[W]= & -\left(1+\beta /\left.C\right|_{\mathbf{p}}\right)^{2}\left(\left(\left.c_{1}^{1} \mathcal{B}_{1}\right|_{\mathbf{p}} W+(1-\alpha)^{2}\left(\left.c_{2}^{1} \mathcal{B}_{2}\right|_{\mathbf{p}} W+\left.c_{3}^{1} \mathcal{B}_{3}\right|_{\mathbf{p}} W\right)\right)\left(\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right)\right. \\
& +\left(\left.c_{1}^{2} \mathcal{B}_{1}\right|_{\mathbf{p}} W+(1-\alpha)^{2}\left(\left.c_{2}^{2} \mathcal{B}_{2}\right|_{\mathbf{p}} W+\left.c_{3}^{2} \mathcal{B}_{3}\right|_{\mathbf{p}} W\right)\right)\left(\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right) \\
& \left.+\left(\left.c_{1}^{3} \mathcal{B}_{1}\right|_{\mathbf{p}} W+(1-\alpha)^{2}\left(\left.c_{2}^{3} \mathcal{B}_{2}\right|_{\mathbf{p}} W+\left.c_{3}^{3} \mathcal{B}_{3}\right|_{\mathbf{p}} W\right)\right)\left(\begin{array}{c}
0 \\
0 \\
1
\end{array}\right)\right) . \tag{71}
\end{align*}
$$

Implementing Eq. (71) into the steepest descent algorithm given in Eq. 69) gives

$$
\begin{aligned}
\left(\begin{array}{l}
x^{(k+1)} \\
y^{(k+1)} \\
\theta^{(k+1)}
\end{array}\right)= & \left(\begin{array}{c}
x^{(k)} \\
y^{(k)} \\
\theta^{(k)}
\end{array}\right)+\tilde{t}_{k}\left(1+\beta /\left.C\right|_{\mathbf{p}^{(k)}}\right)^{2}\left(\left.c_{1}^{1} \mathcal{B}_{1}\right|_{\mathbf{p}^{(k)}} W+(1-\alpha)^{2}\left(\left.c_{2}^{1} \mathcal{B}_{2}\right|_{\mathbf{p}^{(k)}} W+\left.c_{3}^{1} \mathcal{B}_{3}\right|_{\mathbf{p}^{(k)}} W\right)\right)\left(\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right) \\
& +\tilde{t}_{k}\left(1+\beta /\left.C\right|_{\mathbf{p}^{(k)}}\right)^{2}\left(\left.c_{1}^{2} \mathcal{B}_{1}\right|_{\mathbf{p}^{(k)}} W+(1-\alpha)^{2}\left(\left.c_{2}^{2} \mathcal{B}_{2}\right|_{\mathbf{p}^{(k)}} W+\left.c_{3}^{2} \mathcal{B}_{3}\right|_{\mathbf{p}^{(k)}} W\right)\right)\left(\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right) \\
& +\tilde{t}_{k}\left(1+\beta /\left.C\right|_{\mathbf{p}^{(k)}}\right)^{2}\left(\left.c_{1}^{3} \mathcal{B}_{1}\right|_{\mathbf{p}^{(k)}} W+(1-\alpha)^{2}\left(\left.c_{2}^{3} \mathcal{B}_{2}\right|_{\mathbf{p}^{(k)}} W+\left.c_{3}^{3} \mathcal{B}_{3}\right|_{\mathbf{p}^{(k)}} W\right)\right)\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)
\end{aligned}
$$

where $\tilde{t}_{k}=\frac{t_{k}}{\left\|\mathbf{X}_{\mathbf{p}}(k)[W]\right\| \mathcal{G}}$.
Forward Gear We also need to check what effect the "forward gear" has on the gauge frame. We will use the forward gear gauge frame metric tensor field given in Eq. 446). Here, there is a constraint on $\left.\mathcal{B}_{1}\right|_{\mathbf{p}^{(k)}} W$, of which we consider a rescaled negative part. The effects on the steepest descent algorithm are similar to the effect of forward gear on the left invariant frame. Hence, we find the algorithm to be

$$
\begin{aligned}
\left(\begin{array}{c}
x^{(k+1)} \\
y^{(k+1)} \\
\theta^{(k+1)}
\end{array}\right)= & \left(\begin{array}{c}
x^{(k)} \\
y^{(k)} \\
\theta^{(k)}
\end{array}\right)+\tilde{t}_{k}\left(1+\beta /\left.C\right|_{\mathbf{p}^{(k)}}\right)^{2}\left(c_{1}^{1}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}^{(k)}} W\right)_{+}+c_{1}^{1} \varepsilon^{2}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}^{(k)}} W\right)_{-}+(1-\alpha)^{2}\left(\left.\varepsilon^{2} c_{2}^{1} \mathcal{B}_{2}\right|_{\mathbf{p}^{(k)}} W+\left.c_{3}^{1} \mathcal{B}_{3}\right|_{\mathbf{p}^{(k)}} W\right)\right)\left(\begin{array}{c}
\cos \theta^{(k)} \\
\sin \theta^{(k)} \\
0
\end{array}\right) \\
& +\tilde{t}_{k}\left(1+\beta /\left.C\right|_{\mathbf{p}^{(k)}}\right)^{2}\left(c_{1}^{2}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}^{(k)}} W\right)_{+}+c_{1}^{2} \varepsilon^{2}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}^{(k)}} W\right)_{-}+(1-\alpha)^{2}\left(\left.\varepsilon^{2} c_{2}^{2} \mathcal{B}_{2}\right|_{\mathbf{p}^{(k)}} W+\left.c_{3}^{2} \mathcal{B}_{3}\right|_{\mathbf{p}^{(k)}} W\right)\right)\left(\begin{array}{c}
-\sin \theta^{(k)} \\
\cos \theta^{(k)} \\
0
\end{array}\right) \\
& +\tilde{t}_{k}\left(1+\beta /\left.C\right|_{\mathbf{p}^{(k)}}\right)^{2}\left(c_{1}^{3}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}^{(k)}} W\right)_{+}+c_{1}^{3} \varepsilon^{2}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}^{(k)}} W\right)_{-}+(1-\alpha)^{2}\left(\left.\varepsilon^{2} c_{2}^{3} \mathcal{B}_{2}\right|_{\mathbf{p}^{(k)}} W+\left.c_{3}^{3} \mathcal{B}_{3}\right|_{\mathbf{p}^{(k)}} W\right)\right)\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right),
\end{aligned}
$$

where $\tilde{t}_{k}=\frac{t_{k}}{\left\|\mathbf{X}_{\mathbf{p}^{+}(k)}[W]\right\| \mathcal{G}}$ and

$$
\begin{aligned}
\mathbf{X}_{\mathbf{p}}^{+}[W]= & -\left(1+\beta /\left.C\right|_{\mathbf{p}}\right)^{2}\left(\left(c_{1}^{1}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W\right)_{+}+c_{1}^{1} \varepsilon^{2}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W\right)_{-}+(1-\alpha)^{2}\left(\left.\varepsilon^{2} c_{2}^{1} \mathcal{B}_{2}\right|_{\mathbf{p}} W+\left.c_{3}^{1} \mathcal{B}_{3}\right|_{\mathbf{p}} W\right)\right)\left(\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right)\right. \\
& +\left(c_{1}^{2}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W\right)_{+}+c_{1}^{2} \varepsilon^{2}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W\right)_{-}+(1-\alpha)^{2}\left(\left.\varepsilon^{2} c_{2}^{2} \mathcal{B}_{2}\right|_{\mathbf{p}} W+\left.c_{3}^{2} \mathcal{B}_{3}\right|_{\mathbf{p}} W\right)\right)\left(\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right) \\
& \left.+\left(c_{1}^{3}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W\right)_{+}+c_{1}^{3} \varepsilon^{2}\left(\left.\mathcal{B}_{1}\right|_{\mathbf{p}} W\right)_{-}+(1-\alpha)^{2}\left(\left.\varepsilon^{2} c_{2}^{3} \mathcal{B}_{2}\right|_{\mathbf{p}} W+\left.c_{3}^{3} \mathcal{B}_{3}\right|_{\mathbf{p}} W\right)\right)\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)\right)
\end{aligned}
$$

### 3.4 Comparison of Results to Exact Solution

In order to make sure that our calculated results correspond with the exact solution, we have compared them for both the finite difference method and fast marching. If we know the exact solution to the differential problem that we are considering, we can compare for which scaling of variables both solutions are the most alike in shape, and where the deviation between them is as small as possible.

We compare the results for the both methods to the exact solutions. These exact solutions have been calculated before, and an explanation on how they are obtained can be found in [31]. We note that the results of the exact solutions are on a volume around zero. To be precise, they are given on $[-6,6] \times[-6,6] \times[-\pi, \pi]$. The results for the PDE-solver are given on the interval $\left[1, \mathrm{~N}_{x}\right] \times\left[1, \mathrm{~N}_{y}\right] \times[0,2 \pi]$. For the Fast Marching method, we can choose on which interval we want the results to be calculated. In order to be able to compare all the answers, we need to make sure that they are on the same interval. Here, we need to use the scaling homothety principle. We will consider the metric tensor field given by

$$
\mathcal{F}_{0}(\mathbf{p}, \dot{\mathbf{p}})^{2}:= \begin{cases}\mathcal{C}_{1}^{2}(\mathbf{p})|\dot{\mathbf{x}} \cdot \mathbf{n}|^{2}+\mathcal{C}_{2}^{2}(\mathbf{p})\|\dot{\mathbf{n}}\|^{2} & \text { if } \dot{\mathbf{x}} \propto \mathbf{n}  \tag{72}\\ +\infty & \text { otherwise } .\end{cases}
$$

which includes relative cost-functions $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$, and where $\dot{\mathbf{x}} \propto \mathbf{n} \Leftrightarrow \exists \lambda \in \mathbb{R}$ s.t. $\dot{\mathbf{x}}=\lambda \mathbf{n}, \mathbf{p}:=(\mathbf{x}, \mathbf{n}), \dot{\mathbf{p}}=(\dot{\mathbf{x}}, \dot{\mathbf{n}})$.
In addition to that, we also introduce the spheres

$$
\begin{equation*}
\mathcal{S}_{R}^{\mathcal{F}}\left(\mathbf{p}_{S}\right):=\left\{\mathbf{p} \in \mathbb{M} \mid d_{\mathcal{F}}\left(\mathbf{p}_{S}, \mathbf{p}\right)=R\right\} \text { with } \mathcal{F}=\mathcal{F}_{0} \tag{73}
\end{equation*}
$$

Lemma 3.3 (Scaling homothety). Consider $\mathbf{p}_{S}:=(0,0,0)$ and $d=2$. Let $\xi>0$ denote the stiffness parameter $\xi^{-1}>0$ with physical dimension [Length].

Consider the metric tensor field given in Eq. 72. Let $\mathcal{F}_{0, \xi}$ denote the special case where the Finsler function is induced by constant relative costs: $\mathcal{C}_{1}=\xi>0$ and $\mathcal{C}_{2}=1$. Let $d_{\mathcal{F}_{0, \xi}}$ be the metric induced by $\mathcal{F}=\mathcal{F}_{0, \xi}$ given in Eq. (9). Consider the corresponding spheres $\mathcal{S}_{R}^{\mathcal{F}_{0, \xi}}\left(\mathbf{p}_{S}\right)$ given in Eq. 73). Define a scaling operator on $\mathbb{M}$ and the scaled output curve by

$$
\begin{equation*}
\Phi_{\xi}(x, y, \theta)=(\xi x, \xi y, \theta), \quad \Gamma(\cdot)=(X(\cdot), Y(\cdot), \Theta(\cdot))=\Phi_{\xi}(\gamma(\cdot)), \tag{74}
\end{equation*}
$$

respectively.
Then, we have for all $t \in(0,1)$ :

$$
\begin{equation*}
\mathcal{F}_{0, \xi}(\gamma(t), \dot{\gamma}(t))=\mathcal{F}_{0,1}(\Gamma(t), \dot{\Gamma}(t)) . \tag{75}
\end{equation*}
$$

The physical dimensions are consistent in this identity. In addition to that, we have for all $R>0$,

$$
\begin{equation*}
\mathcal{S}_{R}^{F_{0, \xi}}\left(\mathbf{p}_{S}\right)=\Phi_{\xi}^{-1}\left(\mathcal{S}_{R}^{F_{0,1}}\left(\mathbf{p}_{S}\right)\right) \tag{76}
\end{equation*}
$$

Proof. We divide the proof of the lemma in three parts:

1. Show that $\mathcal{F}_{0, \xi}(\gamma(t), \dot{\gamma}(t))=\mathcal{F}_{0,1}(\Gamma(t), \dot{\Gamma}(t))$ for all $t \in(0,1)$.
2. Show that $S_{R}^{\mathcal{F}_{0, \xi}}\left(\mathbf{p}_{S}\right)=\Phi_{\xi}^{-1}\left(S_{R}^{\mathcal{F}_{0,1}}\left(\mathbf{p}_{S}\right)\right)$ for all $R>0$.
3. Show that the physical dimensions match of $\mathcal{F}_{0, \xi}(\gamma(\cdot), \dot{\gamma}(\cdot))$ and $\mathcal{F}_{0,1}(\Gamma(\cdot), \dot{\Gamma}(\cdot))$.

First, we show that Part 1 is true. We start with explicitely writing down both the left and right hand side of Eq. 75). Let $\gamma(t):=(\mathbf{x}(t), \mathbf{n}(t))$ and $\Gamma(t):=(\mathbf{X}(t), \mathbf{N}(t))$. Then,

$$
\begin{align*}
& \mathcal{F}_{0, \xi}(\gamma(t), \dot{\gamma}(t))^{2}= \begin{cases}\xi^{2}|\dot{\mathbf{x}}(t) \cdot \mathbf{n}(t)|^{2}+\|\dot{\mathbf{n}}(t)\|^{2} & \text { if } \dot{\mathbf{x}}(t) \propto \mathbf{n}(t) \\
+\infty & \text { else. }\end{cases}  \tag{77}\\
&= \begin{cases}|\xi \dot{\mathbf{x}}(t) \cdot \mathbf{n}(t)|^{2}+\|\dot{\mathbf{n}}(t)\|^{2} & \text { if } \dot{\mathbf{x}}(t) \propto \mathbf{n}(t) \\
+\infty & \text { else. }\end{cases}  \tag{78}\\
& \mathcal{F}_{0,1}(\Gamma(t), \dot{\Gamma}(t))^{2}= \begin{cases}|\dot{\mathbf{X}}(t) \cdot \mathbf{N}(t)|^{2}+\|\dot{\mathbf{N}}(t)\|^{2} & \text { if } \dot{\mathbf{X}}(t) \propto \mathbf{N}(t) \\
+\infty & \text { else. }\end{cases} \tag{79}
\end{align*}
$$

We see that Eq. (78) and 79) are equal iff $\|\dot{\mathbf{n}}(t)\|^{2}=\|\dot{\mathbf{N}}(t)\|^{2}$ and $\dot{X}(t)=\xi \dot{\mathbf{x}}(t)$. The last part automatically follows from (74). The first part is easily proven by looking at the following:

$$
\begin{aligned}
& \mathbf{n}(t)=\lambda\binom{\cos \theta(t)}{\sin \theta(t)}, \text { so } \dot{\mathbf{n}}=\lambda\binom{-\sin \theta}{\cos \theta}, \text { and hence }\|\dot{\mathbf{n}}(t)\|=\lambda \\
& \mathbf{N}(t)=\lambda\binom{\cos \Theta(t)}{\sin \Theta(t)}, \text { so } \dot{\mathbf{N}}=\lambda\binom{-\sin \Theta}{\cos \Theta}, \text { and hence }\|\dot{\mathbf{N}}(t)\|=\lambda
\end{aligned}
$$

So we find $\|\dot{\mathbf{n}}(t)\|=\|\dot{\mathbf{N}}(t)\|$. Therefore, we can conclude that Eq. 77) and 79p are equal. In other words, for every $t \in[0,1]$ and $\dot{\mathbf{x}}(t) \propto \mathbf{n}(t)$, we have

$$
\begin{aligned}
\mathcal{F}_{0,1}\left(\Gamma(t), \frac{\mathrm{d} \Gamma}{\mathrm{~d} t}(t)\right) & =1|\dot{\mathbf{X}}(t) \cdot \mathbf{N}(t)|^{2}+|\dot{\Theta}(t)|^{2} \\
& =\xi^{2}|\dot{\mathbf{x}}(t) \cdot \mathbf{n}(t)|+|\dot{\theta}(t)|^{2} \\
& =\mathcal{F}_{0, \xi}(\gamma(t), \dot{\gamma}(t)) .
\end{aligned}
$$

We move on to Part 2 of the proof. We start proving that the statement holds from left to right $(\Rightarrow)$. Let

$$
\mathbf{p}=\left(\begin{array}{l}
x \\
y \\
\theta
\end{array}\right) \in S_{R}^{\mathcal{F}_{0, \xi}}\left(\mathbf{p}_{S}\right)
$$

Then, we have

$$
d_{\mathcal{F}_{0, \xi}}\left(\mathbf{p}_{S}, \mathbf{p}\right)=R=\int_{0}^{1} \mathcal{F}_{0, \xi}\left(\gamma_{m}(t), \dot{\gamma}_{m}(t)\right) \mathrm{d} t
$$

where $\gamma_{m}$ is a minimizing curve connecting $\mathbf{p}_{S}$ and $\mathbf{p}$. Now,

$$
\Gamma_{m}(t)=\Phi_{\xi}\left(\gamma_{m}(t)\right)=\left(\begin{array}{c}
\xi x_{m}(t) \\
\xi y_{m}(t) \\
\theta_{m}(t)
\end{array}\right)
$$

satisfies

$$
\mathcal{F}_{0,1}\left(\Gamma_{m}(t), \dot{\Gamma}_{m}(t)\right)=\mathcal{F}_{0, \xi}\left(\gamma_{m}(t), \dot{\gamma}_{m}(t)\right) .
$$

This holds because of what we have proven in Part 1 since it holds for all pairs $(\gamma(t), \Gamma(t))$. Then, $\Gamma_{m}$ is also the minimizing curve for

$$
d_{\mathcal{F}_{0,1}}\left(\Phi_{\xi}\left(\mathbf{p}_{S}\right), \Phi_{\xi}(\mathbf{p})\right)=\min _{\substack{\Gamma(0)=\mathbf{p}_{S}, \Gamma(1)=\Phi_{\xi}(\mathbf{p})}} \int_{0}^{1} \mathcal{F}_{0}^{1}(\Gamma(t), \dot{\Gamma}(t)) \mathrm{d} t=R, \quad \mathbf{p}_{S}=\Phi\left(\mathbf{p}_{S}\right) \quad \text { since } \mathbf{p}_{S}=(0,0,0)
$$

Hence, we can conclude that $\mathbf{p} \in S_{R}^{\mathcal{F}_{0, \xi}}\left(\mathbf{p}_{S}\right)$ implies that

$$
\Phi_{\xi}(\mathbf{p})=\left(\begin{array}{c}
\xi x \\
\xi y \\
\theta
\end{array}\right)=\left(\begin{array}{c}
X \\
Y \\
\Theta
\end{array}\right) \in S+R^{\mathcal{F}_{0,1}}\left(\mathbf{p}_{S}\right)
$$

Rewriting this yields $\mathbf{p} \in \Phi_{\xi}^{-1}\left(S_{R}^{\mathcal{F}_{0,1}}\left(\mathbf{p}_{S}\right)\right)$.
Next, we need to show that the reverse also holds $(\Leftarrow)$. Let $\mathbf{p} \in \Phi_{\xi}^{-1}\left(S_{R}^{\mathcal{F}_{0,1}}\left(\mathbf{p}_{S}\right)\right)$ be given. Then we have $\Phi_{\xi}(\mathbf{p}) \in S_{R}^{\mathcal{F}_{0,1}}\left(\mathbf{p}_{S}\right)$. That means that we find

$$
d_{\mathcal{F}_{0,1}}\left(\mathbf{p}_{S}, \Phi(\mathbf{p})\right)=R=d_{\mathcal{F}_{0,1}}\left(\Phi\left(\mathbf{p}_{S}\right), \Phi(\mathbf{p})\right)=\min _{\substack{\Gamma(0)=\mathbf{p}_{S} \\ \Gamma(1)=\mathbf{p}}} \int_{0}^{1} \mathcal{F}_{0,1}(\Gamma(t), \dot{\Gamma}(t)) \mathrm{d} t
$$

by the way $S_{R}^{\mathcal{F}_{0,1}}$ is defined in Eq. 773 . Using analogous argumentation as before, we find $\mathbf{p} \in S_{R}^{\mathcal{F}_{0,1}}\left(\mathbf{p}_{S}\right)$. Last, we show that the physical dimensions match, as Part 3 of this proof. We note that we have dimensions

$$
[x]=\text { Length } ; \quad[y]=\text { Length } ; \quad[\theta]=1 ; \quad[\xi]=\text { Length }^{-1} .
$$

Therefore, we have

$$
[X]=[\xi x]=1 ; \quad[Y]=[\xi x]=1 ; \quad[\Theta]=1 .
$$

This results in

$$
\begin{gathered}
{\left[\mathcal{F}_{0, \xi}(\gamma(\cdot), \dot{\gamma}(\cdot))\right]=\left[|\xi \dot{\mathbf{x}}(t) \cdot \mathbf{n}(t)|^{2}+\|\dot{\mathbf{n}}(t)\|^{2}\right]=1} \\
{\left[\mathcal{F}_{0,1}(\Gamma(\cdot), \dot{\Gamma}(\cdot))\right]=\left[|\dot{\mathbf{X}}(t) \cdot \mathbf{N}(t)|^{2}+\|\dot{\mathbf{N}}(t)\|^{2}\right]=1}
\end{gathered}
$$

which finalizes our proof.
This means that we can compare the results of the different solution strategies (exact, PDE-solver and Fast Marching). Now, we have given an elaborate explanation on how and why we are able to compare the different results.

### 3.4.1 Comparison of Exact Solution and PDE-method

Before we are able to compare the solutions of the PDE-method to the exact solutions, we need to find a relation between $\xi_{\text {Exact }}$ and $\xi_{\text {PDE }}$ being the stiffness parameters of the exact solution and the PDE-method respectively. We claim that the correct ratio is given by

$$
\begin{equation*}
\xi_{\mathrm{PDE}}=\xi_{\mathrm{Exact}} \Delta r, \tag{80}
\end{equation*}
$$

where $\Delta r$ is the distance between two points in the discretization. In practice, we chose $\Delta r=\Delta x=\Delta y$, so therefore we have in the exact interval $\Delta r=\frac{x_{\max }-x_{\min }}{N_{x}-1}$, with $N_{x}$ the number of pixels in the $x$-direction. This claim is supported when we take a look at the discretization of the PDE. We recall the discretizations introduced in Eq. 60) and Eq. 61). For the PDE-method, we implicitly assume that the distance between two pixels equals 1. Then the corresponding finite difference formula is given by

$$
\begin{equation*}
w_{i, j, k}^{n+1}=w_{i, j, k}^{n}-\Delta t \cdot\left(\sqrt{\left(\frac{1}{\xi_{\mathrm{PDE}}}\left(\tilde{A}_{1} w_{i, j, k}^{n}\right)\right)^{2}+\left(\frac{\zeta}{\xi_{\mathrm{PDE}}}\left(\tilde{A}_{2} w_{i, j, k}^{n}\right)\right)^{2}+\left(\left(\tilde{A}_{3} w_{i, j, k}^{n}\right)\right)^{2}}-1\right) \tag{81}
\end{equation*}
$$

as introduced in 61). However, we want our method to be able to handle situations in which the distance between two grid points is not equal to one, but still have the same results. Therefore, we rewrite Eq. (81) to the following system

$$
\begin{align*}
w_{i, j, k}^{n+1} & =w_{i, j, k}^{n}-\Delta t \cdot\left(\sqrt{\left(\frac{1}{\xi_{\text {Exact }}}\left(A_{1} w_{i, j, k}^{n}\right)\right)^{2}+\left(\frac{\zeta}{\xi_{\text {Exact }}}\left(A_{2} w_{i, j, k}^{n}\right)\right)^{2}+\left(\left(A_{3} w_{i, j, k}^{n}\right)\right)^{2}}-1\right)  \tag{82a}\\
& =w_{i, j, k}^{n}-\Delta t \cdot\left(\sqrt{\left(\frac{1}{\xi_{\text {PDE }}}\left(\tilde{A}_{1} w_{i, j, k}^{n}\right)\right)^{2}+\left(\frac{\zeta}{\xi_{\text {PDE }}}\left(\tilde{A}_{2} w_{i, j, k}^{n}\right)\right)^{2}+\left(\left(\tilde{A}_{3} w_{i, j, k}^{n}\right)\right)^{2}-1}\right)  \tag{82b}\\
\Leftrightarrow \quad \xi_{\text {PDE }} & =\xi_{\text {Exact }} \Delta r . \tag{82c}
\end{align*}
$$

It is still important that we have $\Delta x=\Delta y$.
We support this claim by analysing the results for different parameter choices. First, we check whether the results are the same for different $\Delta x=\Delta y=0.12$ and $\Delta x=\Delta y=0.24$ on the domain $[-6,6] \times[-6,6] \times[0,2 \pi)$ with $N_{x}=N_{y}=101$ and $N_{x}=N_{y}=51$ respectively. We use $N_{\theta}=32$ for both simulations. The results are visible in Figure 20. We see that the calculated solutions roughly follow the exact solution, which is what we hoped to find. In addition to that, we see that the calculated solutions are the same for both choices of $N_{x}=N_{y}$. Due to numerical approximation errors, some of the solutions differ from the exact solution. However, the calculated curves are a decent match to the exact solutions.

Next, we take a look at the importance of the pixels being the same size, so $\Delta x=\Delta y$ where $\Delta x$ is as defined earlier, and $\Delta y=\frac{y_{\text {max }}-y_{\text {min }}}{N_{y}-1}$. Implicitly, we have assumed in our calculation that this is the case as we illustrated in the calculation in Eq. (82), where it is assumed that the grid size equals 1. However, this grid size differs when we try to approximate the solution on the domain $[-6,6] \times[-6,6] \times[0,2 \pi)$ with the same amount of grid points. Rescaling our image, which used to be on the domain $\left[1, N_{x}\right] \times\left[1, N_{y}\right] \times\left[1, N_{\theta}\right]$, also means that we have to rescale the length of the pixels in $x$-, $y$ - and $\theta$-direction. In Figure 21, we show that it is not possible to rescale the solution to the PDE-method such that it fits the exact solution better for all solutions, either in the $x$ - or the $y$-direction.


Figure 20: Results of $\xi_{\text {PDE }}$ for different numbers of pixels $N_{x}=N_{y}$ and different values for $\xi_{\text {Exact }}$.

Lastly, we illustrate that the importance to ensure that the ratio between the number of angles that are considered and the number of pixels is large enough. In Figure 22, we show what happens for different numbers of orientations. We see that for a low number of orientations, the tracking will move into one direction, do an in place rotation and move towards the end point. For higher numbers of orientations, the calculation time gets a lot higher. In addition to that, when the ratio $N_{x} / N_{\theta}$ is too small, we find that the simulation becomes unstable. Therefore, we need to use a good ratio between $N_{x}=N_{y}$ and $N_{\theta}$.
Remark 3.3. We note that the computation time to build a volume and calculate the shortest path in $\left(N_{x}, N_{y}, N_{\theta}\right)=(51,51,32),\left(N_{x}, N_{y}, N_{\theta}\right)=(51,51,64)$ and $\left(N_{x}, N_{y}, N_{\theta}\right)=(51,51,128)$ are respectively $19.8 \mathrm{~s}, 37.0 \mathrm{~s}$ and 150.7 s . These calculations have been performed in the left invariant frame. Calculation times for the gauge frame are even higher.

### 3.4.2 Comparison of Exact Solution and Fast Marching

We end the comparison of calculated results and the exact solution with the fast marching method. The input we need to give, is the metric itself, instead of the dual metric, which we used in the PDE-solver. Therefore, we find that the relation between $\xi_{\text {Exact }}$ and $\xi_{\mathrm{FM}}$ is given by

$$
\begin{equation*}
\xi_{\mathrm{FM}}=\xi_{\text {Exact }}^{-1} . \tag{83}
\end{equation*}
$$

We check whether this is correct by comparing the results we find to the exact solution. In Figure 23. we see that both solutions are of similar form. However, there are still some deviations, where the biggest deviations appear in the tracking to the most right end point. We notice that with more orientations, these deviations become smaller. That suggests that they are (partly) due to discretization errors. Therefore, we conclude that Eq. 83) expresses the correct relation between $\xi_{\text {Exact }}$ and $\xi_{\text {FM }}$.

Remark 3.4. The computation times for the fast marching algorithm executed on ( $N_{x}, N_{y}, N_{\theta}$ ) = (51,51,32), $\left(N_{x}, N_{y}, N_{\theta}\right)=(51,51,64)$ and $\left(N_{x}, N_{y}, N_{\theta}\right)=(51,51,128)$ are respectively approximately $3 \mathrm{~s}, 5.7 \mathrm{~s}$ and 11.1 s . The fast marching algorithm is approximately 6 to 12 times faster than the finite difference model. Similar relations hold for the calculation times for the finite differences and fast marching in the gauge frame.


Figure 21: Results illustrating the importance that $\Delta x=\Delta y$ in the calculations.

### 3.4.3 Conclusion

We have compared the finite difference and fast marching solutions to the exact solution. We concluded for the finite differences and fast marching methods that the underlying relation to $\xi_{\text {Exact }}$ was given by

$$
\begin{aligned}
\xi_{\mathrm{FM}} & =\xi_{\text {Exact }}^{-1} \\
\xi_{\mathrm{PDE}} & =\xi_{\text {Exact }} \Delta r
\end{aligned}
$$

respectively. That means that we find that the relation between $\xi_{\mathrm{FM}}$ and $\xi_{\mathrm{PDE}}$ is given by

$$
\frac{\xi_{\mathrm{PDE}}}{\Delta r}=\xi_{\mathrm{FM}}^{-1}
$$

In addition to this relation between both weighting parameters, we found the following conclusions:

1. When using the finite difference approach:
(a) It is important that we have $\Delta r=\Delta x=\Delta y$, otherwise the aforementioned relation does not hold because of underlying assumptions in the Lie package for Mathematica. This is also illustrated in Figures 20 and 21 .
(b) It is essential that we consider sufficient angular directions, as illustrated by Figure 22. When we consider a limited number of orientations, the result is less precise.
2. When using the fast marching algorithm:
(a) It is crucial that we use sufficient orientations. In Figure 23 we saw that using more orientations results in more accurate tracking results.
3. The calculation times of the fast marching algorithm are much lower compared to the finite difference approach. On the other hand, the finite difference approach is more accurate than the fast marching algorithm. Therefore, we need to decide per experiment what is more important to us while calculating the results; accuracy or calculation times.

(a) Results for $\xi=0.3$. Results for $\xi=0.7$ with lower right endpoint.

(c) Results for $\xi=3$.

(b) Results for $\xi=1$.
__ Exact solution for $\xi=0.3, \xi=1, \xi=3$
__ Exact solution for $\xi=0.7$
---- Finite Differences Solution with $\mathrm{N}_{\theta}=8$ for $\xi=0.3, \xi=1, \xi=3$
----- Finite Differences Solution with $N_{\theta}=8$ for $\xi=0.7$
..... Finite Differences Solution with $\mathrm{N}_{\theta}=32$ for $\xi=0.3, \xi=1, \xi=3$
.... Finite Differences Solution with $\mathrm{N}_{\theta}=32$ for $\xi=0.7$

-     -         -             - Finite Differences Solution with $N_{\theta}=64$ for $\xi=0.3, \xi=1, \xi=3$
-     -         - Finite Differences Solution with $\mathrm{N}_{\theta}=64$ for $\xi=0.7$

Figure 22: Results for different ratios of the number of orientations $N_{\theta}$ and the number of pixels $N_{x}=N_{y}=51$, illustrating the importance of using sufficient angular directions.


Figure 23: Comparisson of fast marching results (dash-dotted lines) with the exact solution (solid lines). The red, orange, blue and green lines represent the results for the values $\xi=0.3, \xi=0.7, \xi=1$ and $\xi=3$ respectively.

## 4 Vessel Tracking

In this section, we will discuss the results of the vessel tracking. First, we will give an overview of the different parameters that play a role in the metric tensor fields as defined in Section 2 and how they are defined. Then, we discuss the results for different experiments that we conducted.

### 4.1 Experimental Settings

We start with introducing different ways to construct a cost function. Thereafter, we define the values of the different parameters that are used in the calculations for the different experiments.

### 4.1.1 Cost Function

There are different ways in which the cost function can be defined. Here, we will mention the different versions that we implemented.

1. The first cost function that we implemented is the same as introduced in [6]. We define

$$
\begin{equation*}
\mathcal{C}(x, y, \theta)=\frac{1}{1+\lambda\left|\frac{\left(\mathcal{A}_{2}^{2} U_{f}\right)_{+}(x, y, \theta)}{\left\|\left(\mathcal{A}_{2}^{2} U_{f}\right)_{+}\right\|_{\infty}}\right|^{p}}, \tag{84}
\end{equation*}
$$

where $\lambda \geq 0, p \in \mathbb{N},\|\cdot\|_{\infty}$ the supremum-norm and $U_{f}: S E(2) \rightarrow \mathbb{R}$ is a lift of the image. We note that $\mathcal{C}$ is bounded from below and above by $\delta=\frac{1}{1+\lambda} \leq \mathcal{C} \leq 1$. The parameter $\lambda$ increases the contrast in the cost function, and the parameter $p$ controls its steepness. Recall that the lift is done using real-valued anisotropic wavelets $\psi$ :

$$
U_{f}(\mathbf{x}, \theta)=\int_{\mathbb{R}^{2}} \psi\left(R_{\theta}^{-1}(\mathbf{y}-\mathbf{x})\right) f(\mathbf{y}) \mathrm{d} \mathbf{y} .
$$

Note that the cost function in Eq. (84) relies on the left invariant frame.
2. Since we are not always just considering the left invariant frame, we also implementend a cost function that relies on the gauge frame. It is introduced by Zhang [32]. First, we introduce the second order derivatives w.r.t. the Gauge Frame as

$$
\begin{aligned}
& \Phi_{2}^{\sigma_{s}, \sigma_{o}}\left(U_{f}\right):=\mathcal{B}_{22}\left(G_{\sigma_{s}, \sigma_{o}} * U_{f}\right), \\
& \Phi_{3}^{\sigma_{s}, \sigma_{o}}\left(U_{f}\right):=\mathcal{B}_{33}\left(G_{\sigma_{s}, \sigma_{o}} * U_{f}\right),
\end{aligned}
$$

where $\mathcal{B}_{22}:=\mathcal{B}_{2} \mathcal{B}_{2}$ and $\mathcal{B}_{33}:=\mathcal{B}_{3} \mathcal{B}_{3}$ denote the second derivatives with respect to the second and third Gauge frame vector respectively and where $G_{\sigma_{s}, \sigma_{o}}(\mathbf{x}, \theta):=G_{\sigma_{s}}(\mathbf{x}) \cdot G_{\sigma_{o}}(\theta)$ blurs the image resulting in more smooth derivatives. Then, the cost function is calculated by

$$
\begin{equation*}
\mathcal{C}^{\sigma_{s}, \sigma_{o}}(\mathbf{x}, \theta)=\frac{1}{1+\lambda\left|\frac{\left(-\Phi_{2}^{\sigma_{s}, \sigma_{o}}\left(U_{f}\right)(\mathbf{x}, \theta)\right)_{+}}{\left\|\left(-\Phi_{2}^{\sigma_{s}, \sigma_{o}} U_{f}\right)_{+}\right\|_{\infty}}\right|^{p}} \tag{85}
\end{equation*}
$$

In addition to that, we also implemented the cost function

$$
\begin{equation*}
\mathcal{C}^{\sigma_{s}, \sigma_{o}}(\mathbf{x}, \theta)=\frac{1}{1+\lambda \left\lvert\, \frac{\left(-\Phi_{2}^{\sigma_{s}, \sigma_{o}}\left(U_{f}\right)(\mathbf{x}, \theta)-\Phi_{3}^{\sigma_{s}, \sigma_{o}}\left(U_{f}\right)(\mathbf{x}, \theta)\right)_{+}}{\|\left(-\left.\Phi_{2}^{\left.\sigma_{s}, \sigma_{o} U_{f}-\Phi_{3}^{\sigma_{s}, \sigma_{o}} U_{f}\right)_{+} \|_{\infty}}\right|^{p}\right.} . . . . ~\right.} \tag{86}
\end{equation*}
$$

3. The last cost function that we introduce is based on the orientation scores of the Gauge Frame, and hence are given by

$$
\begin{equation*}
\mathcal{C}(\mathrm{x}, \theta)=\frac{1}{1+\lambda\left|S^{k}\left(U_{f}\right)(\mathrm{x}, \theta)\right|^{p}} \tag{87}
\end{equation*}
$$

where $\lambda \geq 0, p \in \mathbb{N},\|\cdot\|_{\infty}$ the sup-norm, and where $S^{k}\left(U_{f}\right)$ is as defined in Eq. 41). The main difference with Eq. 86) is that we omitted the blurring of the lifted orientation scores.

The values of $p$ and $\lambda$ can be chosen freely, but in this section, we chose to use $p=2$ and $\lambda=200$ in order to get the best results.

|  | $\xi$ | $N_{\theta}$ | $\sigma_{s}$ | $\sigma_{o}$ | $\varepsilon$ | $\beta$ | $k$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Experiment 1 \& 2 | 0.08 | 16 | 2.8 | $0.87 s_{\theta}$ | 0 | 5 | 1 |
| Experiment 3 | 0.08 | 16 | 1.5 | $0.87 s_{\theta}$ | 0 | 5 | 1 |
| Experiment 4 | 0.05 | 16 | 7 | $1.2 s_{\theta}$ | 0 | 5 | 1 |

Table 1: Values used for the different parameters in the experiments where $s_{\theta}=\frac{2 \pi}{N_{\theta}}$.


Figure 24: Experiment 1: setting and visualization of orientation scores.

### 4.1.2 Parameter settings

In the experiments, the parameters take the values as mentioned in Table 1, unless mentioned otherwise. In addition to that, we speak of an isotropic metric tensor field when $\zeta=1$ and of an anisotropic metric tensor field when $\zeta=1 / 8$. The values of $\alpha$ and $\beta$ are mentioned per experiment.

### 4.2 Visualization Results

Before we show the results, we first explain how they are visualized. For each tracking, we show both the distances to the seed, projected onto the image. We show them as level curves on with the original image as background. In addition to that, we also show the tracking. Since our calculation are done in $\operatorname{SE}(2)$, and we are considering an image in $\mathbb{R}^{2}$, the geodesics are also projected onto the image.

### 4.3 Experiments

### 4.3.1 Experiment 1

The goal of the first experiment is to get acquainted with the way different metrics work and the influence of the different parameters. In Figure 24a, the setting of the experiment is clarified. For these experiments, we have used the orientation scores of the Gauge Frame to construct the cost function as written down in Eq. 87). We take a closer look at the two different frames that one can use and the influence of the parameter $\beta$. The orientation scores of the image are visualized in Figure 24b and 24c. These orientation scores are used while calculating the cost function used for Experiment 1 and 2 and the visualizations show how the different orientations are separated in the position and orientation space.

Left Invariant Frame For the (forward gear) left invariant frame, we considered both an anisotropic ( $\zeta=$ $0.125)$ and an isotropic $(\zeta=1)$ frame. In Figure 25 and Figure 26 , we see the results for both models (anisotropic and isotropic respectively). Comparing the results for the same value of $\beta$, we note that the anisotropic left invariant frame gives fronts that are more narrow and sharper at the end than the isotropic left invariant frame. This is in line with our expectations when looking at the control sets, which are visualized in Figure 47. Here, we see that for the isotropic left invariant frame, the range of points with distance 1 from the origin is comparable to (half) a flattened ball. From the seed you can move the same distance (in the Euclidean frame) to the side and forward, and a smaller distance in the angular direction. However, this is not the case for the anisotropic frame. In that frame, the range of points with distance 1 from the origin is comparable to (half a) rugby ball. In the Euclidean distance, you can walk further forward than sideways and in the angular direction. Therefore, we expect the fronts to be pointier as well, which is the case.


Figure 25: Anisotropic forward gear left invariant frame where $\zeta=0.125$.


Figure 26: Isotropic forward gear left invariant frame where $\zeta=1$.

Furthermore, we note that the vessel does not contain sharp turns. Therefore, we do not expect any cusps or in place rotations. The tracking result is a smooth line that follows the shape of the vessel as we expected.

Gauge Frame In addition to the left invariant frame, we also consider the gauge frame. The latter one should be able to follow line structures in a better way since it is able to bend along line structures as discussed in Section 1.4 and Section 2. In Figure 27, we see the results of the same experiments as deduced in Figure 25 and Figure 26, but now, using the gauge frame as the reference system. We see that it is harder to rotate in this frame, since sideways movement costs the same amount of energy as angular movement. In the left invariant frame, it was easier to move along the crossing vessels than it is in the gauge frame. This confirms that the gauge frame adheres better to the forward direction of the vessel structure.
In addition to that, we see that the tracking does not contain any cusps or in place rotations. The results are as expected.

Scaling parameter $\beta$ Finally, we take a look at the influence of the parameter $\beta$ in all three frames (isotropic, anisotropic left invariant, anisotropic gauge frame). The parameter $\beta$ determines how much the frame needs to adhere to the cost function. In other words, this indicates how much it is punished for moving outside of the vessel structure. We see that this coincides with the distances to reach specific points calculated by the simulation. We see that the distance from the seed to a point between two vessels in higher for $\beta=5$ than for $\beta=1$. In addition to that, we also see that for $\beta=10$, the simulation has trouble building the volume (thus

$\beta=1, \alpha=0.8$

$\beta=10, \alpha=0.8$


Figure 27: Anisotropic forward gear gauge frame.


Figure 28: Visualization of the cost function $\tilde{\mathcal{C}}$ for different values of $\beta$, where the cost function is defined by $\tilde{\mathcal{C}}(\mathbf{x}, \theta)=1+\beta \frac{\mathcal{C}(\mathbf{x}, \theta)-\min \{\mathcal{C}(\mathbf{x}, \theta)\}}{\max \{\mathcal{C}(\mathbf{x}, \theta)\}-\min \{\mathcal{C}(\mathbf{x}, \theta)\}}$ with $\mathcal{C}$ as defined in Eq. 87). In these figures, black and white indicate high and low values respectively.
calculating the distances) in the gauge frame metric since the simulation becomes unstable. This is most likely due to using a too big step size in the integration step. In Figure 28, we see a visualization of the different cost functions. We see that the light areas coincide with the vessel structure in the image. The locations in these white areas have lower costs than the darker areas. Looking at the different solutions in Figure 25. Figure 26 and Figure 27 combined with the cosst function in Figure 28, we decide that $\beta=5$ is the best fit for the calculations.

### 4.3.2 Experiment 2

The second experiment uses the same image as Experiment 1. However, the start and end position are different, as you can see in Figure 29. With this setup, it is possible to take a different route than what we would expect (by making a turn at one of the intersections).
This experimental setting is ideal to show the influence of the forward gear. We expect that the forward gear models are more likely to follow the line structure as one would expect (without taking unnecessary turns). In addition to that, we expect the gauge frame to adhere more easily to the line structures, and therefore to be more likely to return the correct geodesic. In Figure 30, we see a comparison between models where the forward gear is and is not activated. We see that sometimes the model opts to use a "shortcut" by using the reverse gear, such as in Figure 30c When we deactivate this possibility and force the tracking to keep moving forward, it is only possible that in place rotations take place.

In the isotropic left invariant frame, we see that the the tracking favours to take a wrong turn when the forward gear is not activated. We do not see that the tracking moves backward. However, we do see that it takes a shortcut. When the forward gear is activated, the tracking follows the line structure as expected. This can be explained by looking at the distances to reach the seed from each point. In the symmetric variant of the model, it is cheaper to opt for the left vessel, whereas in the forward gear variant, following the vessel structure


Figure 29: The task is to trace the line starting in the red arrow to the blue arrow with corresponding orientations.
is favoured (since it has lower costs).
In the symmetric anisotropic left invariant frame, we see that the tracking "switches gears" at the first crossing. Then, at the last crossing, it changes its moving direction again, after which it reaches its end point. In the forward gear variant of the model, the tracking does not switch gears anymore. Instead of taking the wrong exit at the first crossing, it follows the vessel structure. The tracking does not completely follow the correct path, since it uses the wrong vessel structure at the final crossing. However, the tracking does not need to change gears to complete the tracking.
In the symmetric anisotropic gauge frame, we see that the tracking uses the reverse gear at the first crossing, and at the last crossing. Consequently, the tracking differs from what we expected. However, when we activate the forward gear, we see that the tracking does not have an in place rotation at the place where the switching of gears used to take place. Instead, the tracking follows the vessel structure and takes a turn at the last crossing. This can be related to the functioning of the gauge frame. As we discussed before, the gauge frame adapts to the vessel structure. In this specific case, the vessels are very curvy and where the vessels touch each other, the frames adapt to the "wrong" vessel. Therefore, the tracking favours taking a slight turn at the last but one crossing.

### 4.3.3 Experiment 3-Low Resolution

It is important to test our methods on retina images as well, since these are not necessarily of the same quality as the image that we used in the previous two experiments. Therefore, we first consider an image with a low spatial resolution. There are two blood vessels parallel to each other. Consequently, it is possible to take a different route to the end point, by opting for the lower vessel instead of the upper one, as you can see in Figure 31

First, we take a closer look at the cost function that we will use. We note that, when we use the cost function as defined in Eq. 87), the tracking is tempted to take the lower vessel. We saw that the tracking is not correct in that case. This can be easily explained by looking at the cost function that we used. In Figure 32a and Figure 32b, the cost functions created by Eq. 87) are visualized. We note that the width of the upper vessel is quite small, which is a reasonable explanation for why the tracking favours the lower vessel. In addition to that, the costs of moving here are higher. In an effort to boost the upper vessels accessibility, we temper the costs at locations cheaper than the start or end point. We introduce the cost function given by

$$
\begin{equation*}
\mathcal{C}(\mathbf{x}, \theta)=\frac{1}{1+\lambda\left|S^{k}\left(U_{f}\right)(\mathrm{x}, \theta) \cdot \exp \left(\left(\min \left\{S^{k}\left(U_{f}\right)\left(\mathrm{x}_{0}, \theta_{0}\right), S^{k}\left(U_{f}\right)\left(\mathrm{x}_{1}, \theta_{1}\right)\right\}-S^{k}\left(U_{f}\right)(\mathrm{x}, \theta)\right)_{-}\right)\right|^{p}} \tag{88}
\end{equation*}
$$

where $S^{k}\left(U_{f}\right)$ is defined in Eq. 41).
Remark 4.1. We note that, by definition, we have $S^{k}(V)(\mathbf{p}) \in[0,1]$ for all $\mathbf{p} \in \mathbb{M}_{2}$. By taking the smallest orientation confidence at the start and end position and subtracting the orientation confidence value at each point, we determine where the orientation confidence is bigger and where it is smaller than this minimum value. By only considering the negative values, we ensure that we only consider those locations that are better aligned to the vessel structure. The exponential dampens the reaction. Finally, by multiplication to the original cost function, we find a dampened orientation confidence, which we use to calculate a cost function.

(a) Isotropic left invariant frame with $\beta=5$.

(b) Anisotropic left invariant frame with $\beta=5$.

(c) Anisotropic gauge frame with $\beta=5, \alpha=0.8$.

(d) Isotropic left invariant frame with $\beta=5$, forward gear activated.


(e) Anisotropic left invariant frame with $\beta=5$, forward gear activated.


(f) Anisotropic gauge frame with $\beta=$ $5, \alpha=0.8$, forward gear activated.


Figure 30: Comparison models with and without forward gear activated.


Figure 31: The task is to trace the line starting in the red arrow to the blue arrow with corresponding orientations.


Figure 32: Visualization of different cost functions $\tilde{\mathcal{C}}$, where $\tilde{\mathcal{C}}(\mathbf{x}, \theta)=1+\beta \frac{\mathcal{C}(\mathbf{x}, \theta)-\min \{\mathcal{C}(\mathbf{x}, \theta)\}}{\max \{\mathcal{C}(\mathbf{x}, \theta)\}-\min \{\mathcal{C}(\mathbf{x}, \theta)\}}$, where $\mathcal{C}$ is defined in Eq. 87 for Figure 32 a 32b, and where $\mathcal{C}$ is defined in Eq. 88 for Figure 32 c . In these figures, black and white indicate high and low values respectively.


Figure 33: Results for different frames where $\beta=5$. All simulations use $N_{\theta}=16$ and $\xi_{\text {PDE }}=0.08$.

In Figure 32c, we see that using the alternative cost function introduced in Eq. (88) ensures that the upper vessel is cheaper. Consequently, the tracking may be more likely to follow the upper vessel while calculating the shortest route. Therefore, we use the cost function introduced in Eq. 88) where $k=1$ for this experiment.

We study the tracking for the different frames. The results are visualized in Figure 33 First, we notice that the tracking chose the correct vessel for all three frames. The tracking never moves backwards. The only thing that is important to note is that the tracking in the isotropic left invariant frame is somewhat jittery (Figure 33a). This is most likely due to the fact that the tracking is allowed to make bigger steps to the sides, as we can saw in the control sets (Figure 47).

### 4.3.4 Experiment 4 - High Tortuosity

Last, we consider an image containing a blood vessel that is highly tortuous. We are interested in knowing whether the models are still able to follow the vessel structure. The exact experimental setting is given in Figure 34 along with the used cost function. We will also look at the influence of the number of orientations and the value of the weighting parameter $\xi$ in this experiment.

First, we take a look at the results for a reference case. In Figure 35, we have $N_{\theta}=16$ and $\xi=0.05$. We see that both the isotropic and anisotropic left invariant frame struggle following the line structure. They both take a shortcut. In other words, they do not follow the vessel as one would expect. On the other hand, we have the gauge frame, which is able to adapt to the line structure of the vessel very well. The tracking gives a good approximation of the vessel. There are no in place rotations or cusps, but the tracking gives line that looks continuous.

Number of orientations We want to know the influence of the number of orientations. We expect that using less than 16 orientations leads to worse tracking results. We calculated the results for $N_{\theta}=8$ which are visible in Figure 36 One can see immediately that the tracking results are less accurate than they were when $N_{\theta}=16$ (in Figure 35). We see that the isotropic and anisotropic left invariant frame have trouble following the curvature of the vessel. Instead of bending along its structure, they take a shortcut and move outside the vessel, just like they did when we considered $N_{\theta}=16$.

(a) The task is to trace the line starting in the red arrow to the blue arrow with corresponding orientations.

(b) Visualization of the used cost function introduced in Eq. 87). Dark areas represent high costs, where lighter areas represent lower costs.

Figure 34: Visualization of both the experimental setting and the used cost function


Figure 35: Results for the different frames where $\beta=5$. All simulations use $N_{\theta}=16$ and $\xi_{\text {PDE }}=0.05$.


Figure 36: Results for the different frames where $\beta=5$. All simulations use $N_{\theta}=8$ and $\xi_{\mathrm{PDE}}=0.05$.

We consider the gauge frame using both $\alpha=0.8$ and $\alpha=0.9$. In the case where $\alpha=0.8$, we see that the tracking does not give the correct result. The tracking is more dynamic, but it does not complete the tracking correctly. This could be related to a relative domination of the $\mathcal{B}_{2}$ and $\mathcal{B}_{3}$ direction over the $\mathcal{B}_{1}$ direction. Therefore, we check what happens when we consider $\alpha=0.9$, resulting in a relatively bigger component in the $\mathcal{B}_{1}$ direction. In this case, we see that the tracking is able to follow the vessel structure better. Do note that it is not perfect; the tracking is somewhat jittery and does not always stay within the vessel. However, this tracking is much better than the one we found for $\alpha=0.8$. This also illustrates a big advantage of the gauge frames. In this specific case, both left invariant frames were not able to calculate a correct tracking. However, using the anisotropic gauge frames, we were able to find a value of $\alpha$ which did result in a correct tracking.

Weighting parameter $\xi$ We investigate the effect of the weighting parameter $\xi$. We will show that, for high values of $\xi$, the tracked vessel will be very flexible (like cooked spaghetti), where for low values of $\xi$, the tracked vessel will be hard to bend and thus, act like steel. In Figure 37 , we see the results for $\xi_{\mathrm{PDE}}=0.01$, which is a low value compared to $\xi_{\mathrm{PDE}}=0.05$. In Figure 38, we see the results for $\xi_{\mathrm{PDE}}=0.25$, which is relatively high.

First, we discuss the results for a low value of $\xi$. In Figure 37, we see that the tracking results are different from what we would expect. For the isotropic left invariant frame, we see that the tracking moves straight ahead, rotates in one point, and then continuous to move straight ahead for some distance. We see a clear difference between the symmetric model and the forward gear variant. In the first one, the tracking moves backward towards the tip. In the forward gear variant of the model, this is not allowed. Therefore, we see that the tracking changes. Instead, the tracking now moves from side to side inside the vessel structure, but does not move backwards, as was the case in the symmetric model. In the anisotropic left invariant frame, we see that the tracking results do not follow the vessel structure. However, the tracking makes fewer sharp angles, and therefore seems to be smoother. Towards the seed, the forward gear variant of the model makes a sudden movement, which appears to be backward. Most likely, an in place rotation takes place. In addition to that, we see that when the tracking approaches the seed in the forward gear variant of the anisotropic left invariant frame, it first passes the seed, after which it turns (using different smaller steps) in order to arrive at the correct location. In the symmetric version of the same metric frame, we see that the tracking follows a smooth line from tip to seed without passing the seed before arriving at the correct location. The last frame we consider, is the anisotropic gauge frame where $\alpha=0.8$. In this model, we see that the tracking is very different for the symmetric and forward gear variants of the model. In the symmetric variant, we see that initially, the tracking follows the vessel structure better. However, before the vessel bends, the tracking finds a shorter way to reach the seed and it crosses the vessel structures moving straight towards the seed. Towards the end of the tracking, the tracking uses the reverse gear (at least) once. Therefore, this tracking cannot be found in the forward gear variant of the model. When we consider the forward gear variant, we see that the tracking does not bend along with the vessel structure, but takes a shortcut immediately. Towards, the end of the tracking, it has some
trouble moving towards the seed, and it moves around it while searching for the exact location. The general impression for the tracking results for a low value of $\xi$ is that the tracking contains many angles and rotation points. Overall, it has trouble following the vessel structures in a way that we would do it ourselves.

In Figure 38, we see the tracking results for a (relatively) high value of $\xi$. First, we take a closer look at the isotropic left invariant frame. Here, we see that the tracking does not follow the vessel structure as expected. However, we do see that the tracking results for the symmetric and forward gear model are very similar. Both tracking results take a shortcut and do not follow the vessel structure along its hairpin bend. In the anisotropic left invariant frame, we see that the tracking does not follow the vessel structure either. The tracking results for the forward gear and symmetric variant are again very similar. There are small differences with the isotropic left invariant frame. The most prominent difference is the way both trackings take their shortcut. In the isotropic model, the model makes a somewhat sharper turn in the vessel, and it makes a small bend in between both vessels. In the anisotropic model, the tracking seems to be making a more continuous turn. The last model we consider is the anisotropic gauge frame where $\alpha=0.8$. We see a difference between the tracking of the symmetric and the forward gear variants of this model. First, it is important to note that both tracking results do not move outside of the vessel structure. However, we see some interesting behaviour where the vessel bends. In the symmetric model, the tracking uses the reverse gear twice where the tracking runs into the edge of the vessel. However, this is not possible in the forward gear. Here, we see that the both times the tracking meets the edge of the vessel, the tracking makes a sharp turn or in place rotation in order to prevent using the reverse gear. We can clearly see that the tracking results are more flexible than they where when $\xi=0.08$. This confirms the analogy to cooked spaghetti we made at the beginning of this paragraph.

### 4.4 Conclusion

In this chapter we discussed the tracking results for different experimental settings. Here, we summarize the most important findings.

1. All experiments have illustrated the difference between the isotropic and the anisotropic metric tensor field diagonalized in the left invariant frame. We have seen that the anisotropic metric tensor field discourages the tracking to move sideways. Therefore, it favors angular movement and forward/backward movement.
2. The gauge frame follows the vessel structure better than the left invariant frame. This can be explained since the first gauge vector is aligned with the underlying vessel structure. Therefore, the tracking is stimulated (by design) to move into the direction of the vessel.
3. The forward gear model strongly discourages backward movement. The tracking does not switch gears anymore. Since in-place rotations are often more expensive, there is only a limited number of keypoints.
4. The choice of the cost function is very important. When the cost function favours some vessels over others, this will be visible in the tracking. In addition to that, the cost function has a high influence on where the tracking goes, since it tries to find the shortest route, which is the optimal path.
5. The gauge frame needs a lower number of orientations to find a correct tracking, as we saw in Experiment 4 (Figure 36). Where the left invariant frame has trouble following the vessel structure with 16 orientations, the gauge frame is able to find a correct tracking with only 8 orientations. This is in line with previous findings [12].
6. The gauge frame adapts its direction to the underlying dominant vessel structure. We saw that this might lead to problems at crossings (in the artificial image). We will investigate this in more detail in Section 5. and will give our corresponding conclusions there.
7. The parameter $\xi$ denotes the bending stiffness and hence influences the flexibility of the tracking. When its value is very low, the tracking is very stiff and therefore one could say that "the curves look like bended steel". However, when its value is relatively high, the tracking is able to rotate very easily and "the tracking behaves like cooked spaghetti".

Overall, we can conclude that when we consider an image containing only one wide vessel (consisting of a high number of pixels/sample points), it is beneficial to use the gauge frame.


Symmetric Isotropic Left Invariant Frame.


Isotropic Left Invariant Frame with Forward Gear.



Symmetric Anisotropic Left Invariant Frame.


Anisotropic Left Invariant Frame with Forward Gear.



Symmetric Gauge Frame with $\alpha=$ 0.8 .


Gauge Frame with Forward Gear where $\alpha=0.8$.


Figure 37: Results for the different frames where $\beta=5$. All simulations use $N_{\theta}=16$ and $\xi_{\text {PDE }}=0.01$


Symmetric Isotropic Left Invariant Frame.


Isotropic Left Invariant Frame with
Forward Gear.



Symmetric Anisotropic Left Invariant Frame.


Anisotropic Left Invariant Frame with Forward Gear.



Symmetric Gauge Frame with $\alpha=$ 0.8 .


Gauge Frame with Forward Gear where $\alpha=0.8$.


Figure 38: Results for the different frames where $\beta=5$. All simulations use $N_{\theta}=16$ and $\xi_{\text {PDE }}=0.25$

## 5 Tracking Blood Vessels in Vascular Trees

In the previous section, we studied the tracking results in the situation where we consider one seed and one tip. However, often there are multiple vessels in an image. It is interesting to study how the tracking behaves when we consider multiple seeds and tips. We note that our implementation (PDE-method) has no trouble dealing with one seed and multiple tips. In that case, the backtracking algorithm needs to be executed multiple times, and no problems arise. However, when considering multiple seeds, we need to adapt our current implementation. Since the algorithm written by Jean-Marie Mirebeau using Fast Marching is able to build a volume with multiple seeds, we decide to use the Fast Marching code in this section. We will consider one image in which we track multiple vessels. Beforehand, we indicate the seeds and tips for all vessels. Then, the Fast Marching script is asked to calculate all geodesics. Once the results are known, we check whether the tracking has been done correctly. If this is not the case, we adapt our model.

The script we use goes through the following steps for each processed image:

1. Load image and annotations (seeds, tips, vessel structures and more);
2. Down sample the image and its annotations (make sure the image has fewer pixels, but is still "the same image" and the annotations are still in the same place) to improve calculation times;
3. Import the seeds and tips. This information is saved in the annotation data we imported in Step 1 .
(a) Locations: tips are vessels that are not a parent vessel, start denotes the starting points of the vessels, where seeds contain both the starting points of the vessels, and the bifurcations of vessels;
(b) Orientations: for each location, we compute the location exactly in the middle between the left and right boundary of the vessel for the first $n$ points (we use $n=10$ ). Then, we compute the location that is exactly in between two subsequent locations. Afterwards, we calculate the average location of the $n-1$ average points we just calculated. Last, we calculate the angle between the initial location (the seed or tip that we identified before) and the calculated location on the vessel. This angle yields the orientation of the vessel at the specific point. In formula's, we did the following:
Consider the first $n$ locations $\left(x_{i}, y_{i}\right)$. Then calculate the locations exactly in the middle represented by $\left(\tilde{x}_{i}, \tilde{y}_{i}\right)$ by calculating

$$
\left(\tilde{x}_{i}, \tilde{y}_{i}\right)=\left(\frac{x_{i}+x_{i+1}}{2}, \frac{y_{i}+y_{i+1}}{2}\right) \quad \text { for } i=1, \ldots, n-1
$$

Next, we calculate the mean value of $\left(\tilde{x}_{i}, \tilde{y}_{i}\right)$ for $i=1, \ldots, n-1$, which is saved in $(\bar{x}, \bar{y})$ :

$$
(\bar{x}, \bar{y})=\left(\frac{1}{n-1} \sum_{i=1}^{n-1} \tilde{x}_{i}, \frac{1}{n-1} \sum_{i=1}^{n-1} \tilde{y}_{i}\right)
$$

Last, calculate the angle $\theta$ by

$$
\theta=\arg (\bar{x}+i \bar{y})=\arctan \left(\frac{\bar{y}}{\bar{x}}\right),
$$

taking into account the quadrant in which $(\bar{x}, \bar{y})$ is located.
4. Select the part of the image you want to analyse (and the vessel structures, seeds and tips that are located there). Do note that it can be the case that only parts of vessels are in this part of the image. Therefore, it may be possible that for some vessels, only tips or seeds are included. Check this before calculating the geodesics;
5. Set parameters for the geodesics $\left(\mu=0.05, \varepsilon=0.1, N_{\theta}=64\right.$, periodicity $\left.=2 \pi, \Delta \theta=2 \pi / N_{\theta}, \Delta x=1\right)$;
6. Calculate the orientation score transform;
7. From end points to starting points (not bifurcations) on lifted vessel tree
(a) Convert all coordinates to the correct notation. In the notebook, we use discrete notation for the positions and the corresponding angles. That means that when we consider the continuous angle $\theta_{c}=\pi$, we use the discrete angle $\theta_{d}=\frac{\theta_{c}}{\Delta \theta}+1=33$ in the calculations. In addition to that, we make sure that the coordinates are in the correct domain (by returning modulo $N_{x}, N_{y}$ and $N_{\theta}$ ) and all are integers (rounding with 0 decimals). In addition to that, we also calculate all centerline positions (notations before was $\left(\tilde{x}_{i}, \tilde{y}_{i}\right)$ ). For each position, we also calculate a corresponding angle. These positions and orientations will be used to calculate the lift and cost function.
(b) Create lift by placing delta peaks at the centerline position and orientations; we construct two different lift functions $V$, which are used later on when we define the cost function. Both lift functions have the same dimensions as the orientation scores.

The first lift function is based on the centerline positions. At all these positions, the lift function gets value 1 . Since the lift function should not only support movement in direction $\theta_{i}$ at location $\left(x_{i}, y_{i}\right)$, also the values in the lift function that correspond to orientation $\theta_{i} \pm \pi$ at this location should get function value 1. All other values of the lift function are 0 .
The second lift function is an expansion of the first one. Again, we have an array with the same dimension as the orientation score. The function values at the locations corresponding to the locations and orientations of the centerlines and their rotations are 1. However, in this case, we support angular movement at seeds. Therefore, the lift function is assigned value 1 for all orientations at the seeds. This way, it is encouraged to visit the seeds.
Afterwards, a Gaussian filter is applied to the lift functions such that the function values are slightly blurred and approach continuous behaviour better.
(c) Construct cost function: The costs $\mathcal{C}$ are defined by calculating

$$
\begin{equation*}
\mathcal{C}(\mathrm{x}, \theta)=\frac{1}{1+\lambda V(\mathrm{x}, \theta)^{p}} \tag{89}
\end{equation*}
$$

where $\lambda=400$ and $p=2$.
(d) Identify crossings: Last, we identified all crossings in the upper half of the image. For each location, we identified the orientation of the crossing vessels as well. For now, we identified these locations and orientations by hand.
8. Vessel tracking (building volume and backtracking). Depending on the frame in which our tracking takes place, we calculate different metrics. As explained earlier, we use Jean-Marie Mirebeau's Fast Marching code to find the geodesics.

- Left Invariant Frame and Gauge Frame: Unfortunately, the function we use for the forward gear gauge frame ("AsymmetricQuadratic3") does not have the option to calculate the angular component periodically. Therefore, we duplicate the metric and stack them on top of each other. We use 3 copies. This way, the tracking is able to follow the vessel, and will not be limited by the non-periodicity of the angular component. In an effort to make the computations more efficient, we duplicated the seeds and tips to "each angular layer". Note that using 3 copies is equivalent to using 5 copies without copying the seed. In the end, we select the shortest path from all the equivalent tips. We determine the metric, as explained in Appendix A, including the cost function, the dimensions of the domain, the area of the domain, and the seeds and tips. When we consider the forward gear variant, we also provide the forward direction, the number of copies that should be considered, and the variable $\varepsilon$.
- Mixed Frame: In Section 1.4 we discussed that the gauge frame is a good fit on the vessels, but not necessarily at other locations. Therefore, we consider a (convex) linear combination of both frames. When the cost function is small, it is cheap to move, so we are at a vessel structure. When we are on a vessel, we want to use the gauge frame. The other way around, when the cost function is high, it is expensive to move, so we are outside a vessel structure, and therefore, we want to use the left invariant frame. That leads us to the following frame

$$
\begin{equation*}
\mathcal{G}_{\mathrm{Mixed}}^{(f)}=(1-\mathcal{C}) \mathcal{G}_{\mathrm{GF}}^{(f)}+\mathcal{C} \mathcal{G}_{\mathrm{LIF}}^{(f)} \tag{90}
\end{equation*}
$$

where $\mathcal{C}$ denotes the cost function.
The forward direction adapts according to the same scaling as the frame does.
Remark 5.1. We used the ground truth while identifying the cost function in Step 7b. The ground truth contains all information on where the vessels are located in the image. Although we do not have this information under normal circumstances, we can justify using this information. There are different neural network techniques in which an accuracy up to $96 \%$ can be achieved [33].
The values of the different parameters in the experiments are given in Table 2. Note that using more orientations would result in a better vessel tracking result. However, due to calculation capacity of the computer, we decided to use $N_{\theta}=64$. Computations are a lot faster and use less memory when we choose to use a smaller $N_{\theta}$. However, the fast marching algorithm needs sufficient angular directions in order to find smooth results

|  | $\xi$ | $\zeta$ | $N_{\theta}$ | $\sigma_{s}$ | $\sigma_{a}$ | $\varepsilon$ | $\alpha$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cost function in Figure | 40 | 0.1 | 0.1 | 64 | 3 or 7 (see text) | $0.87 s_{\theta}$ | 0.1 |
| $2 / 3$ |  |  |  |  |  |  |  |
| Cost function in Figure | 0.1 | 1 | 32 | 1.5 | 0.6 | 0.1 | $2 / 3$ |

Table 2: Values used for the different parameters in the experiment using different cost functions for vessel tracking in a tree, with $s_{\theta}=\frac{2 \pi}{N_{\theta}}$.


Figure 39: Setting of Experiment 1 (tracking in vessel tree).

### 5.1 Experiment

The retina image that is used in Experiment 1 is shown in Figure 39 As mentioned before, we will track multiple vessels at once. All geodesics need to find a way from each tip (red point) to a starting point (green point). The cost functions belonging to this retina image (explained in both item 7 b and 7 c ), are visualized in Figure 40 . We see that the cost function consists of cheap line segments that meet at bifurcation points. For the cost function with elevators at the seeds, we see that all line segments are glued together at bifurcation points. Since we want to stimulate the tracking to rotate (and connect different line segments) at these bifurcation points, we will use the cost function with elevators. Note that we know the locations of bifurcation points for this image. However, under normal circumstances, one does not have such a classification of points. Therefore, it is important to look for a way to classify both points automatically.
First, we compare the tracking results of the left invariant frame and gauge frame for both the symmetric and forward gear variants of the model. In Figure 41, we see the results of these tracking algorithms. We see that the results of the tracking for the symmetric and forward gear left invariant frame are identical. That means that the model did not have to switch gears in the symmetric model. We see that the tracking is performed correctly for all vessels. Since we argued in the Section 4 that the gauge frame was better able to follow specific structures in an image, we check how the tracking results are for the vessel tree given in this image. We see that the tracking of symmetric anisotropic gauge frame switches to a different vessel from what was expected twice. The first time, the tracking uses a crossing as a bifurcation point. This could be related to the alignment of the gauge frame. The second time, the tracking switches vessels, the two vessels are located very close to each other. When the gauge frame is not correctly aligned with the vessel, it is possible that the tracking is stimulated to move towards a different vessel and continue its way there. This seems to be confirmed when we look at the direction of the first gauge vector in Figure 42. For the forward gear anisotropic gauge frame, the results are very similar to the symmetric case. Last, we consider the mixed frame as introduced in Eq. 90). This frame uses the left invariant frame where the cost function is high, and the gauge frame where the cost function is low. We see that the results for the symmetric and forward gear variants of this model are also very similar. However, they do differentiate from what we found for the anisotropic left invariant frame and the anisotropic gauge frame. In this model, two vessels move in a direction that we did not anticipate. We note that the vessel that decided before to switch vessels at a point where the two vessels are very close together, follows its own vessel structure correctly now. However, at the first crossing that it comes across, it treats the crossing as a bifurcation, moving in a different direction from what we would expect. Another vessel first meets a bifurcation point, where it does not move in the direction towards the seed, but towards the different tip. Then, when it meets the same crossing as described before, it moves in the same direction as all other vessels. This is different from what we would expect, since the it moves over a larger distance now.

We discussed that the mistakes in the tracking could be related to the gauge frame that was used to calculate the results. Therefore, we take a closer look at the exponential curves belonging to the gauge frame. They are plotted in Figure 42. We calculated the gauge frame for different variables, and see that the alignment of the exponential curves to the vessel structure is the best in Figure 42c where we use $\sigma_{s}=3$ and wavelet size 5 . Therefore, we also consider the tracking results where the gauge frame is calculated with these variables.
The tracking results where the gauge frame is constructed using $\sigma_{s}=3$ and wavelet size 5 are given in Figure


Figure 40: Cost function corresponding to Experiment 1 with the methods explained in items 7 b and 7 c .

43 In the symmetric anisotropic gauge frame tracking, we see that there are two locations where the tracking goes wrong. These are the same as in the tracking where we used the gauge frame constructed with $\sigma_{s}=7$ and wavelet size 15. In the forward gear variant of this model, there is an extra location where the tracking does not follow the vessel correctly. There is one vessel that contains several bends, which is not tracked correctly. In the symmetric and forward gear mixed model the tracking is correct for the most part. The tracking only switches vessels where they are very close together. Again, this could be related to the fitting of the gauge frame. Looking at the image, it is understandable that it assumes that there is a crossing/bifurcation at this location, since the orientation of the vessels is also very similar.

In conclusion, we see that the gauge frame needs to be fitted very well on the image that we are considering in order to find good results. This is not trivial, since there are a lot of parameters that can be adapted in an effort to find a better gauge frame. Unfortunately, we have not been able to find the ideal settings for the image presented in Figure 39. This still requires more research.
We note that, due to our very strict cost function, the tracking rarely moves outside of the vessel structure. Therefore, we consider the tracking for a different, less precise cost function as well. This cost function is inspired by the cost function introduced in [34. We implemented a single scale vesselness filter, instead of a multi-scale version. The mobility, a.k.a. vesselness filter, uses an anisotropy measure $\mathcal{R}$ and a structure measure $\mathcal{S}$. These are based on the second order derivatives in the coordinate frame that we are considering. The convexity criterion $\mathcal{Q}$ is chosen to select transversal vessel profiles. The vesselness filter $\mathcal{V}\left(U_{f}\right): S E(2) \rightarrow \mathbb{R}^{+}$is given by

$$
\mathcal{V}\left(U_{f}\right)=\left\{\begin{array}{cc}
0 & \text { if } \mathcal{Q} \leq 0  \tag{91}\\
\exp \left(-\frac{\mathcal{R}^{2}}{2 \sigma_{1}^{2}}\right)\left[1-\exp \left(-\frac{\mathcal{S}}{2 \sigma_{2}}\right)\right] & \text { if } \mathcal{Q}>0
\end{array}\right.
$$

In the above expression, variables $\sigma_{1}$ and $\sigma_{2}$ are always chosen to be 0.5 and $0.2\|\mathcal{S}\|_{\infty}$ respectively.
We use the left invariant frame while calculating the cost function. Then, the different measures are given by

$$
\begin{equation*}
\mathcal{R}=\frac{\mathcal{A}_{1}^{2} U_{f}^{s, \beta}}{\mathcal{A}_{2}^{2} U_{f}^{s, \beta}}, \quad \mathcal{S}=\left(\mathcal{A}_{1}^{2} U_{f}^{s, \beta}\right)^{2}+\left(\mathcal{A}_{2}^{2} U_{f}^{s, \beta}\right)^{2}, \quad \mathcal{Q}=\mathcal{A}_{2}^{2} U_{f}^{s, \beta} \tag{92}
\end{equation*}
$$


(a) Backtracking results for symmetric anisotropic left invariant frame.

(c) Backtracking results for symmetric anisotropic gauge frame with $\sigma_{s}=7, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 15.

(e) Backtracking results for symmetric mixed frame with $\sigma_{s}=7, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 15 .

(b) Backtracking results for forward gear anisotropic left invariant frame.

(d) Backtracking results for forward gear anisotropic gauge frame with $\sigma_{s}=7, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 15.

(f) Backtracking results for forward gear mixed frame with $\sigma_{s}=7, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 15.

Figure 41: The tracking of the vessels is indicated in cyan and red (symmetric and forward gear respectively). Blue circles are placed around the locations where the tracking behaves differently from what we expect. The vessel boundaries are indicated in green. The used cost function was introduced in items 7 b and 7 c .


Figure 42: Exponential curves for gauge frame using different spatial blurring coefficients and wavelets sizes.

(a) Backtracking results for symmetric anisotropic gauge frame with $\sigma_{s}=3, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 5.

(c) Backtracking results for symmetric mixed frame with $\sigma_{s}=3, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 5 .

(b) Backtracking results for forward gear anisotropic gauge frame with $\sigma_{s}=3, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 5.

(d) Backtracking results for forward gear mixed frame with $\sigma_{s}=3, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 5 .

Figure 43: The tracking of the vessels is indicated in cyan and red (symmetric and forward gear respectively). Blue circles are placed around the locations where the tracking behaves differently from what we expect. The vessel boundaries are indicated in green. The used cost function was introduced in items 7 bb and 7 c .

Here, the superscripts ${ }^{s, \beta}$ indicate Gaussian derivatives at spatial scale $s=\frac{1}{2} \tilde{\sigma}_{s}$ and angular scale $\frac{1}{2}\left(\beta \tilde{\sigma}_{s}\right)^{2}$. In this example, we chose $\beta=0.75 / \tilde{\sigma}_{s}$, and $\tilde{\sigma}_{s}=2$.
We note that the retinal image in Figure 39 contains a black mask in the shape of a disk. The edge that arises on the boundary between the image and the mask will be recognized as a vessel-structure. Therefore, we remove this structure from the vesselness filter that we construct. We do so by calculating the vesselness filter for only the mask (without the retinal image), and set all points where the vesselness filter of the mask goes under a certain threshold (in our case $10^{-4}$ ) to zero. Since angular movement was better supported than we would like it to be, we used erosion in the angular direction to limit angular movement. The result of the aforementioned manipulations are saved in $\tilde{\mathcal{V}}$, which is rescaled such that all values are in the interval $[0,1]$. Last, we suppose that we know where the bifurcations are located. Here, we support movement in all directions. These points are spatially blurred with a scale of 1.5 , such that angular movement is also slightly supported close to the bifurcation point. These values are rescaled such that they are in the interval $[0,1]$. The values are saved in the Bifurcation Point Density B. Then, the mobility $\mathcal{M}$ is given by

$$
\mathcal{M}(\mathbf{x}, \theta)=\max \{\tilde{\mathcal{V}}(\mathbf{x}, \theta), 1 / 4 \cdot \mathrm{~B}(\mathbf{x}, \theta)\}
$$

Then, this mobility is rescaled to be in the interval $[0,1]$. The corresponding cost function is given by

$$
\begin{equation*}
\mathcal{C}_{\mathcal{V}}(\mathrm{x}, \theta)=\frac{1}{1+\lambda \cdot \mathcal{M}(\mathrm{x}, \theta)^{p}} \tag{93}
\end{equation*}
$$

where $\lambda=800$ and $p=2$. The visualization of this cost function is given in Figure 44 The tracking results belonging to the cost function given in Figure 44 are visualized in Figure 45 .
First, we discuss the results of the tracking in the left invariant frame. We see that the tracking is less accurate compared to when we used the "exact cost function". However, the tracking is still very decent. The blue circles indicate where the tracking goes wrong. These are located at places where either crossings occur or where both vessels are close to each other. Last, we note that there are no significant differences between the symmetric and the forward gear left invariant trackings.

Next, we consider the gauge frame tracking. We see that this tracking is less accurate. Instead of discussing all vessels, we highlight two of them which illustrate the recurring problems accurately. In Figure 46, we see in both images that the tracking is better at adapting for curvature (in the white ovals). However, there are also places where the tracking results are not that well fitted. This occurs at crossings of blood vessels. The gauge frame was fitted such that it follows the vessel structure better. However, the gauge frame always prefers

(b) Visualization of alternative cost function.


Figure 44: Visualizations of alternative cost function explained in Eq. (93) corresponding to Experiment 1.

(a) Backtracking results for symmetric left invariant frame.

(c) Backtracking results for symmetric anisotropic gauge frame with $\sigma_{s}=3, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 75.

(e) Backtracking results for symmetric mixed frame with $\sigma_{s}=3, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 75 .
(b) Backtracking results for forward gear anisotropic left invariant frame.

(d) Backtracking results for forward gear anisotropic gauge frame with $\sigma_{s}=3, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 75.

(f) Backtracking results for forward gear mixed frame with $\sigma_{s}=3, \sigma_{a}=0.87 s_{\theta}$ and wavelet size 75 .

Figure 45: The tracking of the vessels is indicated in cyan and red (symmetric and forward gear respectively). Blue circles are placed around the locations where the tracking behaves differently from what we expect. The vessel boundaries are indicated in green. The used cost function is introduced in Eq. (93).

(a) Tortuous vessel that runs into several crossings.

(b) Tortuous vessel.

Figure 46: Backtracking results for symmetric mixed frame with $\sigma_{s}=1.5, \sigma_{a}=0.6$ and wavelet size 75 . The seeds and bifurcation points are indicated by the green points. The tips are indicated by the red points. The vessel structure is visualized by the green boundaries. In the white ovals, the regions where the gauge frame is better able to adapt to curvature compared to the left invariant frame are surrounded. At the blue circles, the tracking opts for the wrong/unexpected blood vessel. The used cost function is introduced in Eq. (93).
the dominant structure. That means that at crossings, the gauge frame stimulates the tracking to follow the dominant vessel. This is not always the vessel that we intend to track, as we can see in Figure 46a, where this happens twice (see blue circles).

Last, we see in Figure 45 that the tracking results are a combination of the left invariant frame and the gauge frame (as expected). We see that at the "highly tortuous vessels", the left invariant frame tracking is used. At these places, the cost function is less precise, and therefore the left invariant frame takes over when the tracking moves outside the cheap areas of the cost function. We still see that at crossings (and places where the two vessels are very close to each other), the tracking prefers the dominant vessel. The cost function could possibly be improved by considering a gauge frame based variant of the vesselness function.

### 5.2 Conclusion

We discussed the results of the different tracking methods using different cost functions. We summarize our main conclusions:

1. The choice of the cost function is very important. Choosing a very precise cost function (as suggested in Figure 40, the tracking results will be very good. However, obtaining such a perfect lifted cost function requires too much training in a deep learning approach. Geometrical methods provide reasonable crossing preserving vesselness cost functions, but in cases where bifurcations or crossings are close to each other, tracking errors start to occur. Using deep learning segmentations with basic forward networks provide worse segmentations. In the future, we either must optimize/train the (geometric) crossing preserving vesselness parameters, or enlarge the network architecture with state of the art computer science techniques. In addition to that, prior classification (e.g. via deep learning) of crossings and bifurcations is still desirable to achieve correct vessel tracking (without artifical keypoints and skeletons [35, 36).
2. It is very important that the gauge frame is well-fitted to the retina image. When the gauge frame is not fitted optimally, one can easily see this in the tracking results, which will become more jittery or leave the vessel structure. This happens when the underlying frame encourages the tracking to move outside of the vessel structure. The cost function discourages this movement, leading to a zigzag path. An alternative explanation would be that the "main direction" of the gauge frame differs a lot per location. In that case, it is also possible that the tracking is not smooth despite stabilization of the gauge frame [5].
3. The gauge frames main direction often bends into the direction with the highest response. However, at crossings, this direction is not always the direction of the vessel that we are considering. Therefore, all vessels arriving at a crossing are encouraged to start moving along the most dominant vessel. This is not the vessel that all trackings should be following. Therefore, it is important to construct a cost function which ensures cross-profile consistency. This possibly makes it less likely for trackings to change direction at crossings. In addition to that, one should consider to use a different frame near crossings (e.g. left invariant frame). One could implement this using the non-crossing conserving vesselness map, e.g. the vesselness function of Frangi 37.
Since the fast marching algorithm needs a higher number of orientations to find a good tracking, the advantage of using fewer orientations is not interesting anymore. The advantages of the reduced computation time are less, but they are still applicable, since the fast marching algorithm is a lot faster than the finite difference method.

## 6 Future Research

In this report, we discussed the implementation of the forward gear variant of the gauge frame model and compared it to other existing models. Even though we have considered and implemented a lot of theory, there are still aspects that need to be studied more closely. In this section, we will elaborate on them.
We have used two different solution strategies to solve the Eikonal PDE. The first one used a finite differences approach. We implemented this such that it can track several tips to one single seed in one go. In practice, we often need to track several tips, but it is not always clear beforehand which seeds correspond to the tips. Therefore, it is important to ensure that the volume is built such that it can consider multiple seeds as well. In practice, this means that we give all seeds $\mathbf{p}_{S}$ value 0 in every iteration. Note that this has already been implemented in the fast marching method of Jean-Marie Mirebeau [26].
While studying the finite differences approach, it is important to also do a stability analysis. Erik Franken has already preformed this for the left invariant frame [11]. We used the same condition for the gauge frame, but this may not always be the best condition to use, since we are considering a slightly different model. Therefore, it would be good to have a close look at this stability condition and its validity. At the same time, it would also be interesting to check the order of accuracy of the used scheme.
In some specific situations, there were a some problems with the tracking; it would reach a local minimum before reaching the global minimum. These local minima were not located on grid points, but in between. We used a list interpolation to construct a continuous function out of a discrete list. However, we also expect there only to be minima at the seeds. When a local minimum is reached at a different point, this is not in line with our expectations. Therefore, it is important to do some more research on why these local minima occur, and how we can prevent them from occurring. One of the solution strategies would be adding Gaussian derivatives while calculating the steepest descent algorithm. At this point in time, we solved the tracking problems by slightly blurring only in the angular component.

In Section 5, we discussed vessel tracking in a vessel tree. We learned that it is very important that the constants which are used to fit the gauge frame, are chosen correctly. If we want to automatize this algorithm in an application, it is important that these constants can be chosen automatically, in an efficient manner. Therefore, it is relevant to search for a "rule of thumb" which results in a well-fitted gauge frame. It was illustrated that using a different gauge frame results in a different tracking, which might differ from the expected, correct result.

In Section 5, we discussed the best cost function. We concluded that, in order to find correct results, we need to connect the cost function at bifurcation points. In order to do this correctly, we need to identify the bifurcations. It is important to distinguish between crossings and bifurcations, since we do not want to stimulate rotation at crossings. When we use this tracking in applications, it is crucial that it is possible to classify bifurcations and crossings correctly. Therefore, it is valuable to work on an automated recognition of crossings and bifurcations and their corresponding directions.
Throughout this thesis, we noted in several scenarios that the gauge frame is well able to adapt for curvature. This is one of the main advantages of this frame. However, exactly this adaptation for curvature also leads to crossings being interpreted as bifurcations. The gauge frame will in that case adapt towards the dominant vessel, which is undesirable for the other, crossing, vessel which will most likely be tracked less well. Therefore, it is important to come up with a way to use the gauge frame only when it is not near crossings. One of the ways to do this, would be by identifying, besides the bifurcations, the crossings as well. A more automated way to "identify crossings and bifurcations", would be by using the Frangi-vesselness function on the image [37. This cost function is weak at crossings and bifurcations, and therefore would be ideal to use in the mixed tensor field as given in Eq. (90).

Last, the tracking results in the fast marching method are calculated with an algorithm that is very similar to Dijkstra's algorithm. In this thesis, we used this implemented algorithm to calculate the tracking results. Therefore, the tracking is not smooth. There are different ways to resolve this. First, one can calculate the weighted average of each point. By calculating $\mathbf{x}_{i}^{\text {new }}=\frac{\mathbf{x}_{i-1}+2 \mathbf{x}_{i}+\mathbf{x}_{i+1}}{4}$, one finds a tracking result which will be less jittery. Alternatively, one could use the steepest descent tracking that was used in the finite differences method. This also leads to a smooth tracking result.

## A (Gauge Frame and Left Invariant) Metric Expressed with Respect to Static Frame

In the Fast Marching code of Jean-Marie Mirebeau, we need to supply the metric with respect to the standard, static frame. This means that we need to find $\mathcal{G}_{\epsilon}$, where $\epsilon=\left\{\epsilon^{1}, \epsilon^{2}, \epsilon^{3}\right\}:=\{\mathrm{d} x, \mathrm{~d} y, \mathrm{~d} \theta\}$ denotes the standard dual basis and $e=\left\{e_{1}, e_{2}, e_{3}\right\}:=\left\{\partial_{x}, \partial_{y}, \partial_{\theta}\right\}$ denotes the standard basis. In Eq. 45, $\mathcal{G}_{\chi}$ is expressed relative to the gauge frame (recall that the gauge basis is given by $\chi=\left\{\chi^{1}, \chi^{2}, \chi^{3}\right\}$ ). In order to find $\mathcal{G}_{\epsilon}$, we first have to express $\mathcal{G}_{\chi}$ relative to the left invariant frame, which we denote by $\mathcal{G}_{\omega}$ (recall that the left invariant basis is given by $\omega=\left\{\omega^{1}, \omega^{2}, \omega^{3}\right\}$ ). Once, we have found an expression to do this, we still need to express $\mathcal{G}_{\omega}$ relative to the standard basis, which we denote by $\mathcal{G}_{\epsilon}$, and denotes the metric that we need to enter in the code. Writing these steps as formulas, we get

$$
\begin{equation*}
\mathcal{G}=\sum_{i, j=1}^{3}\left[\mathcal{G}_{\chi}\right]_{i j} \chi^{i} \otimes \chi^{j}=\sum_{i, j=1}^{3}\left[\mathcal{G}_{\omega}\right]_{i j} \omega^{i} \otimes \omega^{j}=\sum_{i, j=1}^{3}\left[\mathcal{G}_{\epsilon}\right]_{i j} \epsilon^{i} \otimes \epsilon^{j} \tag{94}
\end{equation*}
$$

First, we start by expressing Eq. 45) in terms of the left invariant basis. We recall that we have

$$
\left[\mathcal{G}_{\chi}\right]=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{95}\\
0 & (1-\alpha)^{-2} & 0 \\
0 & 0 & (1-\alpha)^{-2}
\end{array}\right)
$$

In addition to that, we recall that the gauge frame vectors $\mathcal{B}_{i}$ are constructed out of the left invariant frame vectors $\mathcal{A}_{j}$. More specifically, we have

$$
\left.\mathcal{B}_{i}\right|_{\mathbf{p}}=\left.\sum_{j=1}^{3} c_{i}^{j}(\mathbf{p}) \mathcal{A}_{j}\right|_{\mathbf{p}},\left.\quad \quad \chi^{j}\right|_{\mathbf{p}}=\left.\sum_{i=1}^{3} \bar{c}_{i}^{j}(\mathbf{p}) \omega^{i}\right|_{\mathbf{p}}
$$

We can rewrite this to

$$
\left(\begin{array}{c}
\left.\mathcal{B}_{1}\right|_{\mathbf{p}} \\
\left.\mathcal{B}_{2}\right|_{\mathbf{p}} \\
\left.\mathcal{B}_{3}\right|_{\mathbf{p}}
\end{array}\right)=\mathbf{C}_{\mathbf{p}}\left(\begin{array}{c}
\left.\mathcal{A}_{1}\right|_{\mathbf{p}} \\
\left.\mathcal{A}_{2}\right|_{\mathbf{p}} \\
\left.\mathcal{A}_{3}\right|_{\mathbf{p}}
\end{array}\right), \quad\left(\begin{array}{c}
\left.\chi^{1}\right|_{\mathbf{p}} \\
\left.\chi^{2}\right|_{\mathbf{p}} \\
\left.\chi^{3}\right|_{\mathbf{p}}
\end{array}\right)=\overline{\mathbf{C}}_{\mathbf{p}}^{\top}\left(\begin{array}{c}
\left.\omega^{1}\right|_{\mathbf{p}} \\
\left.\omega^{2}\right|_{\mathbf{p}} \\
\left.\omega^{3}\right|_{\mathbf{p}}
\end{array}\right)
$$

where

$$
\mathbf{C}_{\mathbf{p}}:=\left(\begin{array}{lll}
c_{1}^{1}(\mathbf{p}) & c_{1}^{2}(\mathbf{p}) & c_{1}^{3}(\mathbf{p})  \tag{96}\\
c_{2}^{1}(\mathbf{p}) & c_{2}^{2}(\mathbf{p}) & c_{2}^{3}(\mathbf{p}) \\
c_{3}^{1}(\mathbf{p}) & c_{3}^{2}(\mathbf{p}) & c_{3}^{3}(\mathbf{p})
\end{array}\right), \quad \quad \overline{\mathbf{C}}_{\mathbf{p}}:=\left(\begin{array}{lll}
\bar{c}_{1}^{1}(\mathbf{p}) & \bar{c}_{1}^{2}(\mathbf{p}) & \bar{c}_{1}^{3}(\mathbf{p}) \\
\bar{c}_{2}^{1}(\mathbf{p}) & \bar{c}_{2}^{2}(\mathbf{p}) & \bar{c}_{2}^{3}(\mathbf{p}) \\
c_{3}^{1}(\mathbf{p}) & \bar{c}_{3}^{2}(\mathbf{p}) & \bar{c}_{3}^{3}(\mathbf{p})
\end{array}\right) .
$$

First, we need to identify the variables $\bar{c}_{j}^{i}$. Here, we use that for dual vectors, one should have $\left\langle\left.\chi^{j}\right|_{\mathbf{p}},\left.\mathcal{B}_{i}\right|_{\mathbf{p}}\right\rangle=\delta_{i}^{j}$ in the gauge frame, just like $\left\langle\left.\omega^{j}\right|_{\mathbf{p}},\left.\mathcal{A}_{i}\right|_{\mathbf{p}}\right\rangle=\delta_{i}^{j}$ in the left invariant frame. That means that we have, for $i, j=1,2,3$ and for unknown $\bar{c}_{j}^{i}$

$$
\begin{align*}
\delta_{i}^{j}=\left\langle\left.\chi^{j}\right|_{\mathbf{p}},\left.\mathcal{B}_{i}\right|_{\mathbf{p}}\right\rangle & =\left\langle\left.\sum_{k=1}^{3} \bar{c}_{k}^{j}(\mathbf{p}) \omega^{k}\right|_{\mathbf{p}},\left.\sum_{l=1}^{3} c_{i}^{l}(\mathbf{p}) \mathcal{A}_{l}\right|_{\mathbf{p}}\right\rangle \\
& =\sum_{k, l=1}^{3} \bar{c}_{k}^{j}(\mathbf{p}) c_{i}^{l}(\mathbf{p})\left\langle\left.\omega^{k}\right|_{\mathbf{p}},\left.\mathcal{A}_{l}\right|_{\mathbf{p}}\right\rangle=\sum_{k=1}^{3} \bar{c}_{k}^{j}(\mathbf{p}) c_{i}^{k}(\mathbf{p}) \tag{97}
\end{align*}
$$

We can rewrite the expression in Eq. (97) to

$$
\begin{aligned}
& \left(\begin{array}{lll}
c_{1}^{1}(\mathbf{p}) & c_{1}^{2}(\mathbf{p}) & c_{1}^{3}(\mathbf{p}) \\
c_{2}^{1}(\mathbf{p}) & c_{2}^{2}(\mathbf{p}) & c_{2}^{3}(\mathbf{p}) \\
c_{3}^{1}(\mathbf{p}) & c_{3}^{2}(\mathbf{p}) & c_{3}^{3}(\mathbf{p})
\end{array}\right)\left(\begin{array}{lll}
\bar{c}_{1}^{1}(\mathbf{p}) & \bar{c}_{1}^{2}(\mathbf{p}) & \bar{c}_{1}^{3}(\mathbf{p}) \\
\bar{c}_{2}^{1}(\mathbf{p}) & \bar{c}_{2}^{2}(\mathbf{p}) & \bar{c}_{2}^{3}(\mathbf{p}) \\
\bar{c}_{3}^{1}(\mathbf{p}) & \bar{c}_{3}^{2}(\mathbf{p}) & \bar{c}_{3}^{3}(\mathbf{p})
\end{array}\right)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \\
\Leftrightarrow & \left(\begin{array}{lll}
\sum_{k=1}^{3} c_{1}^{k}(\mathbf{p}) \bar{c}_{k}^{1}(\mathbf{p}) & \sum_{k=1}^{3} c_{1}^{k}(\mathbf{p}) \bar{c}_{k}^{2}(\mathbf{p}) & \sum_{k=1}^{3} c_{1}^{k}(\mathbf{p}) \bar{c}_{k}^{3}(\mathbf{p}) \\
\sum_{k=1}^{3} c_{2}^{k}(\mathbf{p}) \bar{c}_{k}^{1}(\mathbf{p}) & \sum_{k=1}^{3} c_{2}^{k}(\mathbf{p}) \bar{c}_{k}^{2}(\mathbf{p}) & \sum_{k=1}^{3} c_{2}^{k}(\mathbf{p}) \bar{c}_{k}^{3}(\mathbf{p}) \\
\sum_{k=1}^{3} c_{3}^{k}(\mathbf{p}) \bar{c}_{k}^{1}(\mathbf{p}) & \sum_{k=1}^{3} c_{3}^{k}(\mathbf{p}) \bar{c}_{k}^{2}(\mathbf{p}) & \sum_{k=1}^{3} c_{3}^{k}(\mathbf{p}) \bar{c}_{k}^{3}(\mathbf{p})
\end{array}\right)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \\
\Leftrightarrow & \mathbf{C}_{\mathbf{p}} \overline{\mathbf{C}}_{\mathbf{p}}=\mathbf{I} .
\end{aligned}
$$

That means that we can easily calculate $\overline{\mathbf{C}}_{\mathbf{p}}$ by taking the inverse of $\mathbf{C}_{\mathbf{p}}$, so

$$
\overline{\mathbf{C}}_{\mathbf{p}}=\mathbf{C}_{\mathbf{p}}^{-1}
$$

Next, we need to find out how we can calculate [ $\mathcal{G}_{\omega}$ ]. We do so by rewriting Eq. (94), which gives us

$$
\begin{align*}
\mathcal{G} & =\sum_{i, j=1}^{3}\left[\mathcal{G}_{\chi}\right]_{i j} \chi^{i} \otimes \chi^{j} \\
& =\sum_{i, j=1}^{3}\left[\mathcal{G}_{\chi}\right]_{i j}\left(\sum_{k=1}^{3} \bar{c}_{k}^{i}(\mathbf{p}) \omega^{k}\right) \otimes\left(\sum_{l=1}^{3} \bar{c}_{l}^{j}(\mathbf{p}) \omega^{l}\right) \tag{98}
\end{align*}
$$

Since we know the tensor product is a linear transformation, we can rewrite Eq. (98) to

$$
\begin{aligned}
\mathcal{G} & =\sum_{i, j=1}^{3}\left[\mathcal{G}_{\chi}\right]_{i j} \sum_{k, l=1}^{3} \bar{c}_{k}^{i}(\mathbf{p}) \bar{c}_{l}^{j}(\mathbf{p}) \omega^{k} \otimes \omega^{l} \\
& =\sum_{k, l=1}^{3}\left(\sum_{i, j=1}^{3} \bar{c}_{k}^{i}(\mathbf{p})\left[\mathcal{G}_{\chi}\right]_{i j} \bar{c}_{l}^{j}(\mathbf{p})\right) \omega^{k} \otimes \omega^{l} \\
& =\sum_{k, l=1}^{3}\left(\sum_{i, j=1}^{3}\left[\overline{\mathbf{C}}_{\mathbf{p}}\right]_{k i}[\mathcal{G} \chi]_{i j}\left[\overline{\mathbf{C}}_{\mathbf{p}}\right]_{l j}\right) \omega^{k} \otimes \omega^{l} \\
& =\sum_{k, l=1}^{3}\left(\left[\overline{\mathbf{C}}_{\mathbf{p}} \mathcal{G}_{\chi} \overline{\mathbf{C}}_{\mathbf{p}}^{\top}\right]_{k l}\right) \omega^{k} \otimes \omega^{l} \\
& =\sum_{k, l=1}^{3}\left[\mathcal{G}_{\omega}\right]_{k l} \omega^{k} \otimes \omega^{l} .
\end{aligned}
$$

We can express $\left[\mathcal{G}_{\omega}\right]$ as a matrix product, being

$$
\left[\mathcal{G}_{\omega}\right]=\overline{\mathbf{C}}_{\mathbf{p}}\left[\mathcal{G}_{\chi}\right] \overline{\mathbf{C}}_{\mathbf{p}}^{\top}=\mathbf{C}_{\mathbf{p}}^{-1}\left[\mathcal{G}_{\chi}\right] \mathbf{C}_{\mathbf{p}}^{-\top}
$$

With similar calculations, we can express the metric in terms of the standard basis $\epsilon$. That means that we need to find the transformation matrices $\mathbf{Q}_{\mathbf{p}}$ and $\overline{\mathbf{Q}}_{\mathbf{p}}$ such that

$$
\left(\begin{array}{c}
\left.\mathcal{A}_{1}\right|_{\mathbf{p}} \\
\left.\mathcal{A}_{2}\right|_{\mathbf{p}} \\
\left.\mathcal{A}_{3}\right|_{\mathbf{p}}
\end{array}\right)=\mathbf{Q}_{\mathbf{p}}\left(\begin{array}{c}
\left.\mathbf{e}_{1}\right|_{\mathbf{p}} \\
\left.\mathbf{e}_{2}\right|_{\mathbf{p}} \\
\left.\mathbf{e}_{3}\right|_{\mathbf{p}}
\end{array}\right), \quad\left(\begin{array}{c}
\left.\omega^{1}\right|_{\mathbf{p}} \\
\left.\omega^{2}\right|_{\mathbf{p}} \\
\left.\omega^{3}\right|_{\mathbf{p}}
\end{array}\right)=\overline{\mathbf{Q}}_{\mathbf{p}}^{\top}\left(\begin{array}{c}
\left.\epsilon^{1}\right|_{\mathbf{p}} \\
\left.\epsilon^{2}\right|_{\mathbf{p}} \\
\left.\epsilon^{3}\right|_{\mathbf{p}}
\end{array}\right)
$$

is satisfied. That means that it is given by

$$
\mathbf{Q}_{\mathbf{p}}=\left(\begin{array}{ccc}
\cos \theta & \sin \theta & 0  \tag{99}\\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right), \quad \overline{\mathbf{Q}}_{\mathbf{p}}=\mathbf{Q}_{\mathbf{p}}^{-1}
$$

Repeating the arguments above, we find

$$
\begin{equation*}
\left[\mathcal{G}_{\epsilon}\right]=\overline{\mathbf{Q}}_{\mathbf{p}}\left[\mathcal{G}_{\omega}\right] \overline{\mathbf{Q}}_{\mathbf{p}}^{\top}=\mathbf{Q}_{\mathbf{p}}^{-1} \mathbf{C}_{\mathbf{p}}^{-1}\left[\mathcal{G}_{\chi}\right] \mathbf{C}_{\mathbf{p}}^{-\top} \mathbf{Q}_{\mathbf{p}}^{-\top}=\left(\mathbf{C}_{\mathbf{p}} \mathbf{Q}_{\mathbf{p}}\right)^{-1}\left[\mathcal{G}_{\chi}\right]\left(\mathbf{C}_{\mathbf{p}} \mathbf{Q}_{\mathbf{p}}\right)^{-\top} \tag{100}
\end{equation*}
$$

where

$$
\mathcal{G}=\sum_{m, n=1}^{3}\left[\mathcal{G}_{\epsilon}\right]_{m n} \epsilon^{m} \otimes \epsilon^{n}
$$

The more extended arguments for the statement in Eq. 100 are

$$
\begin{aligned}
\mathcal{G} & =\sum_{k, l=1}^{3}\left[\mathcal{G}_{\omega}\right]_{k l} \omega^{k} \otimes \omega^{l} \\
& =\sum_{k, l=1}^{3}\left[\mathcal{G}_{\omega}\right]_{k l}\left(\sum_{m=1}^{3}\left[\overline{\mathbf{Q}}_{\mathbf{p}}\right]_{m k} \epsilon^{m}\right) \otimes\left(\sum_{n=1}^{3}\left[\overline{\mathbf{Q}}_{\mathbf{p}}\right]_{n l} \epsilon^{n}\right) \\
& =\sum_{m, n=1}^{3}\left(\sum_{k, l=1}^{3}\left[\overline{\mathbf{Q}}_{\mathbf{p}}\right]_{m k}\left[\mathcal{G}_{\omega}\right]_{k l}\left[\overline{\mathbf{Q}}_{\mathbf{p}}^{\top}\right]_{l n}\right) \epsilon^{m} \otimes \epsilon^{n} \\
& =\sum_{m, n=1}^{3}\left[\overline{\mathbf{Q}}_{\mathbf{p}} \mathcal{G}_{\omega} \overline{\mathbf{Q}}_{\mathbf{p}}^{\top}\right]_{m n} \epsilon^{m} \otimes \epsilon^{n} .
\end{aligned}
$$

In addition to the metric, we also need to supply the directions in which one may only move forward or backwards. In our case, the dual vectors are denoted by $\mathcal{B}_{1}$, so the primal vector is given by $\chi^{1}$. We need to express this vector in the standard frame as well. That means that we have

$$
\left.\left.\chi^{1}\right|_{\mathbf{p}}=\left.\sum_{i=1}^{3} \bar{c}_{i}^{1}(\mathbf{p}) \omega^{i}\right|_{\mathbf{p}}\right]=\left(\begin{array}{c}
\bar{c}_{1}^{1}(\mathbf{p}) \\
\bar{c}_{2}^{1}(\mathbf{p}) \\
\bar{c}_{3}^{1}(\mathbf{p})
\end{array}\right) \cdot\left(\begin{array}{c}
\left.\omega^{1}\right|_{\mathbf{p}} \\
\left.\omega^{2}\right|_{\mathbf{p}} \\
\left.\omega^{3}\right|_{\mathbf{p}}
\end{array}\right)=\left[\overline{\mathbf{C}}_{\mathbf{p}}^{\top}\right]_{1, \cdot}\left(\begin{array}{c}
\left.\omega^{1}\right|_{\mathbf{p}} \\
\left.\omega^{2}\right|_{\mathbf{p}} \\
\left.\omega^{3}\right|_{\mathbf{p}}
\end{array}\right) .
$$

## A. 1 Conclusion

In conclusion, we found that we can express the gauge metric with respect to the static frame by

$$
\begin{equation*}
\left[\mathcal{G}_{\epsilon}\right]=\left(\mathbf{C}_{\mathbf{p}} \mathbf{Q}_{\mathbf{p}}\right)^{-1}\left[\mathcal{G}_{\chi}\right]\left(\mathbf{C}_{\mathbf{p}} \mathbf{Q}_{\mathbf{p}}\right)^{-\top} \tag{101}
\end{equation*}
$$

where $\mathbf{C}_{\mathbf{p}}$ denotes the relationship between $\mathcal{B}_{i}$ and $\mathcal{A}_{j}$, and where $\mathbf{Q}_{\mathbf{p}}$ contains the relationship between $\mathcal{A}_{j}$ and $\epsilon_{k}$, which are given in Eq. 96 and Eq. 99 respectively. Furthermore, $\left[\mathcal{G}_{\chi}\right]$ is based on the considered metric, and is given in Eq. (95) for the metric tensor field introduced in Eq. 45.

The forward direction in the gauge frame is given by

$$
\left.\chi^{1}\right|_{\mathbf{p}}=\left[\mathbf{C}_{\mathbf{p}}^{-\top}\right]_{1, \cdot}\left(\begin{array}{c}
\left.\omega^{1}\right|_{\mathbf{p}} \\
\left.\omega^{2}\right|_{\mathbf{p}} \\
\left.\omega^{3}\right|_{\mathbf{p}}
\end{array}\right)=\left[\mathbf{C}_{\mathbf{p}}^{-\top}\right]_{1, \cdot} \mathbf{Q}_{\mathbf{p}}^{-\top}\left(\begin{array}{c}
\left.\epsilon^{1}\right|_{\mathbf{p}} \\
\left.\epsilon^{2}\right|_{\mathbf{p}} \\
\left.\epsilon^{3}\right|_{\mathbf{p}}
\end{array}\right) .
$$

When we want to express the left invariant frame in terms of the static frame $\left[\mathcal{G}_{\epsilon}\right]$, we can still use the relations in Eq. 101. In this special case, we have $\mathbf{C}_{\mathbf{p}}=\mathbf{I}$, where $\mathbf{I} \in \mathbb{R}^{3}$ denotes the identity matrix. The matrix [ $\mathcal{G}_{\chi}$ ] is replaced by $\left[\tilde{\mathcal{G}}_{\omega}\right]$ which is given by

$$
\left[\tilde{\mathcal{G}}_{\omega}\right]=\left(\begin{array}{ccc}
\xi^{2} & 0 & 0 \\
0 & \xi^{2} / \zeta^{2} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

for the metric tensor field introduced in Eq. 433. The forward direction of the left invariant frame is given by

$$
\left.\omega^{1}\right|_{\mathbf{p}}=\left[\mathbf{Q}_{\mathbf{p}}^{-\top}\right]_{1, \cdot}\left(\begin{array}{c}
\left.\epsilon^{1}\right|_{\mathbf{p}} \\
\left.\epsilon^{2}\right|_{\mathbf{p}} \\
\left.\epsilon^{3}\right|_{\mathbf{p}}
\end{array}\right)
$$

## B Control Sets

We discussed in Section 1.1.6 that the control sets need to be closed and vary continuously with respect to the point $\mathbf{p} \in \mathbb{M}_{2}$ in the sense of the Hausdorff distance. In [17], a proof is provided that the left invariant frame meets these requirements. However, this still needs to be shown for the gauge frame. Here, we will give a short summary of the needed theory and conclusions for the left invariant frame. Proofs can be found in Appendix A of [17].
First, we introduce some general theory. Afterwards, we will elaborate on what is needed for the specific frames that we are considering.
Definition B.1. Given a metric space $\mathbb{E}$, let $\mathcal{K}(\mathbb{E})$ be the collection of non-empty compact subsets of $\mathbb{E}$.
Given a normed vector space $V$, let $\mathfrak{C}(V) \subset \mathcal{K}(V)$ be the collection of non-empty compact subsets of $V$, which are convex and contained in the unit ball.

We introduce the distance function $\mathrm{d}_{A}$ and the Hausdorff distance $\mathcal{H}(A, B)$.
Definition B.2. Given a metric space $\mathbb{E}$, let $A, B \in \mathcal{K}(\mathbb{E})$. Then, the distance function $\mathrm{d}_{A}: \mathbb{E} \rightarrow \mathbb{R}^{+}$and the Hausdorff distance $\mathcal{H}(A, B)$ are defined respectively by

$$
d_{A}(x):=\inf _{y \in A} \mathrm{~d}(x, y), \quad \mathcal{H}(A, B):=\max \left\{\sup _{x \in B} \mathrm{~d}_{A}(x), \sup _{x \in A} \mathrm{~d}_{B}(x)\right\} .
$$

Definition B.3. A family of controls $\mathcal{B}$ on the set $\mathbb{X}$ is an element of the set $\mathfrak{B}$ defined by

- If $\mathbb{X} \subset \mathbb{E}$ an Euclidean vector space, then $\mathfrak{B}:=C^{0}(\mathbb{X}, \mathfrak{C}(\mathbb{E}))$.
- If $\mathbb{X} \subset \mathbb{M}$ a Riemannian maniforld, then $\mathfrak{B}:=\left\{\mathcal{B} \in C^{0}\left(\mathbb{X}, \mathcal{K}(T \mathbb{M}) \mid \forall \mathbf{p} \in \mathbb{X}, \mathcal{B}(\mathbf{p}) \in \mathfrak{C}\left(T_{\mathbf{p}} \mathbb{M}\right)\right\}\right.$.

Definition B.4. A path $\gamma$ is $T \mathcal{B}$-admissible, where $\gamma \in \Gamma, T \in \mathbb{R}^{+}$and $\mathcal{B} \in \mathfrak{B}$, iff for almost every $t \in[0,1]$

$$
\dot{\gamma}(t) \in T \mathcal{B}(\gamma(t)) .
$$

Definition B.5. For any $\mathcal{B} \in \mathfrak{B}, \mathbf{p}, \mathbf{q} \in \mathbb{X}$, we let

$$
T_{\mathcal{B}}(\mathbf{p}, \mathbf{q}):=\inf \{T \geq 0 \mid \exists \gamma \in \Gamma, \gamma(0)=\mathbf{p}, \gamma(1)=\mathbf{q} \text { and } \gamma \text { is } T \mathcal{B} \text {-admissible }\} .
$$

Proposition B.1. With the notations of Definition 1.19, the sets $\mathbf{p} \in \mathbb{M} \mapsto \mathcal{B}_{\mathcal{G}}(\mathbf{p})$ form a family of controls on $(\mathbb{M}, \delta\|\cdot\|)$. In addition for all $\mathbf{p}, \mathbf{q} \in \mathbb{M}$

$$
\mathrm{d}_{\mathcal{G}}(\mathbf{p}, \mathbf{q})=T_{\mathcal{B}_{\mathcal{G}}}(\mathbf{p}, \mathbf{q})
$$

## B. 1 Left Invariant Frame

In Section 2 , we introduced the left invariant metric tensor fields $\mathcal{G}_{\text {LIF }}$ and $\mathcal{G}_{\text {LIF }}^{f}$. Both tensor fields are given by

$$
\begin{aligned}
& \mathcal{G}_{\mathrm{LIF}}:=\frac{1}{(1+\beta / C)^{2}}\left(\xi^{2}\left(\omega^{1} \otimes \omega^{1}+\frac{1}{\zeta^{2}} \omega^{2} \otimes \omega^{2}\right)+\omega^{3} \otimes \omega^{3}\right) . \\
& \mathcal{G}_{\mathrm{LIF}}^{f}:=\frac{1}{(1+\beta / C)^{2}}\left(\xi^{2}\left(\omega^{1} \otimes \omega^{1}+\left(\varepsilon^{-2}-1\right)\left(\omega^{1} \otimes \omega^{1}\right)_{-}+\frac{1}{\zeta^{2}} \omega^{2} \otimes \omega^{2}\right)+\omega^{3} \otimes \omega^{3}\right) .
\end{aligned}
$$

Now, we will denote these metric tensor fields by $\mathcal{F}_{\varepsilon}:=\sqrt{\mathcal{G}_{\text {LIF }}}$ and $\mathcal{F}_{\varepsilon}^{f}:=\sqrt{\mathcal{G}_{\text {LIF }}^{f}}$ to stress the $\varepsilon$ dependency of the metric, and we choose $\zeta=\varepsilon$. We note that we have

$$
\begin{aligned}
& \left(\mathcal{F}_{0}\right)^{2}= \begin{cases}\frac{1}{(1+\beta / C)^{2}}\left(\xi^{2} \omega^{1} \otimes \omega^{1}+\omega^{3} \otimes \omega^{3}\right) & \text { if } \dot{\mathbf{x}} \propto \mathbf{n}, \\
+\infty & \text { else. }\end{cases} \\
& \left(\mathcal{F}_{0}^{f}\right)^{2}= \begin{cases}\frac{1}{(1+\beta / C)^{2}}\left(\xi^{2} \omega^{1} \otimes \omega^{1}+\omega^{3} \otimes \omega^{3}\right) & \text { if } \dot{\mathbf{x}} \propto \mathbf{n} \text { and } \dot{\mathbf{x}} \cdot \mathbf{n} \geq 0 \\
+\infty & \text { else. }\end{cases}
\end{aligned}
$$

Proposition B.2. The metrics $\mathcal{F}_{\epsilon}$ and $\mathcal{F}_{\varepsilon}^{f}$ are indeed metrics in the sense of Definition 1.19 for all $0 \leq \varepsilon \leq 1$. The associated control sets $\mathcal{B}_{\varepsilon}:=\mathcal{B}_{\mathcal{F}_{\varepsilon}}$ and $\mathcal{B}_{\varepsilon}^{f}:=\mathcal{B}_{\mathcal{F}_{\varepsilon}^{f}}$ depend continuously on the parameter $\varepsilon \in[0,1]$, and satisfy the inclusions $\mathcal{B}_{\varepsilon}(\mathbf{p}) \subset \mathcal{B}_{\varepsilon^{\prime}}(\mathbf{p})$ and $\mathcal{B}_{\varepsilon}^{f}(\mathbf{p}) \subset \mathcal{B}_{\varepsilon^{\prime}}^{f}(\mathbf{p})$ for any $\mathbf{p} \in \mathbb{M}$ and $0 \leq \varepsilon \leq \varepsilon^{\prime} \leq 1$.

In order to prove Proposition B.2, we need the following two lemmas.
Lemma B.1. Let $B$ be a compact subset of a metric space $\mathbb{E}$, and let $\varphi \in C^{0}(B, \mathbb{E})$. Then

$$
\mathcal{H}(B, \varphi(B)) \leq \sup _{x \in B} \mathrm{~d}(x, \varphi(x)) .
$$

We identify the following similarities:

$$
\begin{aligned}
\|\dot{\mathbf{x}}\|^{2} & =\left(\left.\omega^{1}\right|_{\mathbf{p}} \otimes\left(\left.\omega^{1}\right|_{\mathbf{p}}\right)(\dot{\mathbf{p}}, \dot{\mathbf{p}})+\left(\left(\left.\omega^{2}\right|_{\mathbf{p}} \otimes\left(\left.\omega^{2}\right|_{\mathbf{p}}\right)(\dot{\mathbf{p}}, \dot{\mathbf{p}}) ;\right.\right.\right. \\
|\dot{\mathbf{x}} \cdot \mathbf{n}|^{2} & =\left(\left(\left.\omega^{1}\right|_{\mathbf{p}} \otimes\left(\left.\omega^{1}\right|_{\mathbf{p}}\right)(\dot{\mathbf{p}}, \dot{\mathbf{p}}) ;\right.\right. \\
\|\dot{\mathbf{x}} \wedge \mathbf{n}\|^{2}:=\|\dot{\mathbf{x}}\|^{2}-|\dot{\mathbf{x}} \cdot \mathbf{n}|^{2} & =\left(\left(\left.\omega^{2}\right|_{\mathbf{p}} \otimes\left(\left.\omega^{2}\right|_{\mathbf{p}}\right)(\dot{\mathbf{p}}, \dot{\mathbf{p}}) ;\right.\right. \\
\|\dot{\mathbf{n}}\|^{2} & =\left(\left(\left.\omega^{3}\right|_{\mathbf{p}} \otimes\left(\left.\omega^{3}\right|_{\mathbf{p}}\right)(\dot{\mathbf{p}}, \dot{\mathbf{p}})\right.\right.
\end{aligned}
$$

Therefore, Lemma 6 from [17] states the same as Lemma B. 2 .
Lemma B.2. Let $\mathbf{n}_{1}, \mathbf{n}_{2} \in S^{1}$, let $a_{1}, a_{2}, b_{1}, b_{2} \geq 1$ and let $\varepsilon_{1}, \varepsilon_{2} \in[0,1]$. For each $i \in\{1,2\}$, let $B_{i}$ be the collection of all $(\dot{\mathbf{x}}, \dot{\mathbf{n}}) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$ obeying

$$
\begin{gathered}
\dot{\mathbf{n}} \cdot \mathbf{n}_{i}=0 \\
a_{i}^{2}\|\dot{\mathbf{n}}\|^{2}+b_{i}^{2}\left(\left|\dot{\mathbf{x}} \cdot \mathbf{n}_{i}\right|^{2}+\varepsilon_{i}^{-2}\left\|\dot{\mathbf{x}} \wedge \mathbf{n}_{i}\right\|^{2}\right) \leq 1 \text { if } \varepsilon_{i}>0 \\
a_{i}^{2}\|\dot{\mathbf{n}}\|^{2}+b_{i}^{2}\left|\dot{\mathbf{x}} \cdot \mathbf{n}_{i}\right|^{2} \leq 1 \text { and } \dot{\mathbf{x}} \wedge \mathbf{n}_{i}=0 \text { if } \varepsilon_{i}=0
\end{gathered}
$$

Then

$$
\mathcal{H}\left(B_{1}, B_{2}\right) \leq\left|a_{1}^{-1}-a_{2}^{-1}\right|+\left|b_{1}^{-1}-b_{2}^{-1}\right|+\sqrt{2\left(1-\mathbf{n}_{1} \cdot \mathbf{n}_{2}\right)}+\left|\zeta \varepsilon_{1}-\zeta \varepsilon_{2}\right| .
$$

The same estimate holds for the sets $B_{i}^{f}, i \in\{1,2\}$, defined by the inequalities

$$
\begin{array}{r}
\dot{\mathbf{n}} \cdot \mathbf{n}_{i}=0 \\
a_{i}^{2}\|\dot{\mathbf{n}}\|^{2}+b_{i}^{2}\left(\left(\dot{\mathbf{x}} \cdot \mathbf{n}_{i}\right)_{+}^{2}+\varepsilon_{i}^{-2}\left\|\dot{\mathbf{x}} \wedge \mathbf{n}_{i}\right\|^{2}+\left(\dot{\mathbf{x}} \cdot \mathbf{n}_{i}\right)_{-}^{2}\right) \leq 1 \text { if } \varepsilon_{i}>0 \\
a_{i}^{2}\|\dot{\mathbf{n}}\|^{2}+b_{i}^{2}\left(\dot{\mathbf{x}} \cdot \mathbf{n}_{i}\right)_{+}^{2} \leq 1 \text { and } \dot{\mathbf{x}} \wedge \mathbf{n}_{i}=0, \dot{x} \cdot \mathbf{n}_{i} \geq 0 \text { if } \varepsilon_{i}=0
\end{array}
$$

## B.1.1 Visualization of the Control Sets

There are multiple ways in which we can calculate them. The first method uses that we know the expression for an ellipsoid. For the (an)isotropic left invariant frame, using $\theta=0$, this is given by

$$
(\xi x)^{2}+\left(\frac{\xi y}{\zeta}\right)^{2}+\theta^{2}=1
$$

In the visualization tool, we need to give the distance $r_{i}$ from the center to the surface for 162 different directions. Therefore, we assume that we are looking in direction $\left(x_{i}, y_{i}, \theta_{i}\right)$. We assume that $\left\|\left(x_{i}, y_{i}, \theta_{i}\right)\right\|^{2}=1$ such that we have

$$
r^{2} x_{i}^{2}+r^{2} y_{i}^{2}+r^{2} \theta_{i}^{2}=r^{2}
$$

Then, one should have

$$
\left\{\begin{array}{l}
\tilde{x}_{i}^{2}+\tilde{y}_{i}^{2}+\tilde{\theta}_{i}^{2}=r_{i}^{2}  \tag{102}\\
\left(\xi \tilde{x}_{i}\right)^{2}+\left(\frac{\xi \tilde{y}_{i}}{\zeta}\right)^{2}+\tilde{\theta}_{i}^{2}=1,
\end{array}\right.
$$

where $\left(\tilde{x}_{i}, \tilde{y}_{i}, \tilde{\theta}_{i}\right)=\left(r x_{i}, r y_{i}, r \theta_{i}\right)$. Note that the first equation is always satisfied by definition. Rewriting the second equation given in Eq. 102 results in

$$
\begin{equation*}
r= \pm \sqrt{\frac{1}{\left(\xi x_{i}\right)^{2}+\left(\frac{\xi y_{i}}{\zeta}\right)^{2}+\theta_{i}^{2}}} \tag{103}
\end{equation*}
$$

Rotation of the axes over an angle $\theta$ gives

$$
x_{\text {new }}=\cos \theta x+\sin \theta y, \quad y_{\text {new }}=-\sin \theta x+\cos \theta y, \quad \theta_{\text {new }}=\theta
$$

Resulting in radii

$$
\begin{equation*}
r= \pm \sqrt{\frac{1}{\left(\xi\left(\cos \theta x_{1}+\sin \theta y_{1}\right)\right)^{2}+\left(\frac{\xi\left(-\sin \theta x_{1}+\cos \theta y_{1}\right)}{\zeta}\right)^{2}+\theta_{1}^{2}}} . \tag{104}
\end{equation*}
$$

We note that we can express the radii using matrices

$$
\begin{align*}
r & = \pm\left(\begin{array}{lll}
\left.\left(\begin{array}{lll}
x_{i} & y_{i} & \theta_{i}
\end{array}\right)\left(\begin{array}{ccc}
\cos \theta & -\sin \theta & \\
\sin \theta & \cos \theta & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
\xi^{2} & & \\
& \xi^{2} / \zeta^{2} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\cos \theta & \sin \theta & \\
-\sin \theta & \cos \theta & \\
& & 1
\end{array}\right)\left(\begin{array}{l}
x_{i} \\
y_{i} \\
\theta_{i}
\end{array}\right)\right)^{-1 / 2} \\
& = \pm\left(\left(\begin{array}{lll}
x_{i} & y_{i} & \theta_{i}
\end{array}\right) Q_{\mathbf{p}}^{-1}\left[\tilde{\mathcal{G}}_{\omega}\right] Q_{\mathbf{p}}^{-T}\left(\begin{array}{l}
x_{i} \\
y_{i} \\
\theta_{i}
\end{array}\right)\right)^{-1 / 2},
\end{array}, l\right.
\end{align*}
$$

where $Q_{\mathbf{p}}$ was defined in Appendix A and with

$$
\left[\tilde{\mathcal{G}}_{\omega}\right]=\left(\begin{array}{lll}
\xi^{2} & &  \tag{106}\\
& \xi^{2} / \zeta^{2} & \\
& & 1
\end{array}\right)
$$

The control sets of the (an)isotropic left invariant frame are visualized in Figure 47. We see that the Euclidean distance to $\mathbf{p}$ is bigger when moving forward, than it is moving backward. In addition to that, moving forward is encouraged over moving sideways or changing angular direction.

(a) Front view of the control set belonging to the anisotropic frame.

(d) Front view of the control set belonging to the isotropic frame.

(b) Top view of the control set belonging to the anisotropic frame.

(e) Top view of the control set belonging to the isotropic frame.

(c) Side view of the control set belonging to the anisotropic frame.

(f) Side view of the control set belonging to the isotropic frame.

Figure 47: Control sets for the isotropic and anisotropic left invariant frame ( $\xi=0.1$ and $\zeta=0.1$ or $\zeta=1$ ).

## B. 2 Gauge Frame

We state that the control sets of the gauge frame are also continuous with respect to the Hausdorff distance since the control sets are continuous deformations of the left invariant control sets. However, this is not formally proven yet.

## B.2.1 Visualization of the Control Sets

We can calculate the control sets of the gauge frame in a way similar to what we did in the left invariant frame. Looking at the expression in Eq. 105), we realize that it is similar to Eq. 100. Generalizing this to the gauge frame yields

$$
\left.r_{i}=\left(\left(\begin{array}{lll}
x_{i} & y_{i} & \theta_{i}
\end{array}\right) Q_{\mathbf{p}}^{-1} C_{\mathbf{p}}^{-1}\left[\mathcal{G}_{\chi}\right] C_{\mathbf{p}}^{-\top} Q_{\mathbf{p}}^{-\top}\left(\begin{array}{c}
x_{i}  \tag{107}\\
y_{i} \\
\theta_{i}
\end{array}\right)\right)^{-1 / 2}=\left(\begin{array}{lll}
\left(\begin{array}{ll}
x_{i} & y_{i}
\end{array} \theta_{i}\right.
\end{array}\right)\left(C_{\mathbf{p}} Q_{\mathbf{p}}\right)^{-1}\left[\mathcal{G}_{\chi}\right]\left(C_{\mathbf{p}} Q_{\mathbf{p}}\right)^{-\top}\left(\begin{array}{c}
x_{i} \\
y_{i} \\
\theta_{i}
\end{array}\right)\right)^{-1 / 2}
$$

An example of a visualization is given in Figure 48 Here, we used the gauge frame, where

$$
C_{\mathbf{p}}=\left(\begin{array}{ccc}
3.38282 & -0.717793 & -0.938303 \\
2.07567 & 9.78221 & 0 . \\
0.265325 & -0.0562988 & 0.999632
\end{array}\right), \quad \theta=\frac{\pi}{8}
$$

We see that the control sets are a deformation of the control sets in the left invariant frame (Figure 47). The control sets are better aligned with line structures in the image on which these control sets were based.

(a) Front view of the control set belonging to the anisotropic frame ( $\alpha=0.8$ ).

(b) Top view of the control set belonging to the anisotropic frame ( $\alpha=$ 0.8).

(c) Side view of the control set belonging to the anisotropic frame ( $\alpha=$ 0.8).

(f) Side view of the control set belonging to the isotropic frame ( $\alpha=$ $0)$.

Figure 48: Control sets for the isotropic and anisotropic left invariant frame for the gauge frame given by
$\left(\begin{array}{ccc}3.38282 & -0.717793 & -0.938303 \\ 2.07567 & 9.78221 & 0 . \\ 0.265325 & -0.0562988 & 0.999632\end{array}\right)$, using $\xi=0.1, \zeta=0.1$ and $\alpha=0$ or $\alpha=0.9$ for the isotropic and anisotropic frames respectively.


Figure 49: The red control sets correspond to the left invariant frame, whereas the white control sets correspond to the gauge frame. The control sets of the gauge frame are better aligned with the underlying vessel structure. Figures received from R. Duits.

A visualization of both the left invariant and gauge frame can be found in Figure 49. We see that the control sets of the gauge frame (white) are better aligned with the underlying vessel structure than those of the left invariant frame (red). Therefore, the vessel tracking result in the gauge frame (green) is a more accurate than the tracking result in the left invariant frame (red).

## C Cartan Connections

In this section, we give a short overview of Cartan connections and their influence on shortest and straight curves. In Figure 50, we illustrate that short curves are not necessarily the same as straight curves, for which we state the corresponding theorems in this section.

(a) Short curves in the Riemannian manifold. The geodesics are straight lines. Left: Geodesically equidistant surfaces $\mathcal{S}_{t}^{1}$. Right: Riemannian geodesics for the isotropic Riemannian case $\epsilon=1, \mathcal{C}=1$.

(b) Straight curves. A set of horizontal exponential curves in $\operatorname{SE}(2)$ for which $\dot{\gamma}(\tau)=\left.c^{1} \mathcal{A}_{1}\right|_{\gamma(\tau)}+\left.c^{3} \mathcal{A}_{3}\right|_{\gamma(\tau)}$, with constant tangent vector components $c^{1}$ and $c^{3}$. These curves are auto-parallel ('straight curves' in torqued and curved geometry modeled by Lie-Cartan connection $\nabla^{[1]}$.

Figure 50: Visualization of the difference between straight and short curves in the Riemannian manifold. Taken from 38.

We will only consider the Hamiltonian on a Riemannian manifold. The theorems (and corresponding proofs) of the sub-Riemannian case with the left invariant frame as reference frame can be found in 38. We will consider the Lie-Cartan connections in support of understanding Riemannian geometry when the Lie group $G$ is considered as a Riemann manifold $(G, \mathcal{G})$ with a left-invariant Riemannian metric tensor field given by

$$
\begin{equation*}
\mathcal{G}=\sum_{i, j=1}^{n} g_{i j} \omega^{i} \otimes \omega^{j} \tag{108}
\end{equation*}
$$

with $g_{i j}$ constant relative to the left-invariant co-frame $\omega^{i}$ introduced in Section 1.3 such that $\left[g_{i j}\right] \in \mathbb{R}^{n \times n}$ is symmetric positive definite. We restrict ourselves to the diagonal case in Theorem 3, Theorem 4 and Theorem 5. The metric isomorphism between $T M$ and $T^{*} M \mathcal{G}$ is written as

$$
\begin{equation*}
\tilde{\mathcal{G}}(X)=\mathcal{G}(X, \cdot) \tag{109}
\end{equation*}
$$

Before we state the theorems in the left invariant and gauge frame, we need to introduce some theory. We start with the general definition of Cartan connections on a Lie group.
Definition C. 1 (Cartan/canonical connection on Lie group). A Cartan (or canonical) connection on a Lie group is a vector bundle connection with the following additional properties:

1. left invariance:

$$
\begin{equation*}
X, Y \text { are left invariant vector field } \Rightarrow \nabla_{X} Y \text { is a left invariant vector field, } \tag{110}
\end{equation*}
$$

2. for any $\mathbf{a} \in T_{\mathbf{e}}(G)$ the exponential curve and auto-parallel curve coincide:

$$
\begin{equation*}
\nabla_{\dot{\gamma}(t)} \dot{\gamma}(t)=0 \quad \text { where } \quad \gamma(t)=\gamma(0) \exp (t \mathbf{a}) \tag{111}
\end{equation*}
$$

## C. 1 Left Invariant Frame

Then, we consider the Lie-Cartan connection on the left invariant frame specifically.
Definition C. 2 (Lie-Cartan Connection). Consider a Lie group with Lie brackets $[\cdot, \cdot]$ and structure constants $c_{i j}^{k} \in \mathbb{R}$ s.t. $\left[\mathcal{A}_{i}, \mathcal{A}_{j}\right]=\sum_{k} c_{i j}^{k} \mathcal{A}_{k}$. Then the Lie-Cartan connection indexed with $\nu \in \mathbb{R}$ equals

$$
\begin{equation*}
\nabla^{[\nu]}:=\sum_{i, k=1}^{n} \omega^{i} \otimes\left(\mathcal{A}_{i} \circ \omega^{k}(\cdot)\right) \mathcal{A}_{k}+\sum_{i, j, k=1}^{n} \omega^{i} \otimes \omega^{j} \nu c_{i j}^{k} \mathcal{A}_{k} . \tag{112}
\end{equation*}
$$

Then the Lie-Cartan connection with covariant derivative of a field $Y=\sum_{k=1}^{n} y^{k} \mathcal{A}_{k}$, along a smooth vector field $X=\sum_{i=1}^{n} x^{i} \mathcal{A}_{i}$, is given by

$$
\nabla_{X}^{[\nu]} Y=\nabla^{[\nu]}(X, Y)=\sum_{k=1}^{n}\left(\dot{y}^{k}+\sum_{i, j=1}^{n} \nu c_{i j}^{k} x^{i} y^{j}\right) \mathcal{A}_{k}
$$

where $\dot{y}^{k}(t)=\frac{\mathrm{d}}{\mathrm{d} t} y^{k}(\gamma(t))$ which equals $\dot{y}^{k}(t)=\left(X y^{k}\right)(\gamma(t))$ and $x^{i}=\dot{\gamma}(t)$ where $\left.x^{i}\right|_{\gamma(t)}:=\gamma^{i}(t)=\left\langle\left.\omega^{i}\right|_{\gamma(t)}, \dot{\gamma}(t)\right\rangle$ along the flow-lines $\gamma$ of smooth vector field $X$. A 'flowline' is a smooth curve $\gamma$ satisfying $\dot{\gamma}(t)=X_{\gamma(t)}$. With slight abuse of notation, we write

$$
\nabla_{\dot{\gamma}}^{[\nu]} Y=\sum_{k=1}^{n}\left(\dot{y}^{k}+\sum_{i, j=1}^{n} \nu c_{i j}^{k} \dot{\gamma}^{i} \gamma^{j}\right) \mathcal{A}_{k} .
$$

The corresponding dual connection on the co-tangent bundle is given by

$$
\nabla_{\dot{\gamma}}^{[\nu], *} \lambda=\sum_{i=1}^{n}\left(\dot{\lambda}_{i}+\sum_{k, j=1}^{n} \nu c_{i j}^{k} \lambda_{k} \dot{\gamma}^{j}\right) \omega^{i}
$$

where $\lambda=\sum_{i=1}^{n} \lambda_{i} \omega^{i} \in T^{*}(G)$.
Next, we give the definition of Poisson brackets.
Definition C. 3 (Poisson brackets). The Poisson bracket of two scalar functions $f_{1}, f_{2} \in C^{\infty}\left(T^{*} \mathbb{M}\right)$ is given by

$$
\begin{equation*}
\left\{f_{1}, f_{2}\right\}=\sum_{i=1}^{n}\left(\mathcal{A}_{i} f_{2}\right) \frac{\partial f_{1}}{\partial \lambda_{i}}-\frac{\partial f_{2}}{\partial \lambda_{i}}\left(\mathcal{A}_{i} f_{1}\right) . \tag{113}
\end{equation*}
$$

Last, we introduce $g^{i j}$. These contravariant components are defined as

$$
\left(\begin{array}{ccc}
g^{11} & \ldots & g^{1 n} \\
\vdots & \ddots & \vdots \\
g^{n 1} & \ldots & g^{n n}
\end{array}\right):=\left(\begin{array}{ccc}
g_{11} & \ldots & g_{1 n} \\
\vdots & \ddots & \vdots \\
g_{n 1} & \ldots & g_{n n}
\end{array}\right)^{-1}
$$

Theorem 3 (Theorem 2 from [38]). The Hamiltonian on Riemannian manifold ( $G, \mathcal{G}$ ), with left-invariant metric tensor field $\mathcal{G}$ introduced in Eq. (108) equals

$$
\begin{equation*}
\mathfrak{h}=\frac{1}{2} \sum_{i=1}^{n} \lambda^{i} \lambda_{i}=\frac{1}{2} \sum_{i, j=1}^{n} g^{i j} \lambda_{i} \lambda_{j}, \quad \lambda^{i}=\sum_{j=1}^{n} g^{i j} \lambda_{j} \tag{114}
\end{equation*}
$$

and the corresponding Hamiltonian flow (generated by the Hamiltonian vector field $\overrightarrow{\mathfrak{h}}$ ) can be written as (recall the definition of linear $\operatorname{map} \tilde{\mathcal{G}}(X):=\mathcal{G}(X, \cdot))$

$$
\begin{aligned}
\dot{\mathbf{v}} & =\overrightarrow{\mathfrak{h}}(v) \Leftrightarrow \begin{cases}\tilde{\mathcal{G}}^{-1} \lambda=\dot{\gamma} & \text { (horizontal part) } \\
\nabla_{\dot{\gamma}}^{[1], *} \lambda=0 & \text { (vertical part) }\end{cases} \\
& \Leftrightarrow \begin{cases}\dot{\gamma}^{i}=u^{i}=\lambda^{i}:=\sum_{j=1}^{n} g^{i j} \lambda_{j} & \text { (horizontal part) } \\
\dot{\lambda}_{i}=\left\{\mathfrak{h}, \lambda_{i}\right\}=-\sum_{j, k=1}^{n} c_{i j}^{k} \lambda_{k} u^{j} & \text { (vertical part) }\end{cases}
\end{aligned}
$$

with velocity controls $u^{i}:=\dot{\gamma}^{i}=\left\langle\left.\omega^{i}\right|_{\gamma(\cdot)} \dot{\gamma}\right\rangle$ and $\mathbf{v}(t)=(\gamma(t), \lambda(t))$ a curve in the co-tangent bundle $T^{*}(G)$ where the geodesics $\gamma(t) \in G$ and the momentum along the geodesic $\lambda(t) \in T_{\gamma(t)}^{*}(G)$, and with $\{\cdot, \cdot\}$ denoting Poisson bracket as defined in Eq. 113.)
This theorem is proven in 38.
In the last theorem, the difference between straight curves and shortest curves is shown. In this theorem, we have an upper bound for the time in $\gamma(t)$, denoted by $t_{\text {cut }}$. This denotes the time one can move along a geodesics until it reaches a point $\mathbf{q}$ which is in the cut locus of $\mathbf{p}$. This means that there exist two length minimizers joining $\mathbf{p}$ and $\mathbf{q}$. In other words, there are multiple minimizing geodesics connecting point $\mathbf{q}$ to the end point $\mathbf{p}$ [39] (Definition 8.52). The conjugate time $t_{\text {conj }}$ is the distance you can move along a geodesic until you meet a conjugate point. The conjugate points are, roughly, all points $\mathbf{p}$ that can almost be joined by a 1-parameter family of geodesics. These are the points where local optimality is lost. The exact definition can be found in [39], Definition 8.43.

Example C.1. We consider two different manifolds where conjugate points do (not) exist.

- Consider a sphere. The north-pole and the south-pole can be connected by any median, and their distance is always the same.
- Consider the plane $\mathbb{R}^{2}$. There are no conjugate points; there are not multiple geodesics connecting two points.
The variable $t_{\text {cut }}$ denotes how far you can move along a geodesic until the Riemannian exponential curves loose their optimality.

Theorem 4 (Theorem 1 from [38). In a Riemannian manifold $(G, T(G), \mathcal{G})$, with the tangent bundle $T(G)$ and metric tensor field $\mathcal{G}$ defined in Eq. (108) and induced metric $d_{\mathcal{G}}$ defined in Eq. (9), and the Lie-Cartan connection $\nabla^{[\nu]}$ for $\nu=1$ defined in Eq. (112), we have the following relations for "straight" curves:

$$
\begin{aligned}
& \gamma \text { is a } \nabla^{[1]}-\text { straight curve } \\
\Leftrightarrow \nabla_{\dot{\gamma}}^{[1]} \dot{\gamma}=0 & \Leftrightarrow \gamma \text { is an exponential curve } \\
& \Leftrightarrow \gamma \text { has } \nabla^{[1]}-\text { auto parallel velocity, }
\end{aligned}
$$

and the following for "shortest" curves (minimizers in Eq. (9)), recall Eq. 109):

$$
\begin{array}{rlr} 
& \gamma \text { is a shortest curve } & \Leftrightarrow \gamma \text { is a minimizing curve in } d_{\mathcal{G}} \\
\Rightarrow & \begin{cases}\nabla_{\dot{\gamma}}^{[1], *} \lambda=0 & \tilde{\mathcal{G}}^{-1} \lambda\end{cases} & \Leftrightarrow \gamma \text { has } \nabla^{[1], *}-\text { parallel momentum. } \tag{116}
\end{array}
$$

For a minimizing curve between $g_{1}=\gamma(0)$ and $g_{2}=\gamma(t)$ one must have $0 \leq t \leq t_{\text {cut }}=\min \left\{t_{\text {conj }}(\lambda(0)), t_{\max , 1}(\lambda(0))\right\}$, cf. [40; 41] for details. They are found by steepest descent:

$$
\begin{equation*}
\gamma(t)=\gamma(0)+\int_{0}^{t} \operatorname{grad}_{\mathcal{G}} W(\gamma(s)) \mathrm{d} s \tag{117}
\end{equation*}
$$

on distance maps $W(g)=d_{\mathcal{G}}(g, e)$ that are viscosity solutions of the eikonal PDE

$$
\left\{\begin{array}{l}
\left\|g r a d_{\mathcal{G}} W(g)\right\|=\sqrt{\left.\mathcal{G}\right|_{g}\left(\operatorname{grad}_{\mathcal{G}} W(g), \operatorname{grad}_{\mathcal{G}} W(g)\right)}=1,  \tag{118}\\
W(e)=0
\end{array}\right.
$$

with (metric-intrinsic) gradient grad $_{\mathcal{G}} W(g)=\tilde{\mathcal{G}} \mathrm{d} W(g)$, as this only gives global minimizing curves.

## C. 2 Gauge Frame

We just discussed the difference between shortest curve and straight curve with the left invariant frame as reference framework. Jelle Wemmenhove has worked on a the same theorem, but with the gauge frame as the reference framework during his master thesis [13. Here, we state the corresponding theorem (including the corresponding notation).

Definition C.4. Given a gauge frame $\left\{\mathcal{B}_{i}\right\}_{i=1}^{d}$ with dual frame $\left\{\chi^{i}\right\}_{i=1}^{d}$, we propose the family of connections $\widehat{\nabla}^{[\nu]}$ with $\nu \in \mathbb{R}$ on $T(M)$ given by

$$
\begin{equation*}
\widehat{\nabla}_{X}^{[\nu]} Y:=\sum_{k=1}^{d} X\left(y^{k}\right) \mathcal{B}_{k}+\sum_{i, j=1}^{d} x^{i} y^{j} \nu\left[\mathcal{B}_{i}, \mathcal{B}_{j}\right] \tag{119}
\end{equation*}
$$

for vector fields $X=\sum_{j=1}^{d} x^{j} \mathcal{B}_{j}$ and $Y=\sum_{j=1}^{d} y^{j} \mathcal{B}_{j}$.
Corollary C.1. The dual $\widehat{\nabla}^{*}$ of the connection given in Eq. 119) is given by

$$
\begin{equation*}
\widehat{\nabla}_{X}^{[\nu], *} \lambda=\sum_{i=1}^{d}\left(X\left(\lambda_{i}\right)+\sum_{j, k=1}^{d} x^{j} \lambda_{k} \nu C_{i j}^{k}\right) \chi^{i} \tag{120}
\end{equation*}
$$

for $X=\sum_{j=1}^{d} x^{j} \mathcal{B}_{j}, \lambda=\sum_{j=1}^{d} \lambda_{j} \chi^{j}$ and where $C_{i j}^{K}$ is defined by $\sum_{k=1}^{d} C_{i j}^{k} \mathcal{B}_{k}=\left[\mathcal{B}_{i}, \mathcal{B}_{j}\right]$.
The proof of the corollary can be found in [13].
Theorem 5 (Theorem 20 from [13]). If $\gamma$ is a shortest curve, i.e. it locally minimizes $d_{\mathcal{G}}$, then $\gamma$ is the horizontal part of a curve $v=(\gamma, p)$ in $T M \times T^{*}(M)$ which has momentum $p=\tilde{\mathcal{G}}(\dot{\gamma})$ that is parallel w.r.t. the dual connection $\widehat{\nabla}^{[1], *}$ :

$$
\widehat{\nabla}_{\dot{\gamma}}^{[1], *} p=0 .
$$

Furthermore, $\gamma$ is a straight curve w.r.t. the connection $\widehat{\nabla}^{[1]}$ if and only if its velocity $\dot{\gamma}$ is a constant linear combination of the basis $\left\{\mathcal{B}_{i}\right\}_{i=1}^{n}$ :

$$
\begin{equation*}
\widehat{\nabla}_{\dot{\gamma}}^{[1]} \dot{\gamma}=0 \quad \text { iff } \quad \dot{\gamma}=\sum_{i=1}^{n} u^{i} \mathcal{B}_{i}, \text { where } u^{i} \in \mathbb{R} \tag{iff}
\end{equation*}
$$

The proof for this theorem can be found in [13.
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