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Abstract

Autonomous vehicles have entered the phase of public road testing in recent years. Assessing
and ensuring the functional safety of autonomous vehicles is key for their safe operation and for
societal acceptance of the technology. Two challenges to autonomous vehicle functional safety are:
(i) complexity and diversity of real-world driving conditions and (ii) safety concerns related to
the use of artificial intelligence (AI) based components. This thesis investigates methods to assess
the functional safety of an autonomous vehicle for the real-world driving conditions of a Dutch
highway setting, with a focus on the vehicle’s AI-based sensing and perception subsystem.

We assess the functional safety of an industrial-grade autonomous vehicle software stack, Baidu
Apollo, for the context of operating conditions in the A270 Dutch highway. The functional safety
assessment is performed against functional safety requirements regarding the vehicle’s AI-based
sensing and perception subsystem. The functional safety requirements are elicited according to
the automotive safety standards ISO 26262 and DIS/ISO 21448. We perform the functional safety
assessment against the functional safety requirements at (i) design level by checking for safety-
related design practices and (ii) implementation level by simulation-based testing.

The performed functional safety assessment reveals potential gaps in the functional safety of
Apollo. These gaps point to the need for additional safety mechanisms related to the AI-based
sensing and perception subsystem in the context of operating conditions in the A270 Dutch high-
way.
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Chapter 1

Introduction

Autonomous vehicles (AVs), also referred to as self-driving cars, promise many societal benefits
including reduced road fatalities by elimination of human error [1], and lower energy consumption
with initiatives such as truck platooning [2]. Technologies for AV have undergone extensive research
and development in recent years. In March 2021, the first partially autonomous vehicle was
certified for commercial use on highways [3]. Fully autonomous vehicles have also been certified
for public road testing in several countries, including the Netherlands [1] and the United States
[4].

A major challenge facing the deployment of AVs on public roads is demonstrating the safety of
the technology. Compared to manually driven vehicles, AVs face new safety challenges due to
human-automation interaction, complex driving conditions, and the lack of human intervention or
supervision. Assessing and ensuring safety is important both for public acceptance [5] and for reg-
ulatory bodies. For example, the German ethics commission states that AVs should demonstrate
a “positive risk balance compared to human driving” [6].

This thesis addresses a specific area of AV safety known as functional safety ; the absence of
unreasonable risk due to failures of AV components. The scope of failures related to functional
safety are outlined in the two automotive safety standards: ISO 26262 and the safety of the
intended functionality (SOTIF). The ISO 26262 standard, first published in 2011 [7], and revised
in 2018 [8], tackles automotive safety against malfunctioning behavior, or faults, in the vehicle’s
software and hardware components. Although ISO 26262 was designed with manually driven
vehicles in mind, it is widely used in AV development [5], [9].

The SOTIF standard covers AV safety against functional insu�ciencies of the technology and issues
related to human-automation interaction. The draft international standard (ISO/DIS 21448) [10]
version of the standard was released in 2020. Thus, based on these two standards, we may further
describe functional safety as the absence of unreasonable risk due to malfunctioning behavior
(faults) or functional insu�ciencies in the AV components.

Although the two safety standards provide guidance for AV functional safety, the use of artifi-
cial intelligence (AI) based components in AVs remains a challenge for functional safety [6]. AI
technology is crucial for AVs [6] and is state-of-practice and state-of-the-art for the 3 dimensional
object detection functionality of the AV [11]. AI-based components are developed using datasets
instead of formal specifications, leading to safety concerns such as di�culty of risk assessment [12],
unpredictable behavior in novel or rare driving conditions [13, 14] and low robustness to input
distribution shifts [15].

This project investigates methods to assess the functional safety of an AV for a Dutch highway
setting, with a focus on the AI-based sensing and perception subsystem of the AV. The rest of
the chapter motivates and outlines the graduation project. Section 1.1 describes the motivation
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CHAPTER 1. INTRODUCTION

of the research. Section 1.2 presents the research questions and the scope of the project. Finally,
Section 1.3 describes the structure of this thesis.

1.1 Motivation

This graduation project is initiated in collaboration with Siemens Digital Industries Software
Netherlands. Within the framework of EU-funded research projects, Siemens aims to perform
public road testing and demonstration of AVs in the Netherlands. Ensuring the functional safety
of an AV is essential to safety of public road testing. In this project, we assess the functional
safety of an AV for Dutch highway settings.

Safety systems in AVs should be designed to satisfy functional safety requirements (FSRs), includ-
ing the detection of problems that prevent safe operation. The AV may be fault-tolerant to such
problems, i.e. operate nominally in their presence, or may require a subsequent fallback response.
It turns out that the state-of-the-art on safety systems for AVs, presented in Chapter 2, does not
fully consider safety requirements associated with an operational design domain in the design or
assessment of the safety systems.

The Society of Automotive Engineers (SAE) International J3016B standard [16] defines the oper-
ational design domain (ODD) of an AV as the “operating conditions under which a given driving
automation system or feature thereof is specifically designed to function (...)”[16]. The chosen
ODD impacts SOTIF safety requirements, as functional insu�ciencies of the AV may be with
respect to certain operating conditions, e.g., the vehicle is unable to perceive its surroundings in
heavy rainfall. The ODD also influences ISO26262 safety requirements, as it impacts the level
of risk posed by malfunctions in vehicle components [17]. Furthermore, an appropriate fallback
response also di↵ers by ODD. For example, stopping the vehicle in its driving path as a fallback
response may be more dangerous on an active highway lane with sharp curves than on a low-speed
urban road [18]. Given the impact of the ODD on the safety requirements and appropriate fallback
behavior, it is important to assess the safety system of an AV for a given ODD.

This thesis focuses on a specific level of automation, SAE L4, of the AV. J3016B defines six levels
of driving automation, ranging from no automation (SAE L0) to full automation (SAE L5). At
L4, the AV is fully autonomous but restricted to a given ODD. If needed, the AV performs a
fallback response to reach a safe state without human intervention. J3016B defines a safe state as
follows: “A condition to which a user or an ADS (automated driving system) may bring a vehicle
after performing the DDT (dynamic driving task) fallback in order to reduce the risk of a crash
when a given trip cannot or should not be completed” [16].

1.2 Research questions

We tackle two aspects of functional safety for a SAE L4 AV in a Dutch highway setting, with
an emphasis on the AI-based sensing and perception subsystem. The first aspect addresses the
elicitation of FSRs and appropriate fallback behavior. The second aspect focuses on the assessment
of functional safety. The research questions are specified as follows:

RQ1: What functional safety requirements shall be fulfilled by the safety system of a SAE L4
autonomous vehicle in a Dutch highway setting, regarding faults and functional insu�ciencies in
the AI-based sensing and perception subsystem?

To answer RQ1, we follow the safety processes for elicitation of FSRs outlined in the ISO 26262
and SOTIF safety standards. The safety requirements are derived with respect to faults and func-
tional insu�ciencies of the AI-based sensing and perception subsystem in the context of operating
conditions in a defined Dutch highway ODD.
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RQ2: How to assess the functional safety of a SAE L4 autonomous vehicle regarding faults and
functional insu�ciencies in the AI-based sensing and perception subsystem?

To answer RQ2, we perform assessment at two levels; design level and implementation level. Design
assessment investigates the fulfillment of FSRs by checking if safety-related architectural tactics
and AI-safety related best practices are employed in the AV design. At the implementation level,
we consider a simulation-based testing approach to assess the fulfillment of FSRs. Simulation-based
testing is important for AV testing and validation [5, 9, 19] as it provides a safe, repeatable, and
low cost solution for large-scale testing. Siemens has expertise and products related to simulation-
based testing of AVs, e.g., Simcenter PreScan [19]. Therefore, it is interesting to Siemens to
investigate simulation-based testing methods for functional safety assessment.

The activities for RQ2 ideally require an industrial grade, mature AV software stack which is not
available in-house at Siemens or TU/e. Therefore, after comparing three popular open-source
industrial-grade AV software stacks; (i) Autoware.Auto [20], (ii) Autoware.AI [21], and (iii) Baidu
Apollo [22], we have chosen Apollo for this project. Autoware.Auto is designed for the specific use
case of automated valet parking, while Autoware.AI is soon approaching its end-of-life. Apollo does
not have such limitations. Furthermore, the software stack has good supporting documentation
and an active open-source community.

1.3 Thesis outline

Chapter 2 reviews the state of practice and state-of-the-art of safety systems for AVs. The chapter
also explores the state-of-the-art on verification and validation (V&V) methods for the AI-based
sensing and perception subsystem of the AV.

Chapter 3 defines the ODD for the Dutch highway setting. The functional concept of the AV and
the functional architecture of the Apollo software stack are also presented. The specification in
this chapter is used further in the derivation of FSRs in RQ1 and the assessment of functional
safety in RQ2.

Chapter 4 describes the elicitation of FSRs for the Dutch highway ODD, answering RQ1. FSRs
are derived regarding failures in the sensing and perception components of the AV based on the
safety processes outlined in the ISO 26262 and SOTIF standards. The elicited FSRs are refined
for the safety safety in Apollo.

Chapter 5 presents the method and results of assessing the functional safety of Apollo, answering
RQ2. The fulfillment of FSRs is assessed first at the design level by checking for the use of safety
tactics and AI-safety related best practices in the Apollo design. The fulfillment of FSRs is then
assessed at the implementation level through simulation based testing.

Chapter 6 presents conclusions and future work.

An exploration of methods for functional safety assessment of autonomous vehicles 3





Chapter 2

Related work

This chapter presents related work to our research activities. Section 2.1 reviews the state-of-
practice and state-of-the-art of safety systems for highly autonomous vehicles. Section 2.2 then
explores the state-of-the-art on verification and validation methods for the AI-based sensing and
perception subsystem of the AV.

2.1 Safety systems for highly autonomous vehicles

We review the state of practice and the state-of-the-art on safety systems designed for highly
autonomous vehicles corresponding to SAE automation levels 3 and higher. Although extensive
detail on safety systems is not disclosed by AV manufacturers, publicly available safety reports
and publications are examined to understand the state-of-practice. The state-of-the-art is more
extensive and we categorize it by driver involvement and type of fallback response the safety
system provides.

2.1.1 State of practice

We examine public safety reports of AV manufacturers, Waymo [5] and General Motors (GM) [9].
Both manufacturers test their systems on public roads [23] and are therefore assumed to employ
proper safety systems. The manufacturers highlight the importance of “safety by design”, which
incorporates safety into every development stage.

Safety mechanisms in Waymo and GM AVs include redundancy in safety-critical hardware com-
ponents including sensors, actuators, networks, power systems, and computation. Diversity in
environment sensing and localization methods are also highlighted due to limitations of individual
modalities. In addition, an independent collision detection and avoidance system is present as a
backup for the main functionality. During operation, the system status is continually monitored to
detect faults in components. GM has a vehicle health monitor module which manages diagnostics
for all AV components. Waymo states the vehicle runs “thousands of checks per second, looking
for faults” [5]. In addition the AV automatically detects scenarios which it may not be able to
handle safely, for example, environmental conditions outside of its ODD. Upon such a fault or
complex scenario, the vehicle switches to degraded operation, or performs a fail-safe maneuver
and deactivates the vehicle.

The publication Safety first for automated driving (SFAD) [6] summarizes safety by design methods
for AVs. The publication is by a collaboration of major OEMs, tiered suppliers, and AV technology
providers. It systematically translates safety principles into necessary AV capabilities, components,
and architecture. The safety principles are drawn from the ISO 26262 and SOTIF standards among
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other sources.

Two key safety-related capabilities of the AV are identified in SFAD. The first is to determine
when nominal operation of the AV is not being achieved. Several factors which influence nominal
operation are highlighted including technological limitations (functional insu�ciencies), systematic
and random failures (faults) and human misuse. The second capability is responding to a failure
of nominal operation such that safety is not compromised. For example, upon a failure, the AV
may degrade its operation to a lower driving speed. A generic functional architecture is proposed,
incorporating these capabilities. The monitoring functionality to detect failures is included as
“sub-elements [embedded within a component] or as a separate element [component]” [6]. The
monitoring functionality detects insu�cient nominal performance at component or system-level.
A coordinating component switches between nominal and degraded operation modes.

2.1.2 State-of-the-art

The state-of-the-art on safety systems for AVs is identified using a google scholar search with the
following search string:

(26262 OR “functional safety”) AND (21448 OR SOTIF) AND (fail-operational OR “degraded”
OR fail-safe OR fail-degraded OR limp-home OR “fault tolerant”) AND (“autonomous driving”

OR “autonomous vehicle” OR “self driving”)

We first discuss safety systems which consider driver involvement as part of the fallback response.
Next, safety systems which achieve a fallback response without driver intervention are discussed.
Here, we distinguish between systems that attain a fail-safe response and those which include
degraded operation modes. A fail-safe response transitions the vehicle in a short time frame to a
state where the AV can deactivate safely. Instead, in degraded operation, the AV may continue
operating with some constraints for a limited duration. All types of safety systems should include
monitoring and detection of situations which prevent safe operation e.g., a fault in a AV component.

Driver involvement in a fallback response may be considered for a SAE L3 AV. According to
the J3016b standard [16], a SAE 3 AV has two additional responsibilities once it has identified a
situation which requires a fallback response. Firstly, it must warn the driver to take-over control
of the vehicle. Then, the AV must sustain safe operation for several seconds to allow the driver
su�cient time to take-over vehicle control.

Figure 2.1: Proposed architecture by Otsuka et al. [24] for a SAE L3 AV. Relative-info-control
and trajectory verification are monitors for perception and planning subsystems respectively. The
selector component chooses whether nominal or safety trajectory should be used for actuation.

Otsuka et al. [24] propose monitor/actuator pairs for the detection of random and systematic
failures of sensing, perception and planning components, as shown in Figure 2.1. Upon a failure,
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a warning is issued for the driver to take over vehicle control. To sustain safe operation following
a failure till the driver takes over, a safety trajectory bu↵er component is proposed, as shown in
the figure. The component stores ego vehicle trajectory of several seconds length which has been
computed taking into account predicted future states of other road users. However, Otsuka et al.
do not take into account challenges related to human-automation interaction, leading to situations
where a driver may not respond to the issued take-over warning [25]. Horwick et al. [26] propose
transition to a safe state if the driver does not respond to the take-over warning. The safe state
considered is “standstill or low speed at a non-hazardous place”. Horwick et al. consider several
types of failures for their safety system such as driver misuse, faults in components, implausible
vehicle behavior, and situations outside of the AV’s ODD.

According to the J3016b standard [16], a SAE L4+ AV must be capable of transitioning itself
to a safe state, without driver intervention. Here, we cover safety systems capable of providing
such a safety response. We first describe systems which aim at fail-safe states and then cover
those which include degraded operation. Novickis et al. [27] present a functional architecture and
its implementation for a SAE L4+ AV which includes emergency braking upon a critical failure.
Critical failures are detected for sensors and the nominal logic controller by sensor data monitoring
and a heartbeat safety mechanism respectively.

vom Dor↵ et al. [28] propose a safety system which enables a more gradual stop of the vehicle. The
presented architecture includes an observer component which assesses the safety of the planned AV
trajectory with respect to its environment. The planned AV trajectory at each timestep includes a
gradual stop, stored in a safety trajectory bu↵er component, similar to the safety system of Otsuka
et al. If the planned trajectory is considered unsafe, the trajectory in the safety trajectory bu↵er
component brings the vehicle to a stop. The authors claim that the proposed design enables fail-
safe operation without costly redundancy in perception and planning components. However, the
authors note the the safety trajectory bu↵er is only suited to low-speed settings, given challenges
in behavior prediction of other road users [29, 30].

Figure 2.2: Proposed architecture by for a L3+ AV by Torngren et al. [31]. The arrows and red
blocks represent dataflows and functional components respectively. The safety channel is termed
as supervisor channel (Sc).

Architectures proposed for complex fail-safe maneuvers e.g., parking on the roadside, are observed
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to consist of separate channels for nominal functionality and fail-safe functionality. Torngren et al.
[31] present a functional architecture with a nominal and a safety channel, shown in Figure 2.2. The
safety channel contains two logic loops, one for failure detection and the other to transition the AV
to a safe state. The authors consider two failure types: hardware faults and systematic faults. They
also indicate the possibility of detecting performance limitations via the safety channel. Ishigaooka
et al. [32] present an architecture based on the 1-out-of-2 system with diagnosis pattern, with a
primary and secondary control logic. Run-time monitoring on each control output is performed
to detect controller failures.

Figure 2.3: The architecture presented by Fu et al. [33] based on their proposed safety pattern for
a L3+ AV. The safety sensors and safety controller are used specifically for the fallback operation.

Luo et al. [34] propose a 3-channel safety architecture pattern, inspired by the Safety Executive
pattern [35]. The pattern includes: (i) nominal channel, (ii) dedicated channel for failure detection,
and a (iii) safety channel responsible for transition to a safe state. The pattern covers detection
of random HW failures, as well as conflicts in crosschecks between the nominal and safety channel
which may indicate other failures. Fu et al. [33] also present a pattern enabling multiple fail-
safe modes e.g., park on roadside, gradual stop, and a degraded operation mode if the safety
components themselves become faulty. Faults in the controllers, safety monitors, network, sensors
are covered as well as the detection of outside ODD conditions. The architecture presented by Fu
et al., based on their pattern, is shown in Figure 2.3.

Several of the previous discussed safety systems proposed the use of a simplified safety channel as a
secondary channel to the nominal functionality. In contrast, Fruehling et al. [36] claim that safety
channels composed of simplified robotic algorithms cannot achieve complex fail-safe strategies “in
many conceivable scenarios”, although an example of such scenarios was not provided. Further-
more, they suggest the use of artificial intelligence (AI) components in the safety channel. The
proposed architecture consists of a primary and secondary controller, each containing two artificial
intelligence (AI) based data processing and control units. Within each AI-based unit, validation
of individual component outputs through local diagnostics / prognostics monitoring is performed.
The two AI-based units are also in “continuous result comparison” with each other, as are the two
controllers.

Finally, we discuss the state-of-the-art on safety systems which enable the AV to safely continue
operation with degraded vehicle functionality upon failures. Colwell et al. [38] suggest the re-
striction of the operational design domain (ODD) at runtime in response to failures. This safety
strategy maps failures to corresponding restrictions on the ODD. For example, left turns at T-
intersections are excluded from the ODD if the right radar on the AV has failed. Subsequently,
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Figure 2.4: Degraded functionality concept by Reschka et al. [37] for their research prototype AV.
The target automation level is not mentioned.

the AV modifies its functionality to the restricted ODD (ROD). Covered failure types include
hardware, software component failures or performance limitations which may arise, for instance,
due to interference of snow in a lidar scan. Reschka et al. [37] also propose functional degradation
including the modification of driving parameters, for example vehicle speed, or the restriction of
certain driving maneuvers, for instance a lane change maneuver. The degradation concept, as
shown in Figure 2.4, is based on performance criteria such as system health status (heartbeat,
cycle times of software, hardware modules) or current sensor field-of-view. The safety systems
of Colwell et al. and Reschka et al. both include fail-safe measures if degraded operation is not
possible.

Molina et al. [39] aim for complete independence of safety modules from the nominal functionality.
The safety module detects faults in nominal functionality and also monitors system variables e.g.,
driving speed, as a check for abnormal behaviors. Upon a problem, the safety module enforces
degraded states on the vehicle such as a reduced driving speed.

The state-of-the-art safety systems are summarized in Table 2.1. Here, we present: (1) SAE level
of automation as mentioned by the authors, (2) types of failures covered, and (3) the fallback
response (safe states).

We note that many of the state-of-the-art safety systems are not designed for a specific ODD. In
fact, few related works mention even a target use case - Luo et al. [34] aim at a truck platooning
use case, vom Dor↵ et al. [28] determine their proposal to be useful in low-speed settings, and the
AV prototype from Reschka et al. [37] is aimed at urban settings.

The assessment of the proposed safety systems also does not consider an ODD. Proof-of-concept
studies are performed by Colwell et al. [38] and Ishigaooka et al. [32]. Colwell et al. [38] test failure
scenarios, for example a front facing camera impairment, with a proof-of-concept implementation.
Ishigaooka et al. [32] conduct a case study on a simple indoor track, also by injecting failures.
Formal verification is used by Fu et al. for safety requirements such as: “the AV successfully
transitions to a degraded or emergency mode when necessary” [33]. Many state-of-the-art systems
are not assessed at all [36, 26, 34].

An exploration of methods for functional safety assessment of autonomous vehicles 9
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Safety

system

SAE

level of

automa-

tion

Types of failures Safe state

Otsuka
et. al [24]

SAE L3
random and systematic failures of sens-
ing, perception and planning compon-
ents

sustain safe operation till
driver takes over control

Horwick
et. al [26]

undefined
external e.g., driver misuse, ODD exit,
faults in individual components, im-
plausible vehicle behavior

fail-safe maneuver if no driver
response to takeover request

Norvickis
et al. [27]

undefined
sensor data health, controller status,
and unavoidable collision

emergency braking

vom
Dor↵ et
al. [28]

SAE L4
safety of trajectory given nearby ob-
jects and road users

gradual stop in driving path

Torngren
et al. [31]

SAE L3+
random HW faults, systematic faults,
and “possibly performance limitations” complex fail-safe manuevers

e.g., parking on the roadsideLuo et al.
[34]

SAE L3+
randow HW failures, conflicts between
nominal and secondary channels

Fruehling
et al. [36]

SAE L4

validation of individual component out-
puts through local diagnostics / pro-
gnostics monitoring, result comparison
between redundant system units

Ishigaooka
et al. [32]

SAE L4+
run time monitoring on controller out-
puts to detect controller failure

low-performance secondary
controller e.g., lower driving
speed

Fu et al.
[33]

SAE L3+
component faults e.g., sensors or con-
troller and ODD exit

multiple fail-safe modes and
detection of out-of-ODD con-
ditions

Colwell
et al. [38]

SAE L3+
hardware or software component fail-
ures and performance limitations

reduction in ODD, fail-safe

Reschka
et al. [37]

undefined
system health, performance criteria
e.g., sensor field-of-view

modify driving parameters
or restrict certain driving
maneuvers e.g., restrict lane
change, fail-safe

Molina et
al. [39]

SAE L5
faults in nominal functionality, im-
proper system and environment vari-
ables

degraded operation e.g., re-
duced driving speed

Table 2.1: Proposed safety systems. The SAE level of automation is as described by the authors
themselves.

2.2 V&V methods for the AI-based sensing and perception
subsystem

We identify related work on V&V methods for the AI-based sensing and perception subsystem by
retrieving secondary studies from google scholar with the following search string:

(”neural network” OR ”machine learning” OR ”deep learning” OR ”artificial intelligence”) AND
(26262 OR 21448) AND (verification OR validation) AND (”systematic literature review” OR

”systematic review”)
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Eight relevant review papers were identified; five specific to V&V of autonomous vehicles, and
three related to V&V of AI-based safety-critical systems across domains. The scope of our review
is limited to AI safety V&V of the sensing and perception subsystem related to the two automotive
safety standards, i.e. faults as covered by ISO 26262 and functional insu�ciencies with respect to
ODD conditions as covered in SOTIF. We do not address the safety of AI components w.r.t. other
challenges such as interpretability, transparency, and robustness to adversarial examples [14].

Furthermore, we aim to identify V&V methods that may be practical for a virtual-world simulation
test environment. These methods are interesting to the assessment of functional safety through
a simulation-based testing approach, part of our aim to answer RQ2. We thus extract primary
studies from the review papers based on these considerations. The following subsections describe
our findings. Section 2.2.1 describes and categorizes the test conditions simulated in the studies.
Section 2.2.2 then discusses the corresponding safety assessment performed.

2.2.1 Test conditions

The conditions simulated for the testing of the AI-based sensing and perception subsystem of an
AV are: (1) faults, (2) environmental conditions, (3) image transformations, and (4) sensor noise.
A fault may be injected at the input of the AI-based component, within the neural network (NN),
or at the output of the component. Jha et al. [40] inject faults related to corrupted variables
(single or multi-bit faults) at the raw sensor data level (input data) and within the NN. They
also simulate erroneous outputs of the AI-based object perception component, for example, a false
positive detection. Chen et al. [41] simulate hardware transient faults which lead to bit flips
within the NN. Rubaiyat et al. [42] inject two types of faults for the AI-based object perception
component output: random additions to the outputs, or a disconnected component (no output).

Environmental conditions including rain, fog, and snow are examined by Rubaiyat et al., Zhang
et al. [43] and Tian et al. [44]. Rubaiyat et al., and Tian et al. also analyze the impact of image
transformations (input data) including contrast, brightness, blur, translation, rotation. Finally,
Rao et al. [45] determine sensor noise to be an important influence on object detection performance
through a failure mode and e↵ect safety analysis. The authors test the e↵ects of salt and pepper
camera sensor noise for their study. This type of noise may occur due to a software or hardware
failure of the camera sensor [45].

The test conditions simulated in the studies are summarized in Figure 2.5.

Figure 2.5: AI Safety V&V methods: test conditions
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2.2.2 Safety assessment

Several studies test directly on real-world image datasets, or synthesize test conditions from the
original image dataset. Virtual-world simulation is employed only by Jha et al. and Rubaiyat et
al. Rubaiyat et al. also use an image dataset for their vision module, but evaluate the system
under test, Comma.ai OpenPilot [46], in the OpenPilot PC simulation environment. Jha et al.
make use of a popular open-source simulation environment, Carla [47], as well as a proprietary
simulation environment from Nvidia [48].

Table 2.2 summarizes the evaluation setup of the studies. Some studies perform safety assessment
at the subsystem-level of the AV, testing only the object detection functionality or the NN model
itself. In this case, the test criteria used relates directly to NN performance such as misclassifica-
tion rate or precision and recall. In the studies performing safety assessment at system-level, the
subjects under test are diverse, ranging from end-to-end NN steering models for AVs, advanced
driver assistance systems (ADAS), and complete AV software stacks. For the end-to-end NN mod-
els, the test criteria used includes violation of metamorphic relations in the output or deviations
from the ground truth output. Finally, the studies conducted on ADAS and AVs use vehicle-level
criteria, such as safety distance violation or other hazardous behavior.

V&V

method
Subject under test

Safety assess-

ment level
Test criteria

Chen et
al. [41]

End-to-end steering mod-
els: Nvidia [49], Comma.ai
[50], and image classification
models: VG11, VG16 [51]

sensing and
perception sub-
system, system
level

deviations from correct steer-
ing angle and misclassification
of images

Rao et al.
[45]

CNN object detection model
sensing and
perception
subsystem

precision, recall of model

Rubaiyat
et al. [42]

Comma.ai OpenPilot
(ADAS) [46]

system level

violation of longitudinal safety
distance, unnecessary decelera-
tion to a full stop, or not main-
taining of lane

Jha et al.
[40]

Apollo [22], NVIDIA Drive
AV [48]

system level
violation of longitudinal or lat-
eral safety distances

Zhang et
al. [43]

End-to-end steering models:
Udacity [52]

system level
violation of metamorphic rela-
tions on steering angles

Tian et
al. [44]

End-to-end steering models:
Udacity [52]

system level
violation of metamorphic rela-
tions on steering angles

Table 2.2: AI safety V&V methods: test subjects and test criteria
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Chapter 3

ODD and functional
representation of the AV

This chapter presents the ODD and functional representations of the AV. Section 3.1 specifies a
Dutch Highway operational design domain (ODD), representing the driving conditions in which
the AV shall safely operate. Section 3.2 presents the functional concept, a functional depiction of
the AV operation in that ODD. Section 3.3 describes the functional architecture of the chosen AV
software stack, Apollo, and details its sensing and perception components. Finally, Section 3.4 uni-
fies the two representations by describing how the functional concept is achieved in the functional
architecture.

The ODD and functional representations developed in this chapter are used in both the derivation
of functional safety requirements in Chapter 4 and the assessment of functional safety in Chapter 5.

3.1 Operational design domain (ODD)

The ODD definition is important for the functional safety of the AV as it explicitly describes the
operating conditions in which the AV can be expected to safely operate. Real-world operating
conditions of the AV contain many variables such as weather conditions, road infrastructure,
and tra�c conditions. The ODD identifies supported conditions, e.g., the AV may only operate
in fair weather conditions. It also captures required conditions for AV operation, such as clear
lane markings or availability of GPS signals. Regulatory bodies such as the U.S. Department of
Transport (DOT) recommend that AVs be assessed, tested, and validated for a clearly defined
ODD prior to deployment [53].

To properly define our ODD, we base our definition on two documents. A document from the SAE
Automated Vehicle Safety Consortium (AVSC) [54] outlines best practices for a framework and
approach to the ODD definition. The second document is from the U.S. National Highway Tra�c
Safety Administration (NHTSA) [18], which presents a taxonomy of attributes to define an ODD.
The documents are used in a complementary fashion; the approach from the AVSC document is
followed to describe the taxonomy of attributes in the NHTSA document.

The ODD is defined by a bottom-up approach, starting from an operational route for the autonom-
ous vehicle. The other variables pertaining to the ODD can then be defined by:

• Characterising the identified route or road network, e.g., the types of intersections or types
of road users.

• Identifying operational constraints that are not part of the ODD, e.g., extreme weather
conditions or specific times of day such as morning rush-hours.
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Figure 3.1: Highway A270, Netherlands. The green and red markers on the map correspond to
the Eindhoven and Helmond ends of the route respectively.

The chosen route for our ODD is shown in Figure 3.1. The route corresponds to highway A270,
which is part of the highway between the cities of Eindhoven and Helmond in North Brabant,
The Netherlands. It spans a distance of 3.4km1. The complete ODD description is presented in
Description ODD.pdf 2.

Most attributes of the route can be deduced from maps, Google Street View, and guides from
Dutch authorities [55], [56]. The A270 highway road infrastructure is not uniform in attributes
such as speed limit, types and number of lanes. A part of the A270 highway lane schematic is
shown in Figure 3.2. Weather conditions in the North Brabant region include rainfall, snow, sleet,
wind, and fog. The temperatures in the region are described by a conservative range between -15
and 40 degree celsius [57]. Finally, changes in tra�c conditions due to an accident or construction
may also occur within the ODD.

Some assumptions made in characterizing the route are outlined as follows:

• Connectivity related attributes are not considered as the AV is not connected, with the
exception of GPS signals.

• “Interference zones” and “negative obstacles” are assumed non-existent due to a lack of
information. Interference zones are regions where the GPS signal may be obstructed. Neg-
ative obstacles refer to road infrastructure, such as ditches or pits, which may lead to false
detections [58]. Specialized on-road testing is required to characterize such attributes.

• Other forms of particulate matter besides fog are not considered. Additionally, weather-
induced roadway conditions, except small puddles of water from rain, are unlikely in the
local climate.

• The attribute “partially occluded” is not defined as its meaning was not clear from the
NHTSA document or through other resources.

Operational constraints for the route must be defined based on the current limitations of AV
technology. We examine the state-of-practice through safety reports of Waymo [5], General Motors
[9], and BMW [59] to understand typical operational conditions for high levels of automation. We
observe that the AV is designed to operate in all illumination conditions. Weather conditions are
limited to moderate inclement weather, not including heavy amounts of rainfall, snow, sleet, wind

1https://www.openstreetmap.org/directions?engine=fossgis osrm car&route=51.4564%2C5.5408%3B51.4657%
2C5.5865#map=15/51.4610/5.5636

2https://surfdrive.surf.nl/files/index.php/s/2RwiL5taL9nTTFj
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Figure 3.2: Lane schematic for a part of the A270 Highway ODD. The lengths are not represent-
ative of actual distances.

or fog which are known to degrade AV performance [60]. We apply the same constraints to our
ODD.
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3.2 Functional concept

The functional concept of the L4 AV operation in the A270 highway ODD is made up of four
operational modes and two categories of functions. The two categories of functions are (i) avoid
collision with other road users and obstacles, and (ii) follow tra�c rules in the ODD. The func-
tions within each category are di↵erentiated based on the four operational modes, summarized in
Table 3.1. The basic operational mode is the driving in lane mode. While driving in a highway
lane, the AV must avoid collisions in its driving lane and follow highway tra�c rules. The term
object in the avoid collision functions refers to both obstacles and other road users.

On certain occasions, the AV may change driving lanes on the highway. While doing so, the
vehicle must avoid collisions with tra�c in the target lane. It must also indicate the lane change,
as well as give priority as per highway rules to any passing by vehicles [55]. These functions are
part of the changing lanes operational mode. Two settings in the ODD also require additional AV
functionality to the basic driving in lane mode. In the intersection setting, the AV must interact
with cross-tra�c vehicles and follow tra�c lights which dictate tra�c flow. The functions specific
to the intersection are part of the crossing an intersection operational mode. Likewise, a merging
point is a designated point for tra�c in multiple lanes to converge into a single lane. Here, the
AV must avoid collisions with merging vehicles from another lane. This is part of the crossing a
merging point operational mode.

Note that the functions in the follow tra�c rules category only cover a small set of tra�c rules
applicable to the A270 Highway. While this is su�cient for our proof-of-concept study, the AV
functional concept can be extended to include the entire set of Dutch highway tra�c rules.

Category Function Operational modes

avoid collision with
other road users
and obstacles

avoid collision with an object in
driving lane

all

avoid collision with an object at an
intersection

crossing an intersection

avoid collision with an object at a
merging point

crossing a merging point

avoid collision with an object dur-
ing lane change

changing lanes

follow tra�c rules
in the ODD

drive within speed limit all
drive in correct lane all
maintain driving lane all except changing lanes
indicate lane change changing lanes
give priority during lane change changing lanes
follow tra�c lights crossing an intersection

Table 3.1: Functional concept of the L4 AV operation in the A270 highway ODD

3.3 Functional architecture

The latest version of Apollo, v6.0, does not include the entire perception functionality2. Therefore,
the derivation of the Apollo functional architecture is based on the software architecture [61],
documentation, and code of Apollo v5.5. The functional architecture is presented in Figure 3.3.
For traceability, the naming of the functional components is matched to that of the Apollo software
modules.

2the camera-based object detection, tracking, and classification is not present in v6.0, see https://github.com/
ApolloAuto/apollo/tree/v6.0.0/modules/perception

16 An exploration of methods for functional safety assessment of autonomous vehicles

https://github.com/ApolloAuto/apollo/tree/v6.0.0/modules/perception
https://github.com/ApolloAuto/apollo/tree/v6.0.0/modules/perception


CHAPTER 3. ODD AND FUNCTIONAL REPRESENTATION OF THE AV

Figure 3.3: Functional architecture of Apollo. Blocks and arrows represent functional components
and dataflows respectively. A dashed box indicates data flow to all functional components within
the box. The safety components are shown in purple.

The Sensing functional component is external to the Apollo software stack, but is represented
here as part of the AV system-level functional architecture. We exclude functions not directly
relevant to the driving task e.g., status updates to occupants via the human-machine interface
(HMI) component.

Functional

component
Description of functional component

CANbus
abstracts the vehicle platform; executes control commands and retrieves
vehicle chassis data.

Control generate ego vehicle control (actuation) commands
Planning generate ego vehicle future trajectory
Routing generate ego vehicle navigation route
Localization estimate ego vehicle current pose
Storytelling manage information on ego vehicle operating scenario
Prediction predict future trajectory of other road users

Perception
determine state information of other road users and obstacles, and of
tra�c lights

Sensing
capture raw data information on the environment and the ego vehicle’s
current pose

HD map provide map information to other modules
HMI occupant (user) interface to the AV

Table 3.2: Descriptions of the functional components. The term ego vehicle refers to the AV.

Table 3.2 and Table 3.3 elaborate further on the functional components and data flows. Note that
two methods for localization are possible in Apollo, i.e., real-time kinematic (RTK) positioning and
multi-sensor fusion (MSF) 3. While both methods use the ego vehicle pose information extracted
by the Sensing component, MSF additionally uses the sensed environment data. The described
functional architecture is based on the MSF localization method. Furthermore, while Apollo

3https://github.com/ApolloAuto/apollo/tree/master/modules/localization
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Functional

component
Output data flow Description of data flow

CANbus chassis data
ego vehicle chassis data e.g., engine rotations per
minute

Control
ego control com-
mands

ego vehicle actuation values e.g., steering angle

Planning ego trajectory
ego vehicle target future position, speed, and acceler-
ation

Planning re-routing request request for re-computation of ego vehicle driving route
Routing navigation ego vehicle road and lane level navigation information
Localization ego pose ego vehicle position, orientation, linear velocity, etc.
Storytelling scenario scenario information

Prediction predicted objects
detected objects with predicted trajectories and pri-
orities

Perception objects
detected objects with heading, velocity and classifica-
tion information

Perception tra�c objects tra�c light bounding boxes with color labels
Sensing environment raw data of environment perception sensors
Sensing sensed ego pose ego vehicle raw data position and orientation

HD map map
lane information, road infrastructure, tra�c signs and
lights

HMI start, destination start and destination points for navigation

Table 3.3: Descriptions of the output data flows of the functional components. The term ego
vehicle refers to the AV.

supports interactions between the storytelling component and all other modules, it currently only
interacts with the prediction module. This is reflected in the functional architecture.

The sensing and perception functional components are detailed further in Figure 3.4. The ad-
ditional detail identifies functions not captured in the system-level architecture (1), e.g., Lane
detection and tracking. Furthermore, diverse redundancies are visible in the detailed architecture
(2), e.g., the multiple Sense environment components. Finally, we obtain more insight into in-
teractions of other components with the sensing and perception components. For example, the
localization data flow (3) is used within the perception component by the Tra�c light detection and
recognition component, and the Object detection, classification and tracking (radar) component. A
dataflow introduced in the detailed architecture is lane (4), which extracts road lane information.

We finally introduce the three safety components in the Apollo functional architecture. The mon-
itor component (1) ensures the integrity of other components and triggers the guardian component
(2) if a problem is detected. When triggered, the guardian component executes a safety response.
The ultrasonic sensing component (3) perceives near-distance objects during the safety response.

3.3.1 Comparison against other functional architectures

Several functional architectures for autonomous vehicles have been proposed in literature and in-
dustry. Here, we compare the Apollo functional architecture to a state-of-practice architecture
from the safety publication, safety first for automated driving (SFAD) [6], also described in Sec-
tion 2.1. Related to sensing and perception components, SFAD has two di↵erences compared to
Apollo. Firstly, perception includes tra�c sign detection functionality. This adds diverse redund-
ancy to tra�c sign information retrieved from HD maps. Secondly, the sensor fusion component
creates a comprehensive model of the surroundings, while in Apollo, sensor fusion is limited to
dynamic objects. This adds diverse redundancy to the perception of other objects in the environ-
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Figure 3.4: Sensing and perception functional architecture. System-level, subsystem-level, and
further detailed components are shown in green, white, and blue respectively. A dashed box
indicates data flow to all functional components within the box. The architecture is derived
mainly from the software architecture of the perception module in Apollo. Some dataflows are
derived from other documents at https://github.com/ApolloAuto/apollo/:

• blob/v5.5.0/docs/specs/traffic light.md

• blob/v5.5.0/docs/specs/3d obstacle perception.md

• tree/v5.5.0/modules/localization

• blob/v5.5.0/docs/specs/Apollo 5.5 Software Architecture.md

ment, e.g., tra�c lights. Thus, the Apollo functional architecture has low diverse redundancy for
environment perception, apart from dynamic objects.

Related to safety mechanisms, as per Apollo documentation, the Apollo monitor component only
performs health monitoring of the AV components. Instead, SFAD discusses monitoring of the
ODD, user state and vehicle platform state besides health monitoring of the AV components. A
dedicated guardian component is present in Apollo for executing the safety response. In SFAD, a
central coordinating component handles all operation mode switching, including those for a safety
response. The mode switching is communicated to the planning component which acts accordingly.
The di↵erences between Apollo and SFAD related to safety mechanisms can be summarized as: (i)
the safety related monitoring in Apollo, as apparent from its documentation, is limited to health
monitoring while other safety-related monitoring is performed in SFAD, and (ii) the architectures
di↵er in the manner in which the safety response is executed.

3.4 Functional allocation

Functional allocation describes how the functional concept of the AV in Section 3.2 is achieved in
the Apollo functional architecture. By way of illustration, we outline the functional allocation for
the function avoid collision with an object in driving lane as shown in Figure 3.5. Note that the
safety components are not shown in the figure, as they do not contribute to the nominal operation
of the AV as covered in the functional concept. To achieve the example function, the Sensing
component (1) captures raw data on the objects in the environment and the ego vehicle’s pose.
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The Localization component (2) uses the raw data to determine the ego vehicle’s pose with respect
to its environment with the help of map information from the HD map component (3).

The Perception component (4) extracts state information on objects in the environment from the
raw environment data, using the map and ego vehicle pose for filtering and coordinate transform-
ation. The Prediction component (5) estimates the future trajectory of the detected objects. It
additionally assigns a priority to each detected object, which indicates the importance of the object
to the behavior of the ego vehicle. This assignment makes use of the map, ego vehicle pose, the
current scenario and the last planned ego vehicle trajectory. The current scenario is determined
by the Storytelling component (6) based on map and ego vehicle pose.

The Planning component (7) generates the ego vehicle trajectory to avoid collisions, using the
predicted object trajectories and the ego vehicle’s current state. The ego vehicle’s current state
is determined through vehicle chassis data, ego vehicle pose, and map information. The Control
component (8) generates the ego vehicle control commands based on the ego vehicle trajectory,
chassis data, and ego vehicle pose. Finally, the control commands are executed in the CANbus
component (9), which additionally retrieves the vehicle chassis data for feedback to the planning
and control components.

Figure 3.5: Functional allocation for the function avoid collision with an object in driving lane.
The grayed out components and data flows do not contribute to the function. Note that the safety
components are not shown in this figure.

The functional allocation for the complete set of functions is presented in FunctionalAllocation.pdf
2. Due to unclear documentation in Apollo4 on the dataflow re-routing request, it is not considered
in the functional allocation.

2https://surfdrive.surf.nl/files/index.php/s/2RwiL5taL9nTTFj
4Apollo documentation states: “Under certain scenarios, the planning module might trigger a new routing

computation by sending a routing request if the current route cannot be faithfully followed.” (https://github.com/
ApolloAuto/apollo/blob/v5.5.0/docs/specs/Apollo 5.5 Software Architecture.md#planning). Although Apollo
code for the planning and routing components was briefly examined, we could not determine the scenarios in which
the request may be made.

20 An exploration of methods for functional safety assessment of autonomous vehicles

FunctionalAllocation.pdf
https://surfdrive.surf.nl/files/index.php/s/2RwiL5taL9nTTFj
https://github.com/ApolloAuto/apollo/blob/v5.5.0/docs/specs/Apollo_5.5_Software_Architecture.md#planning
https://github.com/ApolloAuto/apollo/blob/v5.5.0/docs/specs/Apollo_5.5_Software_Architecture.md#planning


CHAPTER 3. ODD AND FUNCTIONAL REPRESENTATION OF THE AV

3.5 Summary

This chapter defined the ODD and functional representations of the AV. These artefacts are
prerequisites for the derivation of functional safety requirements, detailed in Chapter 4, and the
assessment of functional safety in Chapter 5. The A270 Highway route in Netherlands is chosen
as the ODD of the L4 AV, and characterized according to the AVSC and NHTSA guidelines.
The functional concept of the AV operating in its ODD is depicted by four operational modes:
(i) driving in lane, (ii) changing lanes, (iii) crossing an intersection, and (iv) crossing a merging
point. Functions within two categories: (i) avoid collision with other road users and obstacles and
(ii) follow tra�c rules in the ODD, are identified for each operational mode.

The functional architecture of the chosen AV software stack, Apollo, is derived from document-
ation and code. The sensing and perception components are further detailed, revealing diverse
redundancy in the component and o↵ering more insight into their functionality. Finally, the func-
tional concept of the AV is linked to the components and dataflows in the functional architecture
through functional allocation.
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Chapter 4

Functional safety requirements for
a Dutch highway ODD

This chapter derives functional safety requirements (FSRs) regarding faults and insu�cient func-
tionality in the sensing and perception components of a L4 autonomous vehicle. The derivation
of functional safety requirements is based on the frameworks presented in the automotive safety
standards, ISO 26262 and SOTIF. The specific part of ISO 26262 which guides the derivation of
FSRs is the concept phase (part 3) of the standard [8]. The concept phase has three steps: (1)
item definition to gather the representation of the vehicle and its surroundings (2) hazard ana-
lysis and risk assessment (HARA) for identifying potential safety hazards for the AV and defining
corresponding safety goals, and (3) functional safety concept where safety goals are mapped into
safety requirements which are allocated to specific functional components.

The notion of FSRs is not explicit in the SOTIF standard safety lifecycle shown in Figure 4.1.
However, three analysis steps (clauses 5-7), performed prior to the design and V&V phases (clauses
8-11), are identified to be necessary for the derivation of FSRs with the help of related work [62].
The steps of specification and design (clause 5) and SOTIF related hazard identification and risk
evaluation (clause 6) are similar to the first two steps of the ISO 26262 concept phase. The step
of identification and evaluation of functional insu�ciencies and triggering conditions (clause 7) is
unique to SOTIF and aims at identifying functional insu�ciencies of components that may lead
to hazardous behavior of the AV. We aim to define FSRs related to such identified functional
insu�ciencies.

The functional specification presented in Chapter 3 already covers the representation of the AV
and its driving conditions required in the two safety frameworks. Next, Section 4.1 presents the
common step of hazard analysis and risk assessment (HARA) in the two safety frameworks. To
perform HARA, we follow guidelines in the ISO 26262 standard, since the SOTIF standard states:
“The identification and evaluation of hazards caused by the intended functionality is aligned with
HARA of ISO 26262” [10].

The subsequent section, Section 4.2, maps the safety goals to functional safety requirements for
sensing and perception components. Here, a fault tree analysis is performed and then followed
by steps specific to ISO 26262 and SOTIF to establish safety requirements regarding faults and
insu�cient functionalities respectively. Section 4.3 then refines the elicited safety requirements
based on the Apollo safety concept. The refined safety requirements are used for the assessment
of functional safety in Chapter 5. In addition, the section also formulates an ideal safety concept
for the A270 highway ODD. Finally, Section 4.4 summarizes and discusses the obtained FSRs
regarding faults and insu�cient functionality in the sensing and perception components.
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Figure 4.1: Safety processes as outlined in the DIS/ISO 21448 (SOTIF) standard [10]. The clauses
relevant for elicitation of FSRs (clauses 5-7) are marked in red.

4.1 Hazard analysis and risk assessment

First, potential hazardous events are identified, i.e., combinations of vehicle-level hazards and
operational scenarios which may lead to a harmful consequence. The risk posed by the hazardous
events is then assessed, followed by the elicitation of safety goals to mitigate posed risks.

4.1.1 Identification of hazardous events

To identify hazards, the ISO 26262 standard [8] recommends the use of systematic techniques such
as failure modes and e↵ects analysis (FMEA) or hazard and operability study (HAZOP). FMEA
is a bottom-up approach where failure modes of individual components of a system are analyzed
to identify corresponding hazards for the system. A failure mode of a component describes a
manner in which the component may fail and its resultant consequence. Instead, HAZOP explores
deviations in the system functions (according to the functional concept) from their intended design
to identify hazards. Due to the complexity of performing FMEA on the many components of the
AV, we use HAZOP in this project.

HAZOP utilizes guide words to systematically identify deviations in a function that may result in
a hazard. The most common guide words are no, more, less, as well as, part of, reverse, other
than, early, late, before, after [63]. We observe that related works on AVs perform HAZOP for
subsystem-level functions and tailor guide words to the subsystems. The EU ENSEMBLE truck
research project on platooning [64] performs analysis on specific categories of functions (commu-
nication, acceleration, braking, and human machine interface). The analysis uses guide words
loss, unintended, lack along with other words for incorrect behavior like excessive and insu�cient.
Bagschik et al. [65] also tailor guide words, e.g., ego vehicle planning related functions have guide
words such as physically not possible and irrelevant. Unlike related studies, our functional concept
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has functions defined at the vehicle-level, which are relatively abstract. Therefore, we do not
customize the common guide words for the HAZOP analysis.

Only certain combinations of guide words and functions results in a hazard. For example, consider
the function avoid collision with an object in driving lane. While the guide word no results in the
hazard does not avoid collision with an object in driving lane, there is no corresponding hazard
for the guide word more. We observe that only the guidewords no, reverse, early and late lead to
hazards for the AV functional concept in Section 3.2.

Next, operational scenarios in which the hazards may lead to a potential risk are to be identified.
The combination of a hazard, an AV operational mode, and an operational scenario is referred to
as a hazardous event by the ISO 26262 standard. As the number of possible scenarios in our ODD
is large, we refer again to the related work from the ENSEMBLE project [64] and by Bagschik
et al. [65] to identify operational scenarios most relevant to the purpose of defining hazardous
events.

Both ENSEMBLE and Bagschik et al. consider the following variables: (i) state of the AV, (ii)
state of other road users, (iii) road infrastructure such as the slope of the road. ENSEMBLE
also considers (iv) special events such as obstacles in the driving path, while Bagschik et al. also
consider (v) weather conditions. Multiple variations within these variables may only be considered
if they a↵ect the risk posed by the hazardous event. As stated by Bagschik et al.: “too-detailed
scenes can distort the risk assessment (...) and result in a lower exposure rating” [65].

Figure 4.2: Operational scenarios covered in hazardous events. For each variable shown in blue,
the variations in yellow are covered

We define operational scenarios using similar variables as presented in the related work. The state
of other road users is not directly captured by the ODD. Currently, we focus only on other vehicles,
as the primary road users on the highway. Pedestrians and cyclists, especially at intersections,
and obstacles such as animals or debris, are to be considered in a future iteration of the safety
analysis. The state of other vehicles on the highway may be described by a list of possible
behaviors: decelerate, accelerate, drive in lane, merge lanes, change lanes, and follow tra�c lights.
We additionally consider a case of incorrect behavior by another road user; a cross-tra�c vehicle
at the intersection which does not follow tra�c lights.

Then, behaviors relevant to the AV functional concept are extracted, e.g., front vehicle decelerating
triggers a corresponding avoid collisions function. The operational scenarios covered within the
performed safety analysis is summarized in Figure 4.2. Certain variables are captured within the
AV operational modes and functions, e.g., tra�c lights and signaled intersection in the function
follow tra�c light and operational mode crossing an intersection. Hence, we can express the
operational scenarios instead through the remaining variables such as road users and obstacles.
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All possible hazardous events are obtained through a combination of each hazard and operational
scenario in an operational mode. The hazards of an operational mode are those which correspond
to functions in that operational mode. The potential harmful consequence of the hazardous
events is next determined to subsequently assess the risk posed by the event. We filter out invalid
hazardous events, for example, the combination of hazard avoid collision with an object in driving
lane with operational scenario vehicle approaching from behind in goal lane. Assumptions are
made for when a hazardous event may lead to a harmful consequence. For example, emergency
braking at highway speeds (speed limit 100 km/h) is assumed harmful due to limited reaction
times for a following vehicle. However, emergency braking at an intersection (speed limit 50km/h)
is assumed safe with a following vehicle having su�cient reaction time.

4.1.2 Risk assessment and safety goals

The risk posed by the hazardous event and the resultant consequence is assessed. An automotive
safety integrity level (ASIL) of quality management (QM) or ASILs A-D is assigned to each
hazardous event. Hazardous events assigned QM pose tolerable risk, while those assigned ASIL D
pose high risk. Three factors determine the ASIL level; the controllability (C), severity (S), and
exposure (E) of the hazardous event. The controllability level estimates the ability of a driver or
vehicle user to mitigate the consequence of a hazardous event. The level ranges from controllable in
general (C0) to incontrollable (C3). At L4 automation, the AV can not rely on driver intervention
and all hazardous events are level C3.

Operational mode Exposure Operational scenario Exposure Combined

exposure

driving in lane E4 decelerating vehicle in front E4 E4
driving in lane E4 vehicle from side lane which

cuts in front
E4 E4

driving in lane E4 closed lane due to construc-
tion

E2 E2

changing lanes E3 decelerating vehicle in front E4 E3
changing lanes E3 vehicle approaching from be-

hind in goal lane
E4 E3

crossing a merging point E3 decelerating vehicle in front E4 E3
crossing a merging point E3 vehicle merging into lane E4 E3
crossing an intersection E3 decelerating vehicle in front E4 E3
crossing an intersection E3 cross-tra�c vehicle which

follows tra�c light
E4 E3

crossing an intersection E3 cross-tra�c vehicle which
skips tra�c light

E2 E2

Table 4.1: Exposure level of hazardous events

The severity level is a measure of potential harm, ranging from no injuries (S0) to fatal injuries
(S3). We estimate potential harm of a collision based on speed limits, assigning S2 to the inter-
section (50 km/h) and S3 to other locations on the highway (100 km/h). Thus, hazardous events
which result in a collision have severity S2 if they correspond to the operational mode crossing
an intersection and severity S3 if they correspond to the other operational modes. S0 is assigned
when the hazardous event does not lead to a collision.

As per ISO 26262, exposure level may be estimated either by duration or frequency, ranging from
incredibly low (E0) to high probability (E4). The exposure to an operational scenario is estimated
by its frequency of occurrence, based on examples in the concept phase of ISO 26262 [66]. For
example, a vehicle decelerating in front of the AV may happen multiple times during a single
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trip (E4), but a lane closed due to construction may only be encountered up to once or twice a
year (E2). Although not accounted for explicitly in the ISO 26262 standard, the exposure to a
hazardous event should also depend on the exposure of the corresponding operational mode. The
exposure to an operational mode can be determined by the proportion of time spent in that mode.
The final exposure level is taken as the minimum of the operational mode and operational scenario
exposure levels, as a low exposure to either operational mode or operational scenario results in a
overall low exposure level. The exposure levels are summarized in Table 4.1.

The final step in HARA is to specify safety goals to mitigate all hazardous events of ASIL A or
higher. A safety goal is described as a functional objective for the AV. Once a safety goals is
specified for each hazardous event, similar safety goals may be aggregated. Table 4.2 presents
the 18 aggregated safety goals from the 69 safety goals originally formulated. The safety goals
corresponding to the operational mode crossing an intersection have the lowest ASIL levels. This
is inherited from the lower severity level assigned to the operational mode compared to other
operational modes. SG5, SG6 and SG18 are QM as the corresponding hazardous events do not
lead to a harmful consequence. Each hazardous event causes emergency braking at an intersection,
which as described earlier in 4.1.1, is assumed safe at the lower intersection driving speeds.

The complete HARA analysis is documented in HARA.xlsx 2.

2https://surfdrive.surf.nl/files/index.php/s/2RwiL5taL9nTTFj
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No. Safety goal: The AV shall... ASIL

SG1 avoid collision with an object (obstacle or vehicle) in driving lane in all
operational modes

D

SG2 prevent unintentional activation of avoid collision with an object (obstacle
or vehicle) in driving lane in all operational modes

D

SG3 avoid collision with an object (obstacle or vehicle) in driving lane without
emergency braking in all operational modes

D

SG4 avoid collision in scenario: cross-tra�c vehicle which skips tra�c light in
operational mode: crossing an intersection

A

SG5 prevent unintentional activation of avoid collision with an object (obstacle
or vehicle) at intersection in operational mode: crossing an intersection

QM

SG6 avoid collision in scenario: cross-tra�c vehicle which skips tra�c light
without emergency braking in operational mode: crossing an intersection

QM

SG7 avoid collision in scenario: vehicle merging into lane in operational mode:
crossing a merging point

C

SG8 prevent unintentional activation of avoid collision with an object (obstacle
or vehicle) at a merging point in operational mode: vehicle merging into
lane

C

SG9 avoid collision in scenario: vehicle merging into lane without emergency
braking in operational mode: crossing a merging point

C

SG10 avoid collision in scenario: vehicle approaching from behind in goal lane
without emergency braking in operational mode: changing lanes

C

SG11 avoid collision in scenario: vehicle approaching from behind in goal lane
without emergency steering in operational mode: changing lanes

C

SG12 drive within speed limit in all operational modes D
SG13 follow correct lane in all operational modes D
SG14 maintain driving lane in all operational modes except operational mode:

changing lanes
D

SG15 indicate lane change before performing lane change maneuver in scen-
ario: vehicle approaching from behind in goal lane in operational mode:
changing lanes

C

SG16 give priority during lane change in scenario: vehicle approaching from
behind in goal lane in operational mode: changing lanes

C

SG17 follow red and yellow tra�c light in operational mode: crossing an inter-
section

B

SG18 follow red and yellow tra�c light without emergency braking in opera-
tional mode: crossing an intersection

QM

Table 4.2: List of aggregated safety goals
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4.2 Derivation of functional safety requirements

This section first performs the fault-tree analysis (FTA) to map violations of safety goals at the AV-
level (as obtained in Section 4.1) to failure events in the sensing and perception components. FSRs
are then derived for the failure events by steps specific to the ISO 26262 and SOTIF standards.
Note that throughout this thesis, we use the terms 26262 FSRs and SOTIF FSRs to refer to FSRs
w.r.t faults and functional insu�ciencies respectively.

FTA is a top-down failure analysis, which determines how component-level failures lead to system-
level events. This mapping requires the functional allocation in Section 3.4. As an example,
Figure 4.3 presents the FTA for the violation of safety goal “The AV shall follow red and yellow
tra�c lights in operational mode: crossing an intersection”. The semantics of the FTA include
two types of events and two boolean gates. A basic event, depicted by a circle, is a primary failure,
whereas a secondary event, represented by a rectangle, is a failure consequent of basic events. In
our FTA, we focus only on basic events related to the sensing and perception components.

4qopieuriopu2/2n2nn2n2n2nn2nn2/ 2nn2n2n2n2n/2n/ ñ/ nb2 b/ b/ 2nn /b

The boolean “AND” gate signifies that all input failures must occur to cause the output fail-
ure. Instead, the “OR” gate indicates that a single input failure results in the output failure.
The boolean gates are primarily determined via the functional architecture. Instances where the
boolean gates required other sources are documented in FTA.pdf 2, together with the FTA for the
complete set of safety goals. Eleven basic failure events are identified through the FTA, presented
in Table 4.3. Each event corresponds to a unique sensing and perception functional component.

ID Event Violated safety

goals

E1 Tra�c light detection and recognition fails to detect or recognize
color of yellow or red tra�c light

SG17,SG18

E2 Object detection classification and tracking (lidar) estimates in-
correct state of vehicle / obstacle

SG1-SG11,SG16

E3 Object detection classification and tracking (radar) estimates
incorrect state of vehicle / obstacle

SG1-SG11,SG16

E4 Object detection classification and tracking (camera) estimates
incorrect state of vehicle / obstacle

SG1-SG11,SG16

E5 Lane detection and tracking estimates incorrect lane informa-
tion

SG1-SG11,SG16

E6 Sensor fusion does not provide correct combined state informa-
tion of vehicle / obstacle

SG1-SG11,SG16

E7 Sense ego pose does not provide correct sensing of ego pose all
E8 Sense environment (lidar) does not provide correct sensing of

environment
all

E9 Sense environment (radar) does not provide correct sensing of
environment

SG1-SG11,SG16

E10 Sense environment (camera) does not provide correct sensing
of environment

SG1-SG11
,SG16,SG17,SG18

E11 HD map does not provide correct map information all

Table 4.3: The eleven basic events identified in our FTA

2https://surfdrive.surf.nl/files/index.php/s/2RwiL5taL9nTTFj
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Sense  environment

(camera) does not
provide

correct environment
information

Localization does
not estimate correct

ego pose 

SG violation: AV does not
slow down / stop for yellow /

red light in operational
mode: crossing an

intersection

CANbus does not execute
necessary braking

commands

Control does not generate
necessary braking

commands

Planning does not
generate necessary
braking trajectory 

Perception does not provide
correct information on yellow /

red traffic light

HD map does
not provide correct
map information 

CANbus does not
provide correct
chassis data

Traffic light detection and

recognition does not provide
correct information on yellow /

red traffic light

Sensing does not
provide

correct environment
information

Traffic light

detection and

recognition 
fails to detect or

recognize color of
yellow / red 
traffic light

Figure 4.3: FTA for violation of safety goal SG17, “follow red and yellow tra�c light
in2nn2nn2n2nnn/ operational mode: crossing an intersection2/ n”. The events not related to
sensing and p22n2n2n2n2n2n/ ///n2n/ erception components (marked in gray) are not 2n/ con-
sidered in this analysis. The triangle belo¿ /////// 2n22n2n2n/2n2n2n2n/n2n2/ w the localization
event indicates the FTA i2n2n /2bnn2n2n2n2n2n2nnn2n/ s continued further in another diagram.

n22n2n2n22n/ //n2nn/

30 An exploration of methods for functional safety assessment of autonomous vehicles



CHAPTER 4. FUNCTIONAL SAFETY REQUIREMENTS FOR A DUTCH HIGHWAY ODD

4.2.1 ISO 26262 FSRs

The functional safety concept step in the concept phase of ISO 26262 derives FSRs to prevent the
violation of the vehicle-level safety goals. With respect to ISO 26262, a basic event corresponding
to a functional component may be due to the (i) component becoming non-operational or (ii)
component output being lost or corrupted. FSRs are specified to detect both failures for all 11
basic events and prevent a corresponding violation of safety goals. An example FSR is, Non-
operational state of the tra�c light detection and recognition component shall not lead the AV to
ignore red or yellow tra�c light in operational mode: crossing an intersection.

FSRs are also allocated to specific components in the functional safety concept step. The allocation
is usually an input for part 4 of ISO 26262, which deals with product development, based on the
FSRs. In our case, we aim to assess functional safety of an existing AV. Thus, we do not assume
a FSR is fulfilled by a specific subsystem level component and instead allocate the FSRs to the
sensing and perception subsystem as a whole. In addition, the FSRs may also be fulfilled by the
safety components in Apollo. Thus, the allocation of FSRs is additionally extended to the safety
components in Apollo.

4.2.2 SOTIF FSRs

Here, we describe the derivation of SOTIF FSRs related to the failures identified in the sensing and
perception components through the FTA analysis. The relevant section of the SOTIF standard
is clause 7: the identification and evaluation of potential functional insu�ciencies and triggering
conditions [10]. In our study, we consider the functionality of camera based object detection,
classification, and tracking (camera object perception) as a proof-of-concept. The functionality is
composed of three functional components within the detailed sensing and perception architecture
(shown in Figure 3.4, Section 3.3). The components are: (1) Sense environment (camera), (2)
Lane detection and tracking, and (3) Object detection, classification, and tracking (camera).

The term functional insu�ciency is defined as a specification of the functionality or a limitation
in technical capability which may lead to a hazardous behavior in combination with triggering
conditions [10]. Triggering conditions can be considered as a-priori worst case conditions within
an ODD ; conditions which may invoke a functional insu�ciency and lead to potential hazardous
behavior.

The SOTIF analysis is performed for functional insu�ciencies related to illumination (time-of-day)
and weather conditions, using examples in the SOTIF standard for reference. According to the
standard, functional insu�ciencies of these categories are key for perception-related functionalities.
The functional insu�ciencies identified to deteriorate performance of object detection are low-
illumination conditions [62, 67], illumination conditions rarely captured in training data sets such
as dusk and dawn [68] and weather conditions, in particular fog [69], rain [70, 71], and snow
[72]. The deteriorated performance of object detection further deteriorates performance of object
tracking [73], but its e↵ect on object classification is not found in literature. Thus, the functional
insu�ciency is specified w.r.t the performance of object detection and object tracking for the
camera object perception functionality.

Next, triggering conditions are identified for each functional insu�ciency. The triggering condi-
tions are represented by three entities; (i) the scene, (ii) the AV behavior, and (iii) the behavior of
other road users. The scene characteristic directly relevant to the functional insu�ciency, i.e., a
weather or illumination condition, is explicitly defined. The illumination conditions corresponding
to all times-of-day are part of the ODD (see Description ODD.pdf 2). The weather conditions
include: (ii) up to moderate inclement levels of wind, rain, snow, sleet and fog; (iii) a temperature
range of -15 degrees celsius to 40 degrees celsius; and (iv) standing water on the road. We make
no assumptions on worst-case variations of other variables are made. Thus, all possible variations

2https://surfdrive.surf.nl/files/index.php/s/2RwiL5taL9nTTFj
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within the ODD of variables other than the scene characteristic directly relevant to the functional
insu�ciency is considered as part of the triggering conditions.

The vehicle-level e↵ects of the functional insu�ciency, the severity rating of the vehicle-level e↵ects
(S*), and the occurrence rating (O*) of the associated triggering conditions are to be specified as
part of the analysis. The examples in the SOTIF standard present the same criteria for S*, as the
severity levels used for risk assessment in HARA: ranging from no injury (S*=0) to fatal injuries
(S*=3). The O* rating ranges from improbable (O*=0) to once or more per driving cycle (O*=6).

Based on the FTA, the failure of the camera based object detection, classification, and tracking
functionality violates safety goals SG1-SG11 related to avoiding collisions and SG16 on giving
priority during lane change from Table 4.2. The two ratings are determined as S*=3 (highest)
and O*=5 (second highest) for all functional insu�ciencies. The severity criteria in SOTIF are
the same as in HARA and S* rating is inherited from the severity of the violated safety goals
SG1-11 and SG16. The occurrence criteria is based on frequency of the triggering conditions with
O*=5 corresponding to occur once or more per year. The highest O* rating of 6 corresponds to
occur each trip which is not expected for the triggering conditions.

Finally, SOTIF FSRs are specified to prevent violation of safety goals due to the potential func-
tional insu�ciency and its associated triggering conditions. An example SOTIF requirement for
SG1 (avoid collisions with an object in driving lane) in Table 4.2 is “deteriorated performance of
object detection and tracking at night shall not lead to a collision with an object in driving lane”.
SOTIF FSRs are allocated to the sensing and perception subsystem and the safety components in
Apollo.

4.3 Safety concept

This section outlines the refining of requirements defined in Section 4.2 for the Apollo safety
concept. The Apollo safety concept has vehicle-level safe states which are triggered upon safety-
related issues in the AV. We begin this section by discussing appropriate safe states for the A270
Highway ODD. Subsequently, Section 4.3.1 present an ideal safety concept for the A270 highway
ODD. Then, Section 4.3.2 discusses the safe states implemented in Apollo, for which we refine our
elicited FSRs.

A trade-o↵ exists between the safety or availability provided by a safe state, and the ability of
the AV to achieve the state. Possible fail-safe states on the highway include an emergency stop in
lane, slow stop in lane, or parking on the roadside. An emergency stop can cause a collision with
a following vehicle at highway speeds. A stationery vehicle on an active highway lane can also
lead to accidents especially in low-visibility scenarios [18]. However, achieving these safe states
requires limited AV ability. Parking on the roadside is a safer final state but requires additional
functionality.

Similarly, fail-operational states (degraded mode) o↵er higher availability of the AV but require
additional functionality. Possible fail-operational states include reduced driving speed or automa-
tion level, or a restriction of certain operating modes or functionality. A reduction in automation
level is not appropriate to our L4 AV, as we do not assume driver availability. Driving at a reduced
speed on the highway is also dangerous [74], [75]. However, the AV may drive at a reduced speed
on the road shoulder till a highway exit or parking spot 1. Restricting the operational mode to
the basic driving in lane operational mode may also be suitable. This may be appropriate if a
failure does not impact operation of that mode.

1Driving on the road shoulder is permissible for emergencies under Dutch tra�c rules [55]
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4.3.1 Theoretical safety concept

The trade-o↵ in the choice of a safe state is important to consider upon a failure in the sensing
and perception components. Figure 4.4 presents a state machine of our safety concept for the
highway ODD related to failure events in sensing and perception components. The safety concept
is developed considering the functional architecture of Apollo including the ultrasonic sensor safety
component which perceives near-distance objects (as introduced in Section 3.3.

The reasoning for a transition to specific safe states for our safety concept is summarized in
Table 4.4. The safety concept distinguishes between the failure of a component which has a
redundancy or diverse redundancy in the functional architecture (assigned safe state S3 or S4),
and a component that does not have such redundancy (assigned safe state S2). The choice of
whether the vehicle should park at the roadside (safe state S3) or continue operating on the road
shoulder (safe state S4) is made based on the a↵ected functionality.

The AV localization functionality has two diverse redundant inputs, while object perception (ob-
ject detection, classification and tracking) has three diverse redundant inputs and corresponding
components Figure 3.4. For a failure event that a↵ects an input related to localization, safe state
S3 is chosen. Safe state S4 is considered dangerous; the failure event may lead to inaccurate
localization and cause a hazardous behavior such as steering back into an active lane. In the case
of a failure event that a↵ects one input or component related to object perception, safe state S4 is
considered safe as (i) two diverse inputs or components of object perception are still operational
and (ii) the complexity of the object perception task is lower on the road shoulder.

The safety concept also chooses an appropriate safe state based on the cause of a failure event,
i.e., a fault or a functional insu�ciency. The Sensor fusion functional component and the diverse
redundancy in the object perception functionality (see Figure 3.4) are designed at mitigating
vehicle-level e↵ects due to functional insu�ciencies of individual modalities (e.g., camera-based
object perception) for the ODD conditions. This is noted by the state-of-practice [5, 9]. Thus,
the satisfaction of SOTIF FSRs for triggering events within the ODD may not necessarily require
a safe state transition, and the requirements do not need further refinement.

Faulty components as covered in ISO 26262 FSRs indicate an unexpected failure, which can in
turn reduce the diverse redundancy in the system. Thus, a vehicle-level safe state is appropriate
for the ISO 26262 FSRs. In addition, SOTIF FSRs which relate to triggering conditions also
require a vehicle-level safe state. Conditions outside of the ODD are by definition unsafe. Thus,
26262 FSRs and SOTIF FSRs related to triggering conditions outside of the ODD are to be refined
further to specify a transition to the appropriate safe state for the corresponding failure event.

ID safe state choice of safe state

S1 emergency stop in lane other safe states are not possible
S2 slow stop in lane no redundancy in architecture for failed

component or multiple failed components
S3 park on the roadside if failed component leads to a failure of the

localization component
S4 continue driving at lower speed on road

shoulder till parking spot or highway
exit

if failed component leads to a failure of an
object detection component

S5 continue driving in lane till destination
or parking spot or highway exit

not suitable as all events a↵ect the driving
in lane operational mode.

Table 4.4: Safe states for the A270 Highway ODD
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entry / slow stop in
driving lane

S2

entry / drive at low
speed on road shoulder

S4

entry / park to the side
of the road

S3

parking spot / highway exit 

entry / check for faults
before start of

autonomous trip

Self-diagnostics

entry / drive to
destination

Nominal

E7 or E8 or E10

E1 or E6 or E11

fault
entry / emergency stop

in driving lane

S1
[Ultrasonic sensor fails or 

object detected]

vehicle stationery  
in driving lane

vehicle stationery 
in driving lane

vehicle stationery  
 on side of road

E2 or E3  
or E4 or  
E5 or E9 

[second event]

destination reached

Figure 4.4: State machine of safety concept. The events E1-E12 refer to failure events in Table 4.3.
The safe states S1-S4 refer to safe states in Table 4.4.

4.3.2 Apollo safety concept and refinement of safety requirements

The Apollo safety mechanisms, i.e., the monitor, guardian, and ultrasonic sensor are introduced
in Section 3.3. The safety response in Apollo constitutes only two of the aforementioned safe
states; S1, an emergency stop in lane, and S2, a slow stop in lane. The choice between S1 and S2
is based on the integrity of the ultrasonic sensing component and the distance to nearby objects
2. A transition to the safe state S3, park on the roadside is also part of the planning component
functionality 3. However, triggering of S3 in response to a failure may not be implemented in
Apollo 4.

To obtain testable safety requirements for our assessment of functional safety of Apollo (detailed in
Chapter 5), the safety requirements from Section 4.2 are refined based on the Apollo safety concept.
Note that we also draw on the discussion in Section 4.3.1 to distinguish which requirements need
further refinement. Thus, a transition to a safe state is specified in the safety requirements for the
ISO 26262 FSRs as well as SOTIF FSRs related to triggering conditions outside of the ODD. For
SOTIF FSRs corresponding to within ODD conditions, no further refinement is necessary at this
stage.

Note that unlike our ideal safety concept, a mapping between failure events and safe states is not
known for the Apollo safety concept. Therefore, specific safe states are not specified in the safety
requirements.

4.4 Results and discussion

The process followed in this chapter for the elicitation of safety requirements for the A270 highway
ODD, and the functional architecture of Apollo, is summarized in Figure 4.5. 18 aggregated safety
goals are identified from the 69 safety goals originally formulated, out of which 15 are ASIL A or
higher (presented in Table 4.2). As discussed earlier in Section 4.1.2, the safety goals corresponding
to the operational mode crossing an intersection have the lowest ASIL levels. Through the FTA
analysis, we identified eleven failures events (shown in Table 4.3), each corresponding to a unique

2https://github.com/ApolloAuto/apollo/blob/master/docs/specs/Apollo 5.5 Software Architecture.md#guardian
3https://github.com/ApolloAuto/apollo/tree/v5.5.0/modules/planning#emergency
4We have only found evidence of manual triggering of the safe state by a remote user, as in https://github.com/

ApolloAuto/apollo/blob/master/modules/dreamview/backend/teleop/README.md
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Figure 4.5: Elicitation process for functional safety requirements

sensing and perception functional component. The failure event of functional components and
their resultant violation of safety goals is also identified through the FTA. For example, the failure
of the camera based object detection, classification, and tracking (object perception) functionality
violates safety goals SG1-SG11 related to avoiding collisions and SG16 on giving priority during
lane change.

In the SOTIF and ISO 26262 specific steps, we have elicited safety requirements for the failure
events of the sensing and perception components. The ISO 26262 covers two failure types; (i) a non-
operational state and (ii) output data corruption or loss. In the SOTIF analysis, we identified the
functional insu�ciencies related to the camera based object perception functionality. The ratings
of the severity of vehicle level e↵ects (S*) of the functional insu�ciencies, and the occurrence of
the associated triggering conditions (O*) were determined as S*=3 (highest) and O*=5 (second
highest). Thus, the identified functional insu�ciencies are likely to both appear in the ODD as
well as lead to hazardous behavior.

We then present an ideal safety concept for the A270 highway ODD, as well as the Apollo safety
concept. The ideal safety concept considers additional safe states compared to the Apollo safety
concept. An example of an additional safe state is S3, parking on the road shoulder. This may be
a safer final state for a vehicle on a highway as discussed in Section 4.3. This points to a potential
limitation in Apollo’s safety concept for operation in a highway setting.
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As the final step of FSR elicitation, the FSRs are refined for the Apollo safety concept. The
requirements are documented in FunctionalSafetyRequirements.xlsx 2. Example safety re-
quirements are illustrated in Table 4.5 for SG1: avoiding collisions with an object in driving lane
and a failure event of the camera based object detection, classification, and tracking functionality.
The table presents an example 26262 FSR, SOTIF requirement for triggering conditions within
the ODD, and a SOTIF requirement for triggering conditions outside of the ODD corresponding
to the failure event.

Safety

goal

Event Example 26262

FSR

Example SO-

TIF requirement

(within ODD

conditions)

Example SOTIF

requirement (out-

side of ODD con-

ditions)

SG1 Object de-
tection,
classification
and tracking
(camera)
estimates in-
correct state
of vehicle /
obstacle (E4)

If the Object detec-
tion, classification
and tracking (cam-
era) functional
component becomes
non-operational,
the vehicle shall
transition to a safe
state

deteriorated per-
formance of object
detection and track-
ing at night shall
not lead to a colli-
sion with an object
in driving lane

If the performance
of object detection
and tracking deteri-
orates due to heavy
rainfall, the vehicle
shall transition to a
safe state

Table 4.5: Example of refined safety requirements for the Apollo safety concept

2https://surfdrive.surf.nl/files/index.php/s/2RwiL5taL9nTTFj
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Chapter 5

Assessment of functional safety

This chapter presents methods and results for assessment of functional safety in Apollo. The
assessment of functional safety is performed against the elicited functional safety requirements
(FSRs) (detailed in Chapter 4) related to faults and insu�cient functionality of the AI-based
sensing and perception subsystem. The fulfillment of FSRs is assessed at both the design level and
implementation of Apollo. We focus the application of functional safety assessment methods on
FSRs related to two AI-based functionalities; the lidar-based and camera-based object detection,
classification, and tracking functionalities. The relevant components are shown in Figure 5.1.

Figure 5.1: The detailed functional architecture of the sensing and perception subsystem of Apollo.
We focus the application of functional safety assessment methods on FSRs related to the compon-
ents marked in red.

First, Section 5.1 uses an existing approach by Kochanthara et al. [76, 77] to assess fulfillment
of FSRs in the vehicle’s software architecture. As the approach does not take into account FSRs
related to AI-based components, we extend the approach further to consider AI-safety related best
practices and AI related design artefacts.

Then, Section 5.2 outlines a simulation-based testing approach to assess FSRs in the Apollo
implementation. Firstly, Section 5.2.1 describes a systematic approach to derive test cases for the
elicited FSRs. Section 5.2.2 then demonstrates the testing of a few example test cases.

Finally, Section 5.3 summarizes the chapter.
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5.1 Design assessment

To assess the fulfillment of FSRs at the design level, we use the methodology proposed by Koch-
anthara et al. [77, 76]. The methodology proposes a design-level assessment of functional safety
by checking the application of safety tactics in the vehicle software architecture. An architectural
tactic is an abstract design decision that influences non-functional attributes of a system [78]. A
safety tactic is an architectural tactic which addresses safety.

The fulfillment of FSRs is systematically assessed in two steps. First, (combinations of) safety
tactics which can fulfill each FSR are identified by matching the FSR description to the tactic
description. Then, the vehicle software architecture is checked for the utilization of safety tactics
within the identified set. In their case study, the authors relied on a set of 13 safety tactics that are
most widely employed in design [79, 80] to assess ISO 26262 FSRs for a cooperative autonomous
vehicle. The 13 safety tactics are: heartbeat, simplicity, substitution, sanity check, comparison,
replication redundancy, diverse redundancy, condition monitoring, repair, voting, degradation,
override and barrier.

Here, we apply the methodology proposed by Kochanthara et al. to our context which includes
SOTIF FSRs in addition to ISO 26262 FSRs. Our safety requirements are also targeted at AI-
based components who have other artefacts (dataset, neural network (NN) model) besides the
functional and technical architecture of the vehicle. In addition, the safety challenges of AI-based
components are unique; for example, unpredictable behavior in novel or rare driving conditions
[13, 14]. Thus, we explore possible extensions to the set of 13 safety tactics which address the
safety of AI-based components. As a preliminary literature search on safety tactics for AI-based
components did not result in any findings, we broadened our search to best practices for software
engineering of AI-based components.

From the retrieved papers, we extract best practices addressing the safety of AI-based components
and further filter them for their relevance to our context. For example, the safety related best
practice of human oversight of AI-based components is not applicable for our L4 AV. Safety best
practices that are relevant in the development of the AV are also out of scope as such information
is not provided by Apollo, e.g., practices for training of the neural network. The list of extracted
best practices for safety of AI-based components is shown in Table 5.1.

We use both the 13 safety tactics and the 11 best practices derived for safety of AI components
to assess our FSRs. The tactics and best practices are matched to FSRs based on their descrip-
tion and aim. For example, the best practice of uncertainty estimation and monitoring has the
aim: “recognize degradation of model or erroneous outputs”. This best practice applies to the
elicited SOTIF FSRs, as it enables detection of deteriorated performance of the object detection,
classification, and tracking functionality.

As a case study, we assess the employment of best practices and tactics for FSRs related to the
camera-based object detection, classification, and tracking functionality for which the proof-of-
concept SOTIF analysis has been performed (detailed in Section 4.2.2). The use of safety tactics
and AI-safety best practices is checked in the functional architecture, Apollo documentation and
Apollo code. We limit the code review to certain components relevant to the target functionality:
(i) camera object pipeline, (ii) sensor fusion, and the (ii) two safety components; monitor and
guardian. Additionally, some AI-safety best practices are to be assessed in relation to the training
dataset, Waymo Open dataset [85], and the NN model [86], SMOKE NN model. We base the
assessment criteria for practices related to the dataset or NN model on the documentation of
these design entities. We illustrate the assessment criteria for best practices with two examples in
Table 5.2.

Several artefacts related to AI-safety best practices are presented in AI bestPractices.xlsx 1: (i)
complete process of extracting and filtering safety-related best practices for AI components from
literature, (ii) complete list of assessment criteria to check if the best practices are employed, and
(iii) elaborate examples to illustrate the process of identifying relevant best practices for FSRs.
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ID Best practice Description Relevant

AV entity

1 check that input data is com-
plete, balanced and well Dis-
tributed [81]

(our interpretation) dataset used for
the NN development covers operating
scenarios in the ODD

dataset

2 design specification for the
NN [82]

specification of the NN (example tech-
niques: formal specification or design
for DNNs, break ML functionality
into smaller algorithms in hierarchical
structures)

NN model

3 testing and verification for
the NN [82]

verifying NN correctness (example
techniques: neuron coverage testing,
fuzz testing)

NN model

4 uncertainty estimation and
monitoring for the NN [82],
[83]

estimate and monitor uncertainty in-
cluding epistemic uncertainty (model
confidence on its prediction) and aleat-
oric uncertainty (uncertainty for un-
known samples). Techniques men-
tioned are deep ensembles and Monte
Carlo Dropout

NN model,
SW archi-
tecture

5 in-distribution error detect-
ors [82]

detect misclassification of in-domain
samples (example techniques: selective
classification, prediction of failures)

NN model,
SW archi-
tecture

6 out-of-distribution error de-
tectors [82]

detect inputs outside of normal train-
ing distribution (example techniques:
reject option in output, measure of
class probabilities to detect abnormal
samples)

NN model,
SW archi-
tecture

7 domain generalization [82] improve di↵erence between real-world
performance vs. training data

dataset,
NN model

8 robustness to corruption,
perturbations [82]

robustness to natural corruptions e.g.,
weather conditions, and artificial per-
turbations, e.g., sensor noise

dataset,
NN model

9 Use n-versioning [83] use of ensembles of ML models or back-
up with an interpretable or rule based
model

SW archi-
tecture

10 Use metric monitoring and
alerts to detect failure [83]

continuous monitoring of metrics e.g.,
decrease in NN model accuracy. Sub-
sequent alerting / warning

SW archi-
tecture

11 monitor data quality issues
[84]

(our interpretation) detect sensor raw
data issues such as data corruption

NN model,
SW archi-
tecture

Table 5.1: Best practices for safety of AI-based components

Similarly for the safety tactics, we document in Tactics.xlsx 1: (i) complete list of assessment
criteria if the safety tactics are employed, and (ii) elaborate examples to illustrate the process of
identifying relevant safety tactics for FSRs.
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ID Best prac-

tice

Description Assessment criteria: best

practice employed in

design

7 robustness to
corruption,
perturbations
[82]

robustness to natural corruptions
e.g., weather conditions, and ar-
tificial perturbations, e.g., sensor
noise

The NN model paper /
Apollo documentation dis-
cusses robustness of model to
natural corruptions and per-
turbations

4 uncertainty
estimation
and monitor-
ing

estimate and monitor uncertainty
including epistemic uncertainty
(model confidence on its pre-
diction) and aleatoric uncer-
tainty (uncertainty for unknown
samples). Techniques mentioned
are deep ensembles and Monte
Carlo Dropout

(i) The NN model paper
discusses uncertainty estim-
ation for the NN (ii) The
uncertainty estimation may
rely on one of the described
techniques or refer to other
state-of-the-art work (iii) The
Apollo documentation / ar-
chitecture / code around
the model shows evidence of
monitoring NN uncertainty

Table 5.2: Assessment criteria to check if best practices for safety of AI-based components are
employed in design artefacts

5.1.1 Results and discussion

The results of the design-level assessment for FSRs related to the camera-based object detection,
classification, and tracking functionality are summarized in Table 5.3. Our results show (i) AI-
safety related best practices are mainly relevant for SOTIF FSRs and not 26262 FSRs, (ii) AI-safety
related best practices are lacking in the Apollo design, (iii) several safety tactics are relevant to
FSRs and SOTIF FSRs (iv) some of the relevant safety tactics are employed in the design. The
complete results are documented in Tactics.xlsx and AI bestPractices.xlsx 1.

We first elaborate on the assessment results (relevance to FSRs, employment in design) for best
practices specific to AI-safety. In terms of relevance to the FSRs, only the best practice of monitor-
ing data quality issues (practice 11) is assessed relevant to ISO 26262 FSRs (FSR 26262 19, FSR
26262 20). In contrast, for SOTIF FSRs, most AI-safety related best practices are determined
relevant, except the practices of design specification of NN (practice 2), domain generalization
(practice 6), and monitor data quality issues (practice 11). Some of the relevant best practices
decrease the corresponding functional insu�ciency addressed by the FSR e.g., input data char-
acteristics (practice 1). Others prevent the functional insu�ciency from leading to a safety goal
violation, as specified in the requirement e.g., uncertainty estimation (practice 8).

The employment in design for these best practices is found to be low. Only practice 11 and 9
are found employed in the Apollo design. Practice 11, relevant to FSR 26262 19, FSR 26262 20,
is employed in the form of data integrity checks performed by the monitor component. Practice
9, relevant to the SOTIF requirements, is employed by the use of diverse redundancy (lidar,
radar, camera based) for the object detection, classification, and tracking functionality. The other
relevant AI-safety related practices are assessed lacking in the Apollo design.

Next, we discuss the assessment results (relevance to FSRs, employment in design) for the safety
tactics. In terms of relevance to FSRs, several relevant safety tactics such as override, diverse
redundancy, and sanity check are identified for both 26262 FSRs and SOTIF FSRs. Some of
these tactics are observed to be employed in the Apollo design. The override tactic, which brings

1https://surfdrive.surf.nl/files/index.php/s/2RwiL5taL9nTTFj
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FSR ID FSR
Best practices em-

ployed in design

Safety tactics em-

ployed in design

26262 7

If object detection, clas-
sification and tracking
(camera) component be-
comes non-operational,
the vehicle shall trans-
ition to a safe state

n/a (no practices are ap-
plicable)

override (safe state
triggered based on checks
by monitor component)

26262 8

If object detection, clas-
sification and tracking
(camera) component out-
put data is corrupted
or lost, the vehicle shall
transition to a safe state

n/a (no practices are ap-
plicable)

diverse redundancy
(lidar, radar, camera
based), replication re-
dundancy (2 partially
overlapping cameras)

26262 18

If sense environment
(camera) component be-
comes non-operational,
the vehicle shall trans-
ition to a safe state

monitor data quality is-
sues (checks by monitor
component)

override (safe state
triggered based on checks
by monitor component)

26262 19

If sense environment
(camera) component
output data is corrupted
or lost, the vehicle shall
transition to a safe state

monitor data quality
issues (data integrity
checks by monitor com-
ponent)

sanity check (data integ-
rity checks by monitor
component), diverse re-
dundancy (lidar, radar,
camera based), replica-
tion redundancy (2 par-
tially overlapping cam-
eras), override (safe state
triggered based on data
integrity checks)

SOTIF 1 to
SOTIF 6

(broad description of
multiple FSRs) Deteri-
orated performance of
camera based object de-
tection and tracking due
to triggering conditions
within the ODD shall
not violate vehicle-level
safety goals

n-versioning: diverse re-
dundancy (lidar, radar,
camera based)

diverse redundancy
(lidar, radar, camera
based)

SOTIF 7

If the performance of
camera based object de-
tection and tracking de-
teriorates due to heavy
rainfall, the vehicle shall
transition to a safe state

n-versioning (diverse re-
dundancy - lidar, radar,
camera based)

diverse redundancy
(lidar, radar, camera
based)

Table 5.3: Results of design assessment of FSRs

the vehicle to a safe state, is determined to be employed for three of the four 26262 FSRs. The
tactics of diverse redundancy and replication redundancy, relevant to both SOTIF and ISO 26262
FSRs, are also determined to be employed. Diverse redundancy is present through the use of
diverse modalities for the functionality (lidar, radar, camera based), while replication redundancy
is applied through the use of two cameras which have partially overlapping fields-of-view.
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The employment of certain tactics in the design is not determined. For example, the use of tactics
such as comparison or condition monitoring, for object level information (as for SOTIF FSRs and
26262 8) is not clear from the functional architecture or our high-level code review of the sensing
and perception components. A detailed code review of the components is required to determine
if these tactics are utilized, which is outside of the design assessment scope.

5.2 Simulation-based testing

This section presents a simulation-based testing approach to assess the fulfillment of FSRs at the
implementation level. Section 5.2.1 presents a generic framework to derive testcases for the elicited
FSRs in Chapter 4. Next, Section 5.2.2 presents a demonstration of testing example test cases
aimed at FSRs related to the lidar-based object detection, tracking, and classification functionality.

The original choice of the AV simulation tool was the simulator from Siemens, Simcenter PreScan
[19]. Unfortunately, the in-house integration at Siemens between PreScan and Apollo omits the
perception component in Apollo. Currently, PreScan directly provides ground-truth perception
data to the prediction component in Apollo. As the integration modification is non-trivial, we
could not utilize PreScan for our testing.

Instead, we opt for the open source AV simulator Lgsvl [87] which supports an out-of-the-box
integration with Apollo. However, we ran into several technical challenges related to this integ-
ration, which could not be resolved despite attempts on multiple versions of Apollo and contact
with the Apollo and Lgsvl teams. The technical challenges faced include: (a) radar-based object
detection not working (b) camera-based object detection having an unstable detection output (c)
the vehicle motion is unstable at times with sudden braking (possibly due to high resource usage
as indicated in [88]). Given these technical challenges, we have scoped down our originally planned
testing to only consider a few test cases for demonstration.

5.2.1 Requirements to test cases

We systematically derive test cases for the elicited FSRs by first defining test scenarios, as proposed
by Post et al. [89]. A test scenario encompasses the set of test cases required to fulfill a FSR,
as shown in Figure 5.2. To systematically explore the test cases space within a test scenario, we
employ the category partition method [90] and discuss the choice of partitions for testing FSRs
w.r.t Apollo.

A test scenario as used in our context is defined as the encoding of a functional safety requirement
into a pre-condition and post-condition. In addition, we define a corresponding pass/fail criterion
to a test scenario, which can be used for the set of test cases within the test scenario. The test
scenarios and pass/fail criteria are shown for example FSRs in Table 5.4. In the case of SOTIF 1
(as corresponding only to safety goal 1 of “avoid collision with an object in driving lane”), the
pass/fail criteria must be defined with reference to results from an additional (reference) test
scenario with pre-condition day-time conditions. The comparison of the post-conditions of the
pre-condition day-time conditions and night-time conditions enables us to evaluate the specific
functional insu�ciency of night time conditions as covered by the SOTIF requirement.

Next, we explore the test cases space within the test scenario of a FSR. There are two aspects
of a test case: (i) inputs; which correspond to the pre-condition of the test scenario and (ii)
test conditions; a set of conditions under which the test is performed. To systematically explore
the input and test conditions space, we use the concepts of categories and partitions proposed
in the category-partition method [90]. The category-partition method is a common black box
testing method used to generate test cases for functional requirements [91]. Categories refer to
characteristics of the input space and test conditions. Partitions refer to choices within a category
which are expected to be handled di↵erently by the system under test.
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Figure 5.2: Depiction of linking requirements to test cases by the use of test scenarios from Post
et al. [89]

Functional safety require-

ment

Test scenario: (pre-

condition), (post-

condition)

Pass/Fail criteria for test

scenario

If object detection, classific-
ation and tracking (camera)
component becomes non-
operational, the vehicle shall
transition to a safe state
(26262 7)

(object detection, classifica-
tion and tracking (camera)
component non-operational),
(AV in safe state)

post-condition not met for
pre-condition

deteriorated performance of
object detection and track-
ing at night shall not lead
to a collision with an object
in driving lane (SOTIF 1 for
SG1)

(night-time conditions), (AV
does not collide with an
obstacle or vehicle)

for the same test conditions,
the post-condition is not met
while it is met for reference
pre-condition (day-time con-
ditions)

Table 5.4: Test scenario and pass/fail criterion for an example (i) 26262 FSR and (ii) SOTIF FSR

To illustrate our approach, we consider the same example requirements shown in Table 5.4. For
FSR 26262 7, a single category of duration of non-operational status is identified for the input
space of the pre-condition, sense environment (camera) module becoming non-operational. Here,
this refers to the duration for which the module is non-operational, from transient failures of a
very short duration, e.g., 0.05s, to a permanent failure. For SOTIF 1, the pre-condition can be
represented within the test conditions as explained in the following paragraph, and thus no inputs
are necessary.

The representation of the test conditions is adopted from that of triggering conditions in the SOTIF
standard (as discussed earlier in Section 4.2.2). The test conditions space has three categories:
(i) the scene, (ii) the AV status, and (iii) the status of other road users. The scene category
may be further decomposed into categories representing individual variables in the ODD. In the
case of SOTIF 1, the pre-condition of “night-time conditions” is represented using the time-of-day
subcategory within the scene category. The AV status category also has subcategories such as
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operational mode (see Section 3.2) and the health of the system, for example, any active failure
events. Finally, the status of other road users (vehicles) may be represented by the list of behaviors
for other vehicles (detailed for hazardous events in HARA, Section 4.1.1). The status of the AV
and other road users should further include subcategories related to other dynamic variables, for
instance, driving speed.

The partitions considered for the categories of the input space and test conditions space for each
requirement depend on what is expected from the system under test. Based on our code review
of Apollo, the partitions that should be considered for test conditions di↵er for the elicited 26262
requirements and SOTIF FSRs. In the case of 26262 FSRs, a large set of partitions for categories
of the test conditions may not be needed. From our code review of the safety components monitor
and guardian, the safety response of the AV (transition to a safe state) as specified in the 26262
FSRs is una↵ected by (i) the scene, (ii) parts of the AV status e.g., e.g., driving speed or operational
modes as defined in our functional concept (see Section 3.2) (iii) the behavior of other road users.
The health of the system, for example, other active failures within the AV, may influence the
system under test and therefore should consider multiple partitions. The SOTIF FSRs instead
are expected to be significantly a↵ected by external factors and AV status as they relate to safety
of vehicle behavior. Thus, either domain knowledge or explorative testing may be used to reason
about partitions related to SOTIF FSRs.

5.2.2 Demonstration of testing

Here, we first demonstrate execution of two example test cases for FSRs related to the lidar based
object detection, classification, and tracking functionality. Subsequently, we use the framework in
Section 5.2.1 to discuss the su�ciency of these test cases in assessing the fulfillment of the FSRs.

26262 FSR Test scenario

Failure con-

dition injec-

ted

If object detection, classification and track-
ing (lidar) component output data is corrup-
ted or lost, the vehicle shall transition to a
safe state (26262 4)

(object detection, classifica-
tion and tracking (lidar) out-
put data corrupted or lost),
(AV in safe state)

output object
data is cleared

If sense environment (lidar) component be-
comes non-operational, the vehicle shall
transition to a safe state (26262 15)

(sense environment (lidar)
component non-operational),
(AV in safe state)

component is
switched o↵
permanently

Table 5.5: Failure conditions (input) for two of the 26262 FSRs related to the lidar-based object
detection, classification, and tracking functionality

The FSR, its corresponding test scenario, and the chosen failure condition (input) is shown in
Table 5.5. The test conditions chosen are shown in Figure 5.3 and have been setup using the
PythonAPI in Lgsvl 2. In the setup, a stationery vehicle (in white) is positioned in the AV’s driving
lane. The AV (in blue) is provided a destination in the highway lane such that it encounters the
stationery vehicle during the trip. Here, we have limited the AV maximum speed to 20km/h 3.

Next, we describe how the two input failure test conditions are injected. To simulate a non-
operational sensor, we intercept the data channel between Lgsvl and Apollo for the lidar sensor
data. An intermediate node is setup, which obtains data from Lgsvl, and provides it to Apollo.
The non-operational sensor failure can thus be simulated at any time during the AV trip by
stopping this intermediate node. Data corruption of missing objects at the output data of the

2https://www.svlsimulator.com/docs/python-api/python-api/
3Unstable behavior for Apollo was observed during initial tests at high speeds
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Figure 5.3: Test setup for the testing of 26262 FSRs. The AV and the stationery vehicle are in
blue and white respectively.

camera-based object perception component is simulated by clearing the list of objects generated
by the NN. This failure is inserted at compile-time (within Apollo code).

Figure 5.4: Example of a message on the Apollo HMI used to determine testing results. The
message describes the triggering of a safe state upon a sensor not being detected.

To evaluate the post-condition of both test scenarios, AV in safe state, the corresponding test
result to the post-condition is chosen as “a message appears on the HMI screen indicating a safe
state has been triggered”. The message appears on the HMI when the monitor component triggers
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the guardian to perform either an emergency stop (safe state S1) or a slow stop (safe state S2)
(as described in Section 4.3.2). We choose to check the message on the HMI instead of observing
vehicle behavior given the instabilities observed in the vehicle’s motion. Figure 5.4 presents an
example message on the Apollo HMI indicating a transition to a safe state upon a sensor not being
detected.

The test case results are summarized in Table 5.6. TC 0 has no failure condition injection and
passes successfully with no error message on the HMI. We observe that TC 1 fails while TC 2
passes. Due to the failing of TC 1, we may directly conclude that the corresponding FSR to TC 1
(26262 4) is not fulfilled in Apollo. We may now consider what insights about FSR 26262 15 may
be gained from TC 2, which passes. For this, we consider the framework in Section 5.2.1 to reason
about the test cases space (inputs and test conditions) of the corresponding test scenario to FSR
26262 15.

As we discussed in Section 5.2.1, although multiple partitions of scene characteristics, behaviors
of other road users, may not be needed for testing of 26262 FSRs w.r.t Apollo, partitions corres-
ponding to the AV internal status - the health of other components in the AV, may be considered.
In addition, the possible inputs corresponding to the pre-condition have a category of duration,
for which multiple partitions may also be considered, i.e. transient failures or permanent failures.
Thus, other test cases may be necessary to fully test the fulfillment of the FSR 26262 15 in Apollo.

Test

case ID

Associated

FSR ID

Failure

condition

injected

Expected test

result

Actual test res-

ult

Test

case

pass/fail

TC 0 - -
safe state message
not triggered

safe state message
not triggered

Pass

TC 1 26262 4
output ob-
ject data is
cleared

safe state message
triggered

safe state message
not triggered

Fail

TC 2 26262 15
component
is switched
o↵

safe state message
triggered

safe state message
triggered

Pass

Table 5.6: Results for two test cases performed as demonstration for two of the 26262 FSRs related
to the lidar-based object detection, classification, and tracking functionality

5.3 Summary

This chapter presented methods and results for the assessment of functional safety in Apollo with
respect to functional safety requirements related to the vehicle’s AI-based sensing and perception
subsystem at the (i) design-level and (ii) implementation level.

The design-level assessment of functional safety is performed based on an existing methodology
which assesses the fulfillment of FSRs by checking for application of suitable architectural tactics
(safety tactics) in the vehicle’s software architecture. We extend this approach further to design
artefacts related to AI components (dataset, NN model), and best practices which address the
safety of AI components. The list of safety related best practices is extracted from literature.
The assessment was applied to FSRs related to the object detection, classification, and tracking
functionality. The results demonstrate, in particular, a lack of best practices employed in the
Apollo design for the safety of AI-based components, as pertaining to SOTIF FSRs.

The implementation-level assessment of functional safety considered a simulation-based testing
approach. We present a systematic derivation of test cases for the elicited FSRs, by first defining a
test scenario for each FSR. Then, we explore the test cases space within test scenarios; representing
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variations in the inputs and test conditions, through the category-partition method. In this way,
we can determine the su�ciency of performed tests, and reason on the types of test cases necessary,
for the assessment of the elicited FSRs. We demonstrate test results for example test cases which
reveals an unfulfilled FSR in Apollo.
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Chapter 6

Conclusions and future work

Technologies for autonomous vehicles (AVs) are rapidly developing and have been certified for
public road testing by several countries in recent years. Ensuring the safety of AVs is an important
step for public acceptance and regulation of the technology. The area of functional safety, as
governed by safety standards ISO 26262 and SOTIF, addresses risks posed due to system faults
and functional insu�ciencies. This thesis, initiated in collaboration with Siemens Digital Industries
Software, is aimed at assessing the functional safety of a SAE L4 AV operating in Dutch highway
settings.

The importance of assessing the functional safety of the AV with respect to a well specified
operational design domain (ODD) is highlighted by the influence of the ODD on the functional
safety requirements (FSRs) and the appropriate fallback response. In addition, the use of AI-based
components in the AV poses challenges for functional safety. This motivated the two research
questions of this graduation project. For our investigations, we choose an open-source industrial-
grade AV software stack, Baidu Apollo.

Section 6.1 concludes our findings on the research questions. Then, Section 6.2 highlights the main
contributions of this thesis. Finally, Section 6.3 describes limitations of the study and proposes
future research directions.

6.1 Conclusions on research questions

RQ1: What functional safety requirements shall be fulfilled by the safety system of a SAE L4
autonomous vehicle in a Dutch highway setting, regarding faults and functional insu�ciencies in
the AI-based sensing and perception subsystem?

The FSRs are elicited based on the automotive safety standards ISO 26262 and DIS/ISO 21448
for an ODD based on the A270 Dutch highway. The hazard analysis and risk assessment (HARA)
process, common to both standards, identified 15 safety goals of automotive safety integrity level
(ASIL) A or higher. The FSRs are elicited regarding faults and functional insu�ciencies in the AI-
based sensing and perception subsystem which may lead to violation of the safety goals. The ISO
26262 FSRs address two failure types related to faults: (i) non-operational status and (ii) output
data corruption. The SOTIF FSRs address the functional insu�ciencies of the camera-based
object detection, classification, and tracking functionality to illumination and weather conditions
in the ODD. The safety requirements are finally refined according to the safety concept in Apollo,
which activates vehicle-level safe states in response to failures of components.

RQ2: How to assess the functional safety of a SAE L4 autonomous vehicle regarding faults and
functional insu�ciencies in the AI-based sensing and perception subsystem?

An exploration of methods for functional safety assessment of autonomous vehicles 49



CHAPTER 6. CONCLUSIONS AND FUTURE WORK

The functional safety assessment is performed against FSRs at two levels; the design level and
the implementation level. For the design-level assessment, we apply an existing approach which
assesses fulfillment of FSRs by checking for relevant safety tactics in the vehicle’s software archi-
tecture. As the approach and safety tactics do not take into account FSRs related to AI-based
components, we further extend the approach to include AI-safety related best practices and AI
related design artefacts (dataset, NN model). The application of our approach demonstrates a lack
of best practices employed in the Apollo design for the safety of AI-based components. For the
implementation-level assessment of the FSRs, a simulation-based testing approach is considered.
A systematic approach is outlined to derive test cases for the elicited FSRs. We subsequently
demonstrate the execution of example test cases in a simulation test setup for the assessment of
FSRs.

6.2 Main contributions

The main contributions of this thesis are summarized as follows:

1. Elicit functional safety requirements for a Dutch highway setting combining safety processes
of the automotive industry safety standards: ISO 26262 and DIS/ISO 21448.

2. Adapt an existing approach to assess fulfillment of FSRs at the architecture level to FSRs
related to AI-based components by additionally considering AI-safety related best practices
and AI related design artefacts (dataset, NN model).

3. Outline a systematic approach to the derivation of test cases for simulation-based testing of
functional safety requirements and demonstrate the approach in a simulation test setup.

6.3 Limitations and future work

Here, we outline some of the limitations of the current study and propose future research directions.
We first discuss the FSR elicitation process, especially the refining of FSRs for Apollo. Then, we
discuss future opportunities for functional safety assessment of the AV w.r.t AI-based components.
Finally, we outline possible extensions for the simulation-based testing approach to functional
safety assessment.

The final step of FSR elicitation refines the FSRs based on Apollo’s safety concept of vehicle-
level safe states. For example, the FSR “Non-operational state of the tra�c light detection and
recognition component shall not lead the AV to ignore red or yellow tra�c light in operational mode:
crossing an intersection.” is refined to “If the tra�c light detection and recognition component
becomes non-operational, the AV shall transition to a safe state”. The refining of FSRs in this
fashion may not be fully justified as potentially other mechanisms which achieve the former FSR,
but not its refined version, may be implemented in Apollo. Thus, a simulation-based testing
approach which assesses the original formulation of the FSR (as well as the refined FSR) may be
more suited for functional safety assessment.

In addition, the approach used to refine the FSRs also has further limitations such as a lack of
consideration for the di↵erent severity levels of failures considered in a FSR. For example, the
FSR “Sense environment (camera) module output data corruption or loss shall not lead the AV to
collide with an object” is refined to “If sense environment (camera) module output data is corrupted
or lost, the AV shall transition to a safe state.” The former version of the FSR is appropriate for
all severity levels of data corruption or loss as it relates to ensuring the failure does not violate a
safety goal. However, the refined FSR may only make sense for a certain threshold severity level
of data corruption or loss which does not allow for nominal operation. Thus, further granularity
with respect to failure types should be considered in the refining of the FSRs.
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The current approach to functional safety assessment only partially addresses functional safety
related to AI-based components. The FSR elicitation process was performed using industry safety
standards which include AI-based components within their scope. However, the FSR elicitation
process does not consider specific characteristics of AI-based components, e.g., unpredictable be-
havior in novel conditions [13, 14]. The specific characteristics of AI-based components may also
be considered in the assessment of functional safety. This was done in our design-level assessment
but was not explored in our simulation-based testing approach.

Our simulation-based testing approach is generic and may also include safety considerations for AI-
based components. For example, a safety concern of AI-based components is their low robustness
to small shifts in input data distribution [15]. Thus, while testing AI-based components, it may be
necessary to define test cases considering variations in test conditions at a low level of granularity.
Such considerations for simulation-based testing are not defined nor tested in our approach and
may be an interesting future research direction. In addition, although we investigated the state-of-
the-art of V&V methods for the AI-based sensing and perception subsystem, we did not consider
their integration in our approach. The exploration of how these methods may be used to assess
FSRs elicited within the framework of the industry safety standards, as in our case, is also an
interesting research direction.

Finally, the scope of our simulation-based testing was limited to a demonstration of example test
cases due to technical challenges faced in establishing a simulation test setup for Apollo. Thus,
the functional safety assessment of the FSRs through simulation-based testing requires further
investigation. We also note that the possible test cases space for the FSRs, especially SOTIF
requirements, is large. Therefore, research directions related to combinatorial testing techniques
or automatic critical test case generation for the assessment of FSRs may be interesting to explore
in future work.
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