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Abstract

Actuators provide high precision control, rapid response, and low energy consumption in the fields
of semiconductor manufacturing, and electron microscopy. Common actuator types make use of
guides or pistons to transfer energy. Therefore, the use of these kinds of actuators is not possible in
applications with for example a cleanroom environment. In these cases, piezo actuators are used to
comply with the specifications of the precision system. Piezo actuators make use of piezo elements
that are actuated with a waveform to generate a static walking movement. This walking movement
is translated into small steps (1076 [m]) and therefore are ideally for positioning objects with high
precision. Shear and clamp elements are actuated with a waveform that are constructed such that
the timing of the elements results in a continuous walking movement mechanical piece. Moreover,
piezo actuators convert electrical energy to mechanical energy through the piezoelectric effect.
Therefore, piezo elements are classified as ferroelectric material and therefore hold performance
decreasing phenomena such as creep and hysteresis. In addition, open-loop experiments showed
that performance is also affected by the type of input waveform and the direction of actuation.

This research is focused on the modeling and compensation of the hysteresis phenomena based
on the Prandtl-Ishlinskii hysteresis model. Compensation is achieved by the use of a feed-forward
compensator based on the inverse Prandtl-Ishlinskii model. As an extension, variations on the
classical Prandtl-Ishlinskii model are proposed. This included the introduction of a generalized
envelope function for the play operator, a memory element adaption, and a neural network adap-
tion of the PI model. The compensators are implemented and tested on the shear elements for
performance analysis. Experimental results showed that the proposed compensators had similar
performance. However, the generalized Prandtl-Ishlinskii model performed best out of the con-
structed models. On the contrary, the memory element model consists out of half the number of
elements and would therefore outperform the other models when equalizing the number of elements.

The generalized Prandtl-Ishlinskii compensator is implemented in combination with an iterative
learning controller with basis functions. There are two sets of basis functions that are chosen based
on prior knowledge of the systems response. The first set is used to scale the shear waveforms.
The second set is based on the Fourier series of the measured disturbances. Experimental results
of the system in walking behavior showed a significant increase in performance due to the learn-
ing controller and the hysteresis compensator compared to the uncontrolled and uncompensated
situation. However, RMS error fluctuation occurs when outside the 1 [Hz] hysteresis compensator
region which is an effect of the compensator not being able to handle rate-dependent hysteresis
behavior. Therefore, the analysis of the system with hysteresis compensation, learning controller,
and varying reference input could not be executed. In the end, the system response with a 1 [Hz|
drive frequency for the situations with ILC and hysteresis compensation for both mover directions
result in a significant error decrease for the positive and negative walking directions compared to
the uncontrolled and uncompensated situation.

v
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Chapter 1

A Brief Introduction on Walking
Piezo Actuators

Actuators must provide high precision control, rapid response, and low energy consumption in the
fields of industrial machinery, semiconductor manufacturing, and electron microscopic. A common
method in precision motion control is to make use of servo or linear motors in combination with an
advanced controller. Most of the common actuator types make use of guides or pistons to transfer
energy. Therefore, the use of these kinds of actuators is not possible in applications where, for
example, there is a vacuum, cleanroom environment, or nanometer precision. In these cases, piezo
actuators are used to comply with the specifications of the precision system. In this chapter, an
introduction on the piezo actuator, its internal and external elements, and the method of actuation
are discussed.

1.1 Piezoelectric Elements

piezo actuators make use of piezo elements that are actuated in a particular order to generate a
movement. Furthermore, piezo actuators convert electrical energy to mechanical energy through
the piezoelectric effect and therefore have no moving parts that generate friction or wear. Common
applications for piezo actuators are in XY-stages [1], vibrating feeders [2], electron microscopes [3],
and surgery robots [4]. A piezo actuator consists out of multiple stacked ceramic piezo elements
that expand or contract depending on the electrical charge that is applied. Furthermore, the
deformation and its direction are linearly related to the electrical charge and the polarization
of the material. Therefore, piezo elements are classified as ferroelectric material and hence are
affected by behavioral interference such as creep and hysteresis. Depending on the polarization
there are two types of directions: longitude or shear. Figure shows the working principle of the
longitude element. Here, the electric field in the ceramic layer is applied parallel to the direction
of polarization. Figure shows the working principle of the shear element. Here, the electric
field in the ceramic layer is applied orthogonal to the direction of polarization. Both polarizations
result in a displacement in the direction of the polarization.
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Figure 1.1: Piezo element polarization directions. Top indicate the deformation, bottom indicate
the stacked piezo element layers [5].

1.2 Walking Piezo Actuator

Walking piezo actuators are actuators that make use of piezo elements to produce a linear motion.
Walking piezo actuators (or piezo stepper) make use of the inverse piezoelectric effect which results
in a contraction or extension of the material. The piezo actuator used in this research consists
of two types of piezo elements: shear and clamp (longitude). The entire actuator consists of a
protecting housing, two sets of clamp and shear elements, and a mover bar. Figure shows an
overview of the used piezo stepper with its external components. Figure and show a
schematic overview of the internal principle in front and side view. The shear and clamp elements
are depicted respectively as S and C and the actuation sets are depicted as 1 (===) and 2 (===). The
elements are actuated by a high voltage input waveform that is generated by
an analog controlled voltage amplifier. By constructing corresponding clamp and shear waveforms,
a continuous stroke, and therefore a walking behavior can be obtained while maintaining high
accuracy.

Lot — 20 i,
o B Mover

30 mm

Movement

Figure 1.2: Overview of the piezo actuator with its dimensions and external components [@]
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Figure 1.3: Schematic working principle of the piezo stepper with (a) front view of internal principle
and (b) side view of internal principle where S indicates a shear element, C a Clamp element and
the number 1 (===) or 2 (===) the element set [6].

1.3 Input Waveform

The clamp and shear elements are actuated with a generated waveform such that the shear elements
translate a ”walking” behavior on the surface of the mover and therefore translate the mover in a
fixed axis direction. Furthermore, the waveforms are constructed in the commutation angle domain
a [rad] [7] and defined periodic with a period from 0 to 2w. The first derivative with respect to
time of the commutation angle (i.e. angular velocity) determines the number of waveforms per
second. Therefore, the commutation angle is derived from the drive frequency f, [Hz] and defined

by .
alt) = 27r/0 fa(r)dr (1.1)

The shear waveforms are constructed in such a way that the derivatives are equal for all «
where the corresponding clamp elements are in contact with the mover. By doing so, a linear
relationship is obtained between the commutation angle and the mover displacement. During
walking operation, the shear elements are ”"reset” to their minimum position (depending on the
direction of walking) to achieve a continuous motion of the mover since the movement of a shear
element is limited. Since the shear elements move with the same velocity, the input derivative of
the shear sets can be defined by where the bounding conditions are the regions where the
corresponding clamps C1 and C2 do not make contact with the mover.

() 5u§;(04) if o € [%7 121751

u;(a B Suss(c) . 297 31w

S =\ e if o € [, 5] (1:2)
6u§1(04) _ 5"?(0“) otherwise

Figure [I.4] illustrates the stepping procedure for a single step. Here, illustrates the gen-
erated waveform of a single step in the commutation angle domain and the piezo element
behavior per stage for each actuation set. Furthermore, a positive and negative voltage refers
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respectively to an extended and retracted piezo element. The regions between the letters a-g
indicate the different actuation stages for a single step:

a: Start of a drive cycle i.e. commutation angle equals zero. All shear sets make contact with
the mover which results into a takeover moment between the shear sets. The derivative with
respect to the commutation angle of the shear voltages, % [V/rad], of both shear groups is
equal and therefore the movement velocity.

a-b: Clamp 1 expands to its maximum length and clamp 2 retracts to its minimal length.

b-c: Clamp 1 is fully extended and makes contact with the mover. Clamp 2 is fully retracted
and shear set 2 is reset to the initial position i.e. maximum stretched position in opposite
moving direction.

c-e: Clamp 1 is retracting and clamp 2 is extending.
d: As with stage (a), there is takeover moment and the velocity of the shear groups are equal.

e-f: Clamp 2 is fully extended and makes contact with the mover. Clamp 1 is fully retracted
and shear set 1 is reset to the initial position.

f-g: Clamp 1 expands to its maximum length and clamp 2 retracts to its minimal length.

g: End of a drive cycle i.e. commutation angle equals 27 and resets the cycle.

a b c d e
60 T
0F Clamp 1
< >< o
=30 z
0 T A

Commutation Angle [rad]

250 T T T

Voltage [V]

ol
b
3

Shear 1
Shear 2
-250 I " L —
0 % T % 2w

Commutation Angle [rad]

(a) Waveforms

a

b-c é e-[ é g

:
=

i

'3
-
]

L]

(b) Drive Cycle

Figure 1.4: Drive cycle per different stage of a single step of movement of the piezo stepper. (a)
Clamping and shear waveforms as function of commutation angle. (b) Schematic front view of the
piezo stepper indicating the different stages in the drive cycle. @



Chapter 1. A Brief Introduction on Walking Piezo Actuators Page 6

1.4 Problem Definition

A disadvantage of using piezo-based actuators is that piezo material has the property of introducing
hysteresis. Hysteresis is a non-linear phenomenon that occurs in ferroelectric and ferromagnetic
materials such as piezo material. As a result, forward and backward displacement do not coincide
and therefore limit the performance of the actuator. Because of this, it is desirable to compensate
for this hysteresis behavior. Furthermore, previous research on the experimental setup showed that
the system is subjected to periodic disturbances. Since this limits the performance of the actua-
tor, an extra controller should be implemented that is capable of reducing periodic disturbances.
Therefore, this research will focus on the modeling and compensation of the hysteresis phenomena,
and in particular with the Prandtl-Ishlinskii hysteresis model. In addition, a design for a controller
is proposed to reduce periodic disturbances acting on the system. This research can be split into
the following parts:

1. Investigation of the open-loop system behavior and occurring phenomena.
2. Hysteresis modeling and compensation for a piezo element.
3. Development of a learning controller framework that is able to reduce periodic disturbances.

4. Integration of the developed controller with and without hysteresis compensation on the
experimental setup.

1.5 Research Outline

The research goal defined by the previous section is executed in order with particular steps and
discussed in their respective chapter. The results of this research are represented in the following
structure:

e Chapter [2| presents a behavioral background of the experimental setup. Here, system be-
havior and properties such as open-loop responses, periodic disturbances, and hysteresis are
discussed. Furthermore, the control structure and setup construction are discussed.

e Chapter [3| presents the modeling and compensation of the hysteresis phenomena in a piezo
element with the Prandtl-Ishlinskii model. In addition, multiple extensions on the models
are discussed and tested on the experimental setup.

¢ Chapter [4 presents the design and implementation of a iterative learning controller with
basis functions. Furthermore, the controller is tested on the experimental setup in walking
behavior with and without hysteresis compensation.

e Chapter [5| concludes the findings within the research. Furthermore, a recommendation is
discussed for future research on the research problem.



Chapter 2

Experimental Setup and System
Behavior

The aim of this chapter is to obtain a better understanding of the experimental setup that is
used within this research and its behavior when actuated. In Section the components of the
experimental setup such as the peripherals, software, and actuator are discussed. In Section [2.2
the actuation behavior in open-loop is discussed which gives a better understanding of performance
limiting behavior within the system.

2.1 Experimental Setup and its Components

An experimental setup was available during this project in order to obtain data in a real-life envi-
ronment. Figure 2.I] shows the piezo stepper of the experimental setup with its components. The
experimental setup consists out of a piezo stepper (actuator), a linear encoder (readhead) for mover
position measurements, a voltage amplifier, and a Speedgoat controller with ana-
log IO’s to control the setup. The Speedgoat controller is connected to a desktop PC that hosts the
simulation program. The software environment used consists out of simulation software MATLAB
and Simulink. Figure 2:2 shows the high-level overview of the experimental setup. Moreover, the
encoder signals have an additional error due to misalignment and mechanical tolerances of the
construction. Therefore, the encoder is calibrated by a so called Lissajous calibration correction.
The full calibration procedure is explained in Appendix [A]

Mover
Parallel
Guide

Actuator

Frame

Figure 2.1: Piezo stepper of experimental setup with its components [@]
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Figure 2.2: High level overview of the experimental setup [6].
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2.1.1 Control Architecture

The control architecture is the internal structure used for controlling and experimenting with the
system. Within this project, there are two types of control structures used:

1. Open-loop structure

The open-loop structure as illustrated in Figure is used for all initial non-controlled
experiments. These experiments are walking experiments, hysteresis experiments, and creep
experiments. The open-loop structure has drive frequency f, [Hz| as the input and mover
position y [m] as its output. Furthermore, the plant is represented by a series of actions:
drive frequency to commutation angle « [rad] conversion , waveform generating, and
the actuation behavior. The waveform generator is defined by a trapezoidal and a sawtooth
waveform for respectively the clamps and the shears.

2. closed-loop structure - Hysteresis compensation
The closed-loop structure as illustrated in Figure is used for hysteresis compensation on
the shear elements. The structure consists out of a stabilizing feedback controller, feedforward
controller, and a plant. The feedback controller consists out of a low-pass filter and a gain.
The plant used for the closed-loop structure does not make use of the commutation angle
domain since the input waveform is determined by the controllers. Therefore, only a waveform
scaler is used. The closed-loop structure has a reference position r [m] as input and mover
position y [m] as its output. Furthermore, the tracking error is depicted as e, the feedback
controller output as uys, the feedforward controller output as uys¢, and the plant input as
u. The feedforward controller is used for hysteresis compensation which will be discussed in

chapter

3. Closed-loop structure - Iterative learning control

The closed-loop structure as illustrated in Figure [2.3c| is used for iterative learning control
with and without hysteresis compensation. The structure consists out of a iterative learning
controller with basis functions F'(6;) and a plant G with incorporated hysteresis compensation
P~1. The closed-loop structure has a reference position 7 [m] as input and mover position y
[m] as its output. Furthermore, the tracking error is depicted as e;, the basis function output
as fj, and the disturbances as v;. The trial index is denoted as j. The plant used for the
closed-loop structure does not make use of the commutation angle domain since the input
waveform is determined by the controller. Therefore, only a waveform scaler is used. The
construction of the iterative learning controller and its basis functions will be discussed in
Chapter
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Figure 2.3: Block scheme of control architecture in (a) open-loop experiments, (b) closed-loop ex-
periments with feedforward hysteresis compensation, and (¢) closed-loop experiments with iterative
learning control and hysteresis compensation.

2.2 Open-Loop Experiments

A walking experiment is carried out to investigate the open-loop ”walking” behavior of the piezo
stepper. In this experiment, the actuator is driven with a drive frequency of f, € {1,5,10,20}
[Hz] and there negative counterparts. The step size of the actuator is approximately 3 x 1076 [m].

Figure shows the filtered output position of the mover for f, € {1,5,—1, -5} [Hz]. A position
output in the form of a ramp is expected since there is a linear relationship between the input
voltage on the piezo element and the output displacement. However, as can be seen in the figure,
disturbances are observed twice every period. This is a result due to the hysteresis phenomena
that occurs within the piezoelectric material. This behavior can also be seen in Figure [2.4D] at the
minima and maxima points on the filtered velocity curves. Moreover, it can be observed from the
negative frequencies, that the displacement behavior is different compared to the positive slope.
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Figure 2.4: Walking behavior for f, € {1,5, -1, —5} [Hz] with (a) the position and (b) the velocity
curve

Clamp liftoff & contact moments

Clamp liftoff and contact moments play an important role in the walking behavior of the piezo
actuator. Liftoff is defined as the first moment in a drive cycle where the clamp stops having
contact with the mover. Opposite to liftoff, contact is defined as the first moment in a drive cycle
where the clamp comes in contact with the mover. A liftoff/contact experiment is executed in
order to investigate the moments these actions occur where the exact moment is portrayed by the
current clamp voltages. In this experiment, a clamp set is actuated with a low frequency sawtooth
waveform while the corresponding shear set is actuated with a faster sinusoidal waveform. The
other clamp and shear set are stationary while the experiment is executed. The experiment results
can be read in Appendix The experiments showed that there is a difference between con-
tact and liftoff voltages for different actuation frequencies. Furthermore, it is observed that there
is a varying difference between the positive and negative frequency voltages. In most frequency
cases the data shows that the contact and liftoff moments happen at a lower voltage. As a result
that the clamp elements are longer in contact with the mover and therefore produce a longer stroke.

Creep

Creep is the phenomenon where the actuator drifts slowly after an increase of the input for a con-
stant applied electric field . Creep reacts after the dynamic response of the system and settles
in a logarithmic shape over time. The amount of creep is determined by the size of the input
difference on the piezo element. Experiments showed that the output position drifts in time for
big input differences. Since the size of the input difference is small for the controlling applications,
the effect of creep is negligible and therefore will not be modeled. The experiment results of the
creep experiment can be read in Appendix [B:2}

Input waveform type

The input waveform plays an important role in the motion performance of a piezo actuator. A
piezo actuator can be driven with different waveforms based on the desired performance e.g. veloc-
ity, motion, and force. Three common basic waveform types ﬂgl] are: square wave, sawtooth, and
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sinusoidal. A sawtooth waveform, as shown in for the shear elements, was used in previous
research on the experimental setup [10][11]. Alternatively, waveforms can be utilized by use of
model/data-based optimization [12], iterative learning-based [13], or force-based [14]. An exper-
iment with a static sawtooth and sinusoidal shear waveform showed that the the position curve
of the sinusoidal waveform results in a longer more bouncier stroke compared to the sawtooth
waveform. This is an effect of the sinusoidal waveform slightly compensating for some hysteresis
behavior that occurs in the piezo element. In addition, the liftoff and contact moments occur at a
different shear voltage compared to the sawtooth waveform. This results into a longer contact time
with the mover and therefore into a longer stroke. For the scope of this project only a sawtooth
waveform is used. The experiment results of the waveform experiment can be read in Appendix

B3l
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Chapter 3

Hysteresis Compensation for a
Piezo Element

Hysteresis is a non-linear phenomenon that occurs in ferroelectric and ferromagnetic materials
such as piezo material. Hysteresis occurs when a system state is dependent on its history. In the
piezoelectric ceramic, this effect is due to the spontaneous polarization alignment of the dipoles
[15]|16]. When translating this to the experimental setup, the input voltage range will cause the
output displacement of an element to be different for the same voltage value. Figure [3.Ib]shows the
input vs. displacement curve for shear set 1 of the experimental setup. The figure shows that the
forward displacement curve does not coincide with the backward displacement curve and therefore
the hysteresis in the piezo stepper limits the performance of the actuator. Because of this, it is
desirable to compensate for the hysteresis phenomena. There are multiple possible dependencies
such as amplitude and rate dependencies which affect the behavior of the hysteresis phenomena.
Since both dependencies are applicable to the system, both cases are investigated.

x10°° %1078
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Figure 3.1: Visible hysteresis effect on experimental setup shear set 1 for (a) mover position where
(1in) is the ideal trajectory and (b) input vs. Displacement.
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Amplitude dependence

The amplitude dependency of the shear elements is investigated by actuating triangular waveforms
with different amplitudes and a constant input rate. When a system is amplitude-dependent, it
means that with varying input voltages and a constant rate, the amount of displacement in pro-
portion to the input is the same. Figure shows the resulting normalized hysteresis curve that
occurs when exciting shear set 1 with amplitude values of A € {31.25,62.5,125, 250} [V]. It can be
observed that for each waveform amplitude the curve has a different shape. Therefore, it can be
concluded that the hysteresis behavior is amplitude-depended.

Rate dependence

The rate dependency of the shear elements is investigated by actuating triangular waveforms with
a constant amplitude and varying step rates. Rate is defined as the time derivative of the input
voltage applied to the shear element. When a system is rate-dependent, it means that the hystere-
sis behavior is dependent on the rate at which the minima and maxima are obtained. Figure [3.:2h]
shows the resulting hysteresis curve that occurs when exciting shear set 1 with a constant ampli-
tude of 150 [V] and changing step frequencies of f, € {1,5,10,20} [Hz]. It can be observed that
for increasing frequencies, the hysteresis curves at the minima and maxima bends in a clockwise
direction. This results in a decreasing step size for increasing frequencies and thus concludes that
the hysteresis behavior is rate-dependent.

Displacement [m]

-1 -0.5 0 0.5 1 -150 -100 -50 0 50 100

Input [-] Input [v]
(a) Normalized amplitude (b) Rate

Figure 3.2: Hysteresis dependencies: (a) for signal with frequency f, = 1 [Hz] and amplitudes
A € {31.25,62.5,125,250} [V] and (b) for frequencies f, € {1,5,10,20} [Hz] and A = 150 [V].

Because of this, it is desirable to compensate for the hysteresis so that the piezo stepper behaves
in a linearly manner. The first step is to model the hysteresis behavior such that it matches the sys-
tem response. The second step is to determine the inverse such that it can be used in feedforward
control. Furthermore, the compensator should be able to deal with the shape-changing properties
of these two dependencies. However, for simplicity and the choice of the modeling method, only
the amplitude dependency is taken into account. Within the literature, much research is already
performed on the modeling of hysteresis behavior. Hysteresis models can be divided into three

150
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main categories.

The first category, operator-based models, are based upon algebraic operators |17] such as play or
stop operators that are combined to form a non-linear behavior. For example, a classical Preisach
model is proposed in [18] and [19]. Figure show the visual representation of the Preisach
model. Here, operators are used for switching between +1 and -1 depending on their defined
thresholds. The operators are multiplied by a weight and connected in parallel i.e. hysterons. The
higher the amount of hysterons, the more accurate and computationally difficult the model gets.
Furthermore, parameterization is obtained by determining the coefficients via data fitting based
upon actuator data. A contribution to the Preisach model results in the [Prandtl-Ishlinskii
model, which is the main topic of this report and is discussed in Section [3.1.1] Both models are
based upon play or stop operators. However, contrary to the Preisach model, the PI model does
have an analytic inverse and is therefore direct compatible with feedforward compensation.

The second category, differential-based models, is based upon differential equations. For example,
a Duhem model is proposed in [20]. The generalized form of the Duhem model consists of an ordi-
nary differential equation that is related to a phenomenological approach. The model parameters
are based upon experimental data and obtained by adjusting the parameters in such a way that the
model output matches the experimental data. Differential-based models have a reduced amount of
parameters compared to detailed operator-based models and use less computational power. How-
ever, this does not hold for operator-based models that have a small number of parameter arrays.

The third category, physics-based models, are based upon the physical parameters of materials. For
example, a Generalized Maxwell Slip model of the hysteresis effect is proposed in [21] [22]. Figure
[3-35] show the visual representation of the Maxwell slip model. Here, the hysteresis behavior is
modeled by a parallel interconnection of ideal springs in combination with pure Coulomb friction
i.e. an elasto-slide element. A second example is the use of a MEMS-element [23] to describe a
hysteresis model. As with the Maxwell model, the MEMS-model is based upon the behavior of a
mechanical spring element. In [11] the hysteresis effect is modeled as a MEMS-model based on the
Ramberg-Osgood hysteresis model [24]. Physics-based models are harder to implement compared
to differential and operator-based models due to their increased complexity and computational
effort. However, parameters and model behavior of physics-based models are better related to the
real-life environment.
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Figure 3.3: Visual representation of hysteresis model types: (a) operator-based preisach model [25]
and (b) physics-based Maxwell slip model [21].

3.1 Modeling of Hysteresis with the Prandtl-Ishlinskii Model
and its Variations

The next sections discusses the theory of the PI model and its variations. Here, more insight is
obtained for the classical PI model in Section [3.1.1] the introduction of generalized play operator
which results in the [Generalized Prandtl-Ishlinskiil (GPI)) model in Section and the memory
element extensions of a MEMS implementation of the PI model in Section Furthermore, in
Section the PI model is implemented as more advanced structure in the form of a

(NN) adaptation.

3.1.1 Prandtl-Ishlinskii Model

The Prandtl-Ishlinskii model is an operator-based model which is a subset of the Preisach model.
A PI model consists of a weighted superposition (density function) of play/stop operators which
are characterized by their operator radius. In this thesis, only the play operator-based model is
discussed. The mathematical definition of the PI model is described by:

R 3.1
= p(rou(t) + / p(r) F [u) (£)dr 31

Here, r is the threshold (radius), p is the threshold weight, F,. is the play operator, and R is
the number of thresholds. In literature, R is usually chosen as infinity since the weighting function
p, vanishes for large values of r. This results in a smooth hysteresis curve made out of infinite
piecewise elements. Play operator F). is defined as:
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F [u] (0) = £r(u(0),0) = y(0) (3.2a)
Eolul (8) = fr(u(®), Fr [u] (8)) (3.2b)
fr(u,y) = max(u — r, min(u + r,y)) (3.2¢)

Where, u is a piecewise monotone input function and ¢; is the previous time step for ¢; <t < ;41
with 0 < ¢ < N — 1. The play operator acts as two mechanical elements with one dimension of
freedom. Furthermore, the first element is bounded between the bounds of the second element.
The bounds of the second element are defined as two times radius r. The position of the first
element is controlled between the interior of the second element and is equal to the input value
until a boundary is hit. Figure illustrates a single play operator output with threshold 1
when a unit sawtooth input is applied. The integral in complicates the implementation of
the model. Therefore, the model is described as a finite sum of N play operators multiplied with
weights which results in:

N
= p(royu(t) + 3" plry) By, (1) (33)

Jj=1

In addition, a term is added to the finite sum in order to compensate for offsets in the model.
Figure illustrates the PI model with with four thresholds. Here, the effect of the thresholds
is visible by the appearances of piecewise elements (which are for this example two times four
elements). The smoothness of the hysteresis curve depends on the number of operators defined.
The higher amount of operators used, the smoother and more computationally intensive the model
gets. Figure [3.5] illustrates the output of each play operator for the unit sawtooth input. In figure
the boundary stop behavior of each threshold can be observed.
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Figure 3.4: Example of operator output of a (a) single play operator and (b) Prandtl operator
with four thresholds when the input is a unit sawtooth.
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Figure 3.5: Operator output of Prandtl operator with four thresholds when the input is a unit
sawtooth when (a) input over output and (b) time where (i111111) is the reference input.

Inverse PI model

The strength of the PI model is that there exist an analytic inverse. The inverse of the PI model
is also a hysteresis model and is obtained by the properties of the play operator and its initial
loading curve. The following properties hold for the play operator :

e For a given input, Lipschitz-continuity of the play operator F, can be guaranteed for any
r >0, v(t), and w(t) when

[Fro](8) = Frw](t)] < max |v(T) —w(7)] (3-4)

— 0<r<t

satisfies for (3.2c)).
e The operator F;. is rate independent if
F[v]op=F[voy] (3.5)
where ¢ is a continuous increasing function ¢ : [0, T] satisfying ¢(0) = 0 and ¢(T") = T.

e The range of the operator for a given input v(¢) € C[0,7] and r > 0

s 010 = 1, (s o(0).00)) (3.62)
min 1010 = £, (i o(0).(0)) (3.6b)

which indicates that the hysteresis curve is dependent on the input and that it is not possible
to model saturation effects.

1r3

ir

r0
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The concept of the initial loading curve is used to derive the analytical inverse of the model. The
initial loading curve is defined when input increases monotonically and the initial state of the
model is zero. The initial loading curve describes the hysteresis loop determined by the PI model.
The initial loading curve is defined by [26).

o(r) = plro)r + / " §(O9(Q)de (3.7)

Taking the first derivative with respect to threshold r gives (3.8).

T

o/ (r) = plro) + / P(Q)dC (3.8)

0
Taking the second derivative with respect to r gives (3.9) which results into weighting function

p(r). Furthermore, substituting the zero threshold (r = 0) into (3.8]) obtains (3.10).
¢"(r) = p(r) (3.9)

¢'(r) = p(ro) (3.10)
By substituting (3.9) and (3.10) into (3.1]) results into (3.11).

R
y(t) = plro)u(t) + / o' () E, [u ()dr (3.11)

This result shows that that the PI model can be analytically described using the initial loading
curve [27]. Using this result, the finite sum inverse PI model can be described as (3.12)) [26].

u(t) = P (1)

= p(fo)y(t) + iﬁ(@)ﬂj [y](£) (3.12)
where, "
fo=0 (3.13a)
Blfo) = p(io) (3.13b)
S :pi(” Tk §21 (3.13¢)
b= ¥ gzl (3.13d)

(po + Zf:l pi) (po + Zz;ll pi)

The main idea is to mitigate the hysteresis nonlinearities by using the inverse output of the
model as a feedforward compensator since y(t) = PoP~1[y](t) holds. The first step is to determine
the threshold and weight parameters of the forward model. The thresholds are equally distributed
over N operators based upon the infinity norm of the input and defined by:

rj:%nu”oo, j=01,....,N—1 (3.14)
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Furthermore, 1y is equal to zero to map the main characteristic of the hysteresis effect. The
weights are identified by a least-square fit based upon measurement data of the experimental
setup. Next, the computed forward model parameters are used to determine the parameters of the
inverse model defined by . For the implementation, an amount of ten thresholds are used
since this gives a good balance between accuracy and computational effort. In addition, an extra
lower-order model of four thresholds is defined for comparison. Figure [3.6al, [3.6b] and [3.6¢| show
respectively the simulation outputs of the forward PI model, inverse PI model, and the resulting
input vs. output for model orders N € {4,10}. In Figure it can be observed that the global
characteristics of the hysteresis effect are modeled well. However, due to the symmetric property
of the PI model and parameter fit errors of the weights, an increasing model error is visible when
approaching the turn-back points (the location where the input direction changes). Furthermore,
It can be observed that an increase in operators results in a more accurately and smooth model
compared to the lower-order model. Moreover, it can be observed in Figure that the concept
of a composition function of the forward and inverse models results in a linear system response.
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Figure 3.6: Simulation output PI model of model order N € {4,10} with (a) forward model, (b)
inverse model, and (c) composite function P o P~1.

In the next section a generalized envelope function is introduced in the PI model to increase
the accuracy and generalization of the model.

3.1.2 Generalized Prandtl-Ishlinskii Model

A generalized operator is used as an extension of the classical PI model that helps to improve the
accuracy of the classical PI model compared to the system response. The classical PI model is
limited to symmetric hysteresis loops and is unable to show saturation properties. Alternatively, a
generalized play operator, which depends on the input, can be utilized by introducing an invertible
nonlinear envelope function ;.. Furthermore, this envelope function is chosen in such a way that
the bounds globally describe the increase and decrease curve of the input over the output. In
addition, the weights are replaced by a density function p that depends on the thresholds. This
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extension of the PI model is called a Generalized Prandtl-Ishlinskii model. Figure shows
the working principle of the generalized play operator. For an asymmetric hysteresis curve, the
generalized play operator is constructed out of two envelope functions v, and ; which respectively
represent the increase and decrease curve:

Fip[ul(0) = £;,.(u(0),0) = y(0) (3.15a)
Flul(t) = fo(u(t), B [ul(t:)) (3.15b)
fir(u,y) = max(y(u) — r, min(y, (u) +7,9)) (3.15¢)

Furthermore, 7, and ~; are equal functions for symmetric hysteresis curves. For simplicity and
the approximate symmetric hysteresis response of the system, the constructed model is chosen to
be symmetric i.e. v, =y, with 7; < ,.. The finite sum GPI model is defined by:

y(t) = Plu](t)
N
(3.16)
= p(ro)y(u(t)) + > p(r;) FyY, [u](t)
j=1
<108
w ;
| 05+
v .
;V:,{ :“"‘--_____*' _\}'R(V) T of
Vi 2
_,." V E 05+
s
—
P : 15
F—s— )
(a) Working principle =0 o ”510[\/] o 0

(b) Generalized Prandtl operator

Figure 3.7: Working principle of (a) Generalized Prandtl-Ishlinskii hysteresis model with v as
input, w as output, and 7y, as the curve function for increasing r and decreasing [ and (b)
simulation output of GPI model of order N € {4,10}.

Inverse GPI model

As with the classical PI model, the inverse of the GPI model is based upon the relation of the
loading curve (3.11). However, the exact equation cannot be applied due to the introduction of
the envelope function in the play operator. The following properties hold for the generalized play

operator :
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e For a given input, Lipschitz-continuity of the generalized play operator F, can be guar-
anteed for any r > 0, v(t), and w(t) when

[Fw](8) — Fp[w](#)] < max [o(7) —w(r)| (3.17)

0<r<t
satisfies for the envelope function  in (3.15c]).

e The operator F)| is rate independent if

Fle]op = Flvoy] (3.18)
where ¢ is a continuous increasing function ¢ : [0, T] satisfying ¢(0) = 0 and ¢(T) = T.

e The range of the operator for a given input v(¢) € C[0,T] and r > 0

o 721010 = 1, (s 30 (0. 0(0)) (3.192)
i 31010 = Fr iy 2ol (o)) (3.190)

which indicates that the hysteresis curve is dependent on the input acting onto the envelope
function. Furthermore, saturation and the main curvature of the hysteresis loops are defined
by the constructed envelope function.

The finit sum inverse GPI model is described by (3.20]) [29].

N
=t | Do)y (t) + Zf)(fj)Ffj l() (3.20)

For the GPI model threshold r is defined by (3.14)), envelope function v, which is based on the
linear property of piezoelectric elements, and density function p(r) is defined by:

Y(u) = cru+ co (3.21a)
p(r) =pe” ™" (3.21b)

Furthermore, parameters cl, ¢2, p, and 7 are constants that are identified from experimental
data using a least-square fit. Figure |3.7b|shows the simulation output of the resulting GPI model
for model order N € {4,10}. Here, it is observed that the effect of the envelope and density
function increase the accuracy of the model, and explicitly around the turn-back points, compared
to the classical PI model.
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3.1.3 Prandtl-Ishlinskii MEMS-Model

A disadvantage of the previous PI model methods is that the forward model has to be identified to
determine the inverse model. A resulting disadvantage is that the forward model should be accurate
enough in mimicking the hysteresis behavior. Model errors are introduced in this process since the
model parameters for the PI and GPI model are obtained with an optimizer and therefore depend
on a line search algorithm over a defined cost function. In classical feedforward control structures
[30], the goal is to obtain an approximate inverse of the system by parameterizing higher-order
system behavior like acceleration, jerk, and snap. Usually, the corresponding parameters are found
by manually tuning the individual parameters based on output data from closed-loop experiments
of the system. This results in an efficient and user-friendly manner compared to optimizers. How-
ever, this can be labor-intensive for structures with many parameters.

The goal is to construct an inverse hysteresis model based on the Prandtl-Ishlinskii model
that incorporates the benefits of manually parameter tuning. The starting point is to convert the
Prandtl-Ishlinskii model to a general memory element (MEMS) as proposed in [31]. The general
description of a MEMS-element is given by:

Ym(t) = M (pm(t)) wm(t) (3.22)

with input u,,(t) and output y,,(t) where M is a one-to-one mapping of the input memory
function py, (¢):

t
Pm(t) = pm (L) +/ g (um(7))dr ¥Vt € [ti,tiz1) (3.23)
t;
which can be interpreted as momentum with g the input. p,,(¢;) holds the memory value at
time instant ¢; when the memory function (or momentum) was reset. This is necessary due to the
direction changes (turn-back points) in the hysteresis loops. Because of this, p,,(¢;) depends on
D (t;) and wuy, (¢;) which are described by:

P (i) = f (pm (67) yum (£7)) (3.24a)
Pm(t;) = lim p(s) (3.24b)
U (t;) = £1TI£ U () (3.24¢)

Next, the Prandtl-Ishlinskii needs to be converted such that it can be described by (3.22). The
first step is to cast the play operator as a single MEMS-element. |32] showed that a key property
of the hysteresis loop of MEMS-elements is the zero-crossing behavior when the input is zero. In
addition, it showed that this property can be achieved by using the first derivative of play operator
(13.2c) which results in:

y(t) = { ?z(t) b VBT (3.25)

This result can be equivalently expressed as:

0 if —r<pnt)<r

M (pm(t)) = { 1 otherwise (3.26)

with reset conditions:
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—r ifp(t;) < -—r
Fo) um () =3p(t7)  if —r<p(ty)<r (3.27)
r if rSp(ti_)

The second step is to cast the Prandtl-Ishlinskii model as a single MEMS-model using the
knowledge that the PI model is the weighted sum of N play operators. Consequently constructing
the MEMS-model out of N number of elements (equivalent to N number of operators). This results
into MEMS-model:

N-1
M (pm) = Z W;mm (pm) (328)
j:
with j-th MEMS-element m:
4 _J o if—rj<pmj<rj
mj (Pm) = { 1 otherwise (3.29)

corresponding j-th weight w;, reset condition:

=T if p; () < —7;
Filp (67) = {ps (67)  if —rj<pi(t7) <w (3.30)
T if 1y <pi(t;)

and p,,; the j-th momentum element in momentum vector p,,, which is determined from (i3.23))
with g(um) = [tm ... un]" and f(p) = [fopo(t)) .. fn—1(pn-1(D)]".

Inverse PI MEMS-model

The final step is to determine an inverse MEMS-model from the obtained PI MEMS-model. Since
M is a one-to-one mapping, a unique computation of an input u,,(t) can be found [32]. Therefore

using (3.28) results in inverse:

dpp(t) =M (prs(t) " galt)
1 , (3.31)

— t
S Ty, (rr )

with wy(t) the generated input rate, yq(¢) the desired output rate (velocity), j-th element
weight w;, j-th MEMS-element m;:

i (pff(t)) - { 1 othervsjzise ffj( ) !

with pys, (t) the j-th momentum element of momentum pys(t) which is determined from:

(3.32)

pff(t) =Dpsy (tl)+[ [I'Lff(’r) ’[l,ff(’l')]T dr Vte [ti,ti+1) (333)

i

with psr (t:) = f(pse(t;)) and f(p) = [fo ... fn—1]" from reset condition:
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—r; it pgp(t;) <-—r
fi rps (87)) = Qppgy (67) i =7y <pgp () <7y (3.34)
T if vy <pgp(t7)

Tuning is executed by manually determining the weighting parameter for the corresponding
threshold in order from r to r_1. Here, the piezo element is actuated with a step input that has
an amplitude between the current and next threshold value. Therefore, the amplitude increases
when tuning progresses. As with classical feedforward tuning, the resulting error output is used to
tune the weight of the activated threshold. The goal is to reduce the error to zero by increasing
or decreasing the weighting value such that only non-mappable higher-order errors remain. Figure
illustrates the error output for three tuning cases that occur. In the first case, when the
parameter value is set too low (===) the error is positive. In the second case, when the parameter
value is set too high (===), the error is negative. In the last case, when the parameter value is set
correctly (===), the error should be zero. The full procedure is explained in [31]. For simplicity of
implementation effort, the number of elements N is set as 4. The corresponding thresholds r are
defined by . Figure shows the error output while tuning the parameters of the defined
model. A step signal (1) with an increasing amplitude is applied to the shear element to activate
the corresponding threshold. Tuning of the weighting parameters wg, w1, ws, ws is illustrated by
(), (), (=), and (=) respectively.

%107 x107

|
|
5
Y SR SN N N
Error [m]

TOO LOW GOOD TOO HIGH
‘ ‘ ‘ ‘ 15 ‘ ‘ ‘ ‘ ‘ ‘
2 4 6 8 10 12 0 10 20 30 40 50 60
Time [s] Time [s]
(a) Method (b) Process

Figure 3.8: (a) MEMS tuning method for tuning of weight parameters w; with the error output
when the parameter value is (===) too low, (===) correct, and (===) too high. (b) The error output
while parameter tuning of the proposed MEMS model with N = 4 elements where (1) is the
scaled reference input, (===) is the tuning of parameter wq in series up to parameter (=) ws.

3.1.4 Prandtl-Ishlinskii Neural Network Model

A Neural Network is a function approximator that is able to predict/map an outcome depending
on input data applied. Common applications of neural networks are in the classification of im-
ages , character recognition [34], speech recognition [35], and adaptive control for automotive
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. Besides classification and recognition tasks, neural networks are also capable of predicting
trajectories on time series data such as stock prices and system behavior . The high-level
structure of a neural network consists out of an input layer, hidden layer, and an output layer.
The input layer accepts the input features of the data flow in the system and forwards these to
the hidden layer. The hidden layer consists out of a collection of layers which task is to extract
and manipulate the input data. The output layer combines the outcome of the hidden layer and
predicts/maps this to a value.

Three common neural network structures are [Convolution Neural Network] (CNN)) , [Artificial
[Neural Network] (ANN]), and [Recurrent Neural Network| (RNN). A CNN is a network structure
that uses kernels (filters) in combination with a convolution operation to extract features within
data. Common applications of CNNs are in classification and recognition for images, video, and
audio. An ANN is a network structure that is based on the neural connections inside the human
brain. Here, each layer consists out of collections of neuron nodes as illustrated in Figure [3.93]
and An RNN, and its successors [Long Short-Term Memory| (LSTM]) and [Gated Recurrent
, is a more advanced type of ANN that can handle dependencies within the data due
to the addition of an internal feedback loop. Therefore, RNNs are commonly used in applications
where dependency such as past inputs and outputs relates. Application examples are in machine
translation, speech recognition, time series prediction, and human action recognition. Moreover,
as an effect of the internal feedback loop, an increase of instability (due to an exploding gradient
[39]) and computational effort is obtained during the training of the parameters.

(a) Artificial (b) Recurrent

Kernel| |+

o
.

Frame Feature map
28x65x1 24 x24x4

(c¢) Convolution

Figure 3.9: Neural network node representation for (a) Artificial Neural Network, (b) Recurrent
Neural Network, and (¢) Convolution Neural Network.
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Nodes can either have single or multiple inputs and outputs. Furthermore, layers are intercon-
nected in such a way that the output of a node forms the input for the next layer. The value of a
node is determined by the weighted summation of the inputs of that particular node. In addition,
a bias can be added to the summation such that the node gains a higher interest compared to
other nodes. A single ANN node is defined by:

Ni—1
20 = 60 [ 3 0070 4 30 (3.35)
j=1

®

with z; the value of the i-th node in layer [, wj(-l) the weight for the j-th input, bgl) the bias

value, ol(l) the activation function, and N;_; the number of outputs of the previous layer. The

values of a node are inserted into an activation function [40] such that the node outputs only
relevant information to the next layer. Therefore the choice of activation function determines the
specification of relevant information. In addition, activation functions help with normalizing the
output such that computational effort decreases when node values increase [41]. The choice of an
activation function determines how the network can handle the data and therefore the prediction.
Activation functions are often non-linear and differentiable functions. Non-linearity allows the net-
work to train non-linear relationships in the data. The differentiability of an activation function
allows backpropagation [42] of the model’s error when training to optimize the weights.

Parameters of the network such as weights and biases are trained to get an accurate prediction
of the network. The parameters are trained with input and output data from the system that is
mimicked. A loss function and optimizer are defined for the training process. The loss function
determines the performance of the network with the trained parameters compared to the target
data. If the output of the loss function is big compared to the performance value, then the system
does not perform well and needs to be retrained. The optimizer defines the optimizing function used
for parameter training. Here, the aim is to minimize the cost function by adjusting the network
parameters. Furthermore, in backpropagation the parameters are determined by a backward pass
through the network with the gradient of the last layer of weights calculated first and the gradient
of the first layer of weights calculated last. Most used optimizers are based on the gradient descent
method [43]:

9j+1 = 9]‘ - an(H) (336)

Here, the new parameter values are determined by the current values 6;, an update rate o, and
the gradient of a cost function V f(6) based on the parameters. The step size of the updated values
is determined by the gradients of the cost function and the update rate. The update rate plays
an important role during training. If the update rate is too big, a local minimum could not be
reached due to a resulting bouncing behavior within the cost function. Furthermore, if the value
is too small, gradient descent will settle to the local minimum in a long period of time.

During backpropagation, the gradients are either amplified or minimized when going from the
last layer to the first. This is since backpropagation is the traversing chain rule between layers, i.e.,
continuous matrix multiplications. For large derivatives, the gradient will increase exponentially
when propagating further in the model resulting in a so-called exploding gradient problem. This
leads to too much variation in updated weights. Alternatively, for small gradients, it will decrease
exponentially and vanishing resulting in a vanishing gradient problem. This leads to a very small
change in the updated weights. In both cases the parameters will not converge and is therefore
unwanted. To prevent these two phenomena, two properties need to hold. The first property is
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that the mean of the activations (value of nodes) should be zero. The second property is that the
variance of the activations should be equal in each layer. To meet these properties all the initial
weights are picked randomly from a normal distribution with zero-mean and complying variance.

Training is realized by iterations of forward and backpropagation actions for a defined data set.
Each iteration is depicted as an epoch which is defined as the completion of a full dataset. In a
single iteration, the loss function values of the network for the train and validation data set are
computed. Based on this training loss, backpropagation is performed. After backpropagation is
finished a new iteration with the updated parameters starts. Training ends when an exit condition
is met. Usually, these conditions are defined as the maximum amount of epochs, achieved training
loss value, or as the validation loss increases for a defined amount of epochs.

Neural Networks for hysteresis modeling

In literature, neural networks for hysteresis modeling are used in a variety of methods. For example,
in [44] a rate-dependent PI model is combined via a dot product operation with a convolution neural
network. The rate-dependent model maps the rate-dependent hysteresis behavior of the stepper
by the use of the Fourier transform of the input signal. The convolutional network extracts the
deep features of the input signal to improve the generalization ability of the model. This extends
the rate-dependent PI model and results in an increase in accuracy compared to the PI model.
Moreover, in [45] a recurrent neural network is proposed to predict the hysteresis behavior based
upon the Preisach play operator. Here, the output of the Preisach play operator in combination
with the position and velocity trajectory is used as the input of the network. Furthermore, this
research showed that the addition of the play operator increased performance by 19% for the major
loop and 44% for the minor loop hysteresis compared to the trained network without the operators.

Forward PI-NN model

A Prandtl operator-based neural network is constructed to predict the hysteresis phenom-
ena. The network is defined in the Python programming language with the use of the PyTorch
[46] neural network framework. PyTorch is an open-source framework with high-level support of
neural network building blocks such as basic and complex network structures, activation functions,
and tensor manipulation. An Artificial Neural Network structure is used because the network itself
does not have to memorize any past dynamics of the system. This is due to the history property of
the play operator which in this case is connected to the input of the network and therefore transfers
the dependency of the past dynamics into the network. The forward network, illustrated by Figure
[3:10] consists out of N inputs that are depending on the number of play operators, 4 hidden layers
with decreasing node sizes starting at 4N, and a single output. All hidden layers are connected
in series with a|Rectified Linear Unit| (ReLU]) activation function [40]. A ReLU function performs
better network generalization compared to the tanh and sigmoid functions [47]. In addition, due
to its nearly linear behavior, the computational effort is low compared to the tanh and sigmoid
functions. Furthermore, the function forces values that are less than zero to zero and therefore
eliminates the vanishing gradient problem. Input data of the Prandtl operators are normalized
between 0 and 1 to decrease computational effort. The output data of the network is re-scaled
based on the normalization factors. Normalization factors k, and k, are defined so that they span
the system boundaries of the input voltage and the output displacement.
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Figure 3.10: Block diagram of artificial Prandtl-Ishlinskii Neural Network model.

The proposed network is trained with different amounts of Prandtl operators to investigate the
effect of the operators on the network. For parameter training, the loss function is defined as the
[Mean Square Error| (MSE]) between the prediction and the training data. The optimizing algorithm
is the [Broyden—Fletcher—Goldfarb—Shanno| (LBFGS) algorithm [48]. The LBFGS algorithm is a
extension of the Quasi-Newton method and makes use of the Hessian matrix and an approximation
of its inverse. As a result that less memory is needed for big datasets and parameter determining
is achieved faster and more accurate compared to other standard optimization algorithms within
PyTorch. Furthermore, the training data is constructed out of measurement data from the experi-
mental setup, and the thresholds are defined by . The measurement data is split into a train
and validation set that respectively represent 70% and 30% of the full data set. Initialization of the
weights is performed by the Glorot algorithm as proposed in [49]. Networks of multiple operator
amounts are defined to analyze the effect of the Prandtl operator. Table shows the training
output of the forward network for different operator amounts. It can be observed that the number
of operators affects the time needed to train the network. This is expected since the number of
nodes and connections in the network increase rapidly since the first hidden layer consists out
of 4N nodes. Furthermore, a decreased error is observed for increasing operator models. Figure
shows the training and validation loss for the network model with 10 operators. It can be
noticed that the loss functions converge and that the training has been stopped by the increasing
validation loss criterion which was activated at epoch 77. Furthermore, Figure shows the
model output for the 10-operator model with the best parameter fit i.e. lowest loss value before the
validation loss increases. Therefore, concluding that the neural network is capable of mimicking
the hysteresis behavior. The next step is to construct an inverse model such that this can be used
for feedforward control.
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Table 3.1: Training output of forward Prandtl-Ishlinskii neural network for multiple operator
numbers.

# Training Prediction
Operators  Train time llel]2 [le]]oo llell2 llel|oo
5] 8 [ (1] [
3 63 11.692 0.119 16.437 0.181
10 153 8.648 0.124 10.475 0.154
15 289 7.104 0.0981 12.716 0.141

1071 5

1072 4

1073 4

107% 4

—— Training Loss
Validation Loss

——- Early Stopping Checkpoint

error [m]

Uy T T
0.0 25 5.0 75 10.0 12.5 15.0 17.5

10 20 30 40 50 60 70 80 Time [s]

epochs

(b) Model output
(a) Cost function loss

Figure 3.11: Forward neural network training output from network with 10 operators where (a)
loss function of training and validation datasets and (b) model output of best trained model.

Inverse PI-NN model

An inverse PI neural network is constructed for hysteresis compensation. Since a neural network
only maps a function, a direct inverse such as with the classical PI model is not possible. For
simplicity, the inverse model is constructed as an approximate model based on experimental data
from a mimicking situation and inverse GPI parameters. The target data is derived by the output
signal of an iterative learning controller applied to the shear elements in open-loop. The inverse
GPI parameters are duplicated from the model obtained in Section The network structure
is the same as for the forward network. Table [3.2] shows the training output of the inverse network
for different operator amounts. Due to cross-compatibility issues between the PyTorch neural
network structure and the Simulink control structure, it is not possible to implement the neural
network model structure-based. Therefore, the output sequence of the inverse PI-NN model with
the defined reference input is converted such that it can be implemented as a repeating sequence
within the control structure. For this reason, it is not possible to do experiments with a different
reference input.
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Table 3.2: Training output of inverse Prandtl-Ishlinskii neural network for multiple operator num-
bers.

# Training Prediction
Operators  Train time llell2 llel]oo le]]2 [lel]oo
[s] [ V] [ [V
5 155 3443.413  25.203  1199.738  24.837
10 230 1871.734 17.661 629.908 10.772
15 524 2047.675 24.152  1061.854  20.452

—— Training Loss

—— Validation Loss

. . 100
——- Early Stopping Checkpoint 'VJ
04

—100 4

u [V]

— Data
~200 A — NN
’

40

error [V]

T T T T T T T
0 5 10 15 20 25 30 35

10 20 30 40 50 Time [s]
epochs

(b) Model output
(a) Cost function loss

Figure 3.12: Inverse neural network training output from network with 10 operators where (a) loss
function of training and validation datasets and (b) model output of best trained model.

3.2 Hystersis Compensation by the Prandtl-Ishlinskii Mod-
els

The inverse hysteresis models are implemented and tested in the closed-loop environment. Here, the
models are implemented as a feedforward controller as discussed in Section [2.1.1] and illustrated in
Figure Moreover, the input reference is defined as a 1 [Hz] sawtooth signal with an amplitude
of half an actuator step. The resulting uncompensated closed-loop response, shown in Figure|3.13]
illustrates the effect of hysteresis on the system’s performance which results into a peak error of
approximately 0.5 [pum] with the defined reference input.

i
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Figure 3.13: System output while walking with no hysteresis compensation with (a) the position of
the mover with (1) the reference input and (b) the error with (1) the scaled reference input.

For this research, the classical Prandtl-Ishlinskii model and its variations are implemented as a
feedforward compensator. Furthermore, the number of operators for the best model comparison is
chosen as ten since this resulted in the best output compared to the four operator case (see Table
for the error properties). Note, the MEMS-model constructed has only four elements. The
resulting system output while compensated by these models is shown in Figure Here, it
can be observed that the models can improve system accuracy by compensating for the hysteresis
behavior which results in an increase of the reference tracking compared to the uncompensated
situation. This accuracy is determined by the correctness of the parameter fit of the model. When
observing the zoomed-in figures, it shows the inaccuracies that occur due to the modeling errors.
Particularly, this is visible at the regions where the input rate changes direction (turn-back points
at t = {0.25,0.75,1.25,1.75} [s]). The resulting error after compensation is shown in Figure
The mean of the error output has been used since the initial loading curve of the model results
in an offset in contrast with the reference input. Overall the models tends to have a comparable
result. However, a difference can be observed for the error curve of the MEMS model. Here, the
curve is resulting in a more sinusoidal error curve compared to the other models. Furthermore,
it can be observed that all the models lose accuracy at the regions where the input rate changes
direction as also observed in the zoomed-in figure of the position output. The RMS error, infinity
norm, and peak-to-peak difference of the error are displayed in Table [3:3] The resulting values
confirm that the considered hysteresis compensators decrease the effect of hysteresis and therefore
improve system response. In addition, the values indicate that the models result in comparable
system output. When comparing the error values of each model it shows that the GPI model
performs best out of the implemented models. Furthermore, it can be concluded that the PI-NN
model performs the worst. This is a result of not being a direct inverse of the forward model and
therefore have a higher degree of model errors. This can also be seen in the turn-back points in
Figure Contrary to all models, the MEMS model discussed in this report only uses four
elements. However, the performance is by approximation similar to the other models. Therefore,
the performance would increase and outperform the other models when equalizing the number of
elements in the model. Table [3.4] gives an overview of the pros and cons of each modeling method.
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Figure 3.14: Hysteresis compensation output for all hysteresis models with (a) the position fo the
mover and (b) the centered error with (1) scaled reference input.
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Table 3.3: Error properties of hysteresis compensator models.

Compensator Operators RMSE llel]oo epp
model [nm)] [nm] [nm)]
None - 286.246 482.872 946.993
PI 4 26.114 62.144 120.406
PI 10 22.059 55.475 109.3638
GPI 4 12.286 70.320 119.448
GPI 10 12.481 61.046 107.699
MEMS 4 36.515 61.149 117.201
PI-NN 4 43.425 120.295 199.798
PI-NN 10 37.863 71.262 140.978

Table 3.4: Pros and cons of used model methods.

Model  Advantage Disadvantage
PI e Simple model e Parameter fitting
e Analytical inverse — Accuracy decrease by less advanced
optimizer and possible local minima.
e Basic hysteresis curve
— No saturation
— No asymmetric loops
GPI e Simple model e Parameter fitting
e Analytical inverse — Accuracy decrease by less advanced
e Hysteresis curve shaping by envelope optimizer and possible local minima.
function.
— Saturation possible
— Asymmetric loops possible
MEMS e Analytical inverse e Advanced implementation
e Simple feedforward tuning e Labor intensive for higher number of
— Manually elements
— Linkable to physical component
e High performance with few elements
PI-NN e Generic approach of modeling e Advanced structure

— Abstract internals

e No analytical inverse

e Possible implementation
incompatibility

e Accurate training data needed




Chapter 4

Control of a Hysteric Piezo
Steppers

Piezo steppers are well known for their implementation in nanopositioning systems. To comply
with the high-precision requirements, the actuator is controlled by a high-end advanced precision
controller. Most mechatronic systems use a traditional controller such as feedback or feedforward
controllers. In the case of a feedback controller, the difference between the output and the reference
is used to adjust the system correctly. An advantage of a feedback controller is that disturbances
and noisy signals can be rejected and its structure type is simple. A disadvantage is that the con-
troller takes corrective actions after the actuation of the system. A feedforward controller does not
make use of the error between the reference and the output but makes use of prior knowledge of the
system. Here, higher-order signals like acceleration, jerk, and snap, are used as a tool to generate
prior known errors for the system. Moreover, the general idea behind a feedforward controller is
to determine an approximation of the inverse of the real system. As a result, in an ideal case, the
reference is the same as the output. However, this is not the case in a real environment due to
inaccuracies in the approximation. An advantage of feedforward is that the system does not react
based on the previous response. A disadvantage is that the controller variables are tuned based
on pre-obtained experimental data. Both the traditional form of the controller types are fixed and
are not able to correct themselves (i.e. update controller parameters) when task or reference is
changing.

Much research is dedicated to extending and improving the feedback and feedforward structures.
For example, iterative learning control [50] have shown that for systems with repeating tasks a
significant performance increase can be achieved compared to traditional feedback controllers. For
this reason, the system is investigated for structures of repetitive behavior. Figure shows the
position and velocity response of the experimental setup when only clamp set 1 is actuated with
a saw-tooth input of 1 [Hz] for 4 seconds i.e. 4 actuation waves. In the tp figure it can be seen
that there is some repetitive behavior with an additional trend. Furthermore, the velocity figure
confirms that there are repetitive structures in the setup. However, since there is a trend and the
actuation periods are frequency depended, the time domain data could not be thoroughly used
for iterative/repetitive controller types. Figure shows the same system response but then
in the commutation angle domain. By using the same data in the commutation angle domain
a clear repetitive system behavior can be observed. Here, no trends are visible when comparing
each wave set to each other. In addition, other experiment results showed that for other step
frequencies similar repetitive structures hold. Therefore, the commutation angle domain could be
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used for iterative control of the system. For this reason, the implementation of an iterative learning
controller for the experimental setup in walking behavior is further discussed in this chapter.

x107 <107

Position [m]

X 10-1

Velocity [m/s]

Velocity [m/s]

B 0 5 ™ %
Time [s] « [rad]

(a) Time domain (b) Commutation angle domain

Figure 4.1: System response when only clamp set 1 is actuated with 1 [Hz] for 4 seconds in (a)
time domain and (b) commutation angle domain.

4.1 TIterative learning control for Piezo steppers

[[terative Learning Control| (ILC)) is a common method of learning control that makes use of the
past error data to improve control in future trials (previous experiments). Here, the error of the
previous trial is used to update the controller for the current trial. An important condition within
iterative control is that the trials consist out of the same task. Therefore, each task should always
start (initialized) at the same point as the previous. In case of repetitive tasks without initializing,
a repetitive learning controller should be used instead of an iterative controller. Common
applications for ILC are in welding processes , industrial printer systems , or wire bonding
[54]. An advantage of ILC is that due to repetitive behavior it can handle non-causal control
schemes. However, a disadvantage is that the controller cannot deal efficiently with changing ref-
erence signals. As a result, the error increases and the system needs to re-tune its parameters. In
literature, a variety of methods are available for implementation with increased flexibility and per-
formance. Examples are frequency ILC , lifted ILC , increasing reference flexibility by the
introduction of ILC with basis functions , and projection-based ILC where non-repetitive
error components are extracted by projecting these to a subspace.

The basic framework for ILC is either frequency ILC, which makes use of the frequency domain
response of the system, or lifted ILC, which makes use of the impulse response of the system.
Within both frameworks learning filter L and robustness filter Q are applied to respectively achieve
stability and robustness of the system. Figure illustrates the lifted ILC framework with J being
a Toeplitz matrix composed of Markov parameters of the system response. The determination
of the Q and L filter depends on the ILC method used. Usually, for the frequency domain, L is
obtained by the inverse of the process sensitivity and Q by a filter that is 1 for frequencies where
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1—JL < 1, and |@| < 1 such that convergence criteria |Q(1 — JL)| < 1 holds for all w. Generally,
for the lifted method, L and Q are obtained by an optimal synthesis in the form of a quadratic
cost function. The cost function is minimized over three terms: error, input, and the input rate.
Additionally, weights are multiplied to their terms to change the individual contribution within
the function.

fi1 fi y &j
Memory ] I —>

L <

Figure 4.2: Block scheme of a lifted ILC setup with system J in sensitivity feedback form, learning
filter L, robustness filter Q, input f;, output y, reference r, tracking error e;, and next input f;;.
The trial index is denoted as j.

For application-specific behavior, the system should be able to deal with step frequency varying
tasks during walking behavior. A consequence of step frequency varying tasks is that the number
of samples within the commutation angle domain varies. This result into a deterioration of the
control signal which is shown in Figure [£.3] In addition, a change in the reference signal results in
an increased error after the transition. ILC showed that it is capable of rejection of disturbances
that repeat during tasks. However, performance and sampling degrades when varying disturbances
are introduced in each iteration. By adding basis functions to ILC, system responses such as the
error are parameterized to obtain continuous description of that signal. Therefore, ILC with
basis functions is introduced to the system. In addition, the control structure should be able to
compensate for the hysteresis phenomena with the implementation of the Generalized Prandtl-
Ishlinskii compensator from Section The following sections discuss the theory of ILC with
basis functions, the choice of the basis function sets used in this research and the implementation
method with and without hysteresis compensation.
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Figure 4.3: Signal deterioration due to varying sample sizes in the commutation angle domain for
varying step frequencies.

4.1.1 TIterative Learning Control with Basis Functions

Iterative learning control with basis functions compensates disturbance acting on the system by
making use of pre-defined function sets that model the characteristics of the disturbance. Here,
partial error information from a previous iteration in the commutation angle domain is obtained
by projecting the entire error onto a smaller subspace spanned by a set of basis functions. This
projection is defined by:

fi(@) = ¥(a)b; (4.1)

and consist out of a set of linear independent functions ¥ (a):

U(a) = [i(a) Yo(a) ... Yu(a)] € RV (4.2)
and a vector of corresponding weighting parameters 6:
9j = [91,j (92)3‘ e QMJ ]T S RMXl (43)
The control structure as discussed in Section [2.1.1] is illustrated by Figure The system
relation is defined by:
Y; = SGCr + SGfJ + SU]‘ (4.4&)
€ =T —Yj (4'4b)

with G the system, S = (I+GC)~! the sensitivity function, F'(6) the basis function with output
fi [V], C the feedback controller with output u$ [V], r [m] the reference, e; [m] is the reference
tracking error, y; is the system output, and v; [m] the disturbance acting on the system. When
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substituting in (4.4b), the error results into e; = [I — GF(6;)]Sr — Sv;. Optimal reference
tracking, i.e. e; = —Sv; is achieved when controller model F(f) = G~!. However, this is not
possible in practice since only approximate models of the inverse plant are available. Therefore,
resulting into deterioration of performance. The update law for the disturbance compensator is
constructed using the basis function prediction of the disturbance, a learning gain L and the last
compensator input:

uji1(a) = uj + Lp(a)f41 (4.5)

The optimal update values of parameter vector f; is obtained by a least square fit of the
difference between the error and the basis function prediction:

Nj
T(05) = (e;(i) — v (a;(i)) 05)° (4.6)
i=1
To find the optimal §; with a minimal 7(6;)
0J(0;) _

=5 =0 (4.7)

needs to hold. Using the first order necessary condition for optimality, optimal 6; is determined
by:

001 = (0T9) " Ve,

4.8
it (45)

Here, the pseudo inverse of the basis function is multiplied with the error. Furthermore, ¥ "
represents the Gramian matrix of the basis functions. It is necessary that the individual basis
function vectors 1); are linear independent in order to obtain a positive definite matrix property
and therefore obtain invertibility of the matrix. Only then an unique point that minimizes the
convex cost function can be found. When substituting optimal 0, into we find the final
update law for the next iteration.

The system relationship in lifted notation is defined by:

y; = clu; + ;) (4.9a)
ej=1—1y; (4.9b)

When substituting lifted output relation (4.9al), lifted learning equation (4.5)), and the projection
equation (4.8)) into the next trial error (ej41) (4.9b)), the error evolution is obtained:

€j+1 =T = Yj+1
=€; — CLI/JQJ‘ (410)
ej+1 = —cL)e;

where I is identity and c is the piezo constant [mV~!]. Therefore for a error decrease, learning
gain L should be chosen such that |I — ¢L| < 1 holds.
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4.2 Construction and Selection of the Basis Function

The set of basis functions are chosen based on prior knowledge of the system’s behavior like
disturbances. For this application, there are two types of sets:

(@) = [Ws1(@) Psa(a) pe(@) Ps(a)]” (4.11)

0; = 051 Os2.j Ocj 0ss]" (4.12)

The first set, functions 1g1(a) and 1hg2(a), are based on the input waveforms for the individual
shear elements S1 and S2. Here, corresponding parameters g1 and 6g5 representing the scaling
factor for the shear waveform. Because of this, the shear steps size can be increased or reduced in
case the step rate is respectively too low or too high compared to the reference. The second set,
functions ¥.(«) and ¥s(a):

Yela) = {cos (%%) cos (%if) ... cos (%AIIDO‘) ] (4.13a)

bs(a) = [Sin (271‘%) sin (%iﬁ‘) ... sin (2#\?) } (4.13b)

map the error signal and are based on the sine-cosine form of the Fourier series:

y(x) =ap + iv: (an cos (2#%30) + by, sin (27r%x)) (4.14)
n=1

Note that this is possible due to the periodic property of the error signal. Furthermore, the equal
in length vector sets consist out of IV sinusoids with a frequency interval of %. The corresponding

parameter vectors 6. and 6, correspond to the weighting of the individual related sinusoids.

The amount of sinusoids and interval grid is determined by the quality of the resulting basis
function fit. Figure .4 shows the effect of the number of sinusoids and interval choice for the error
signal. Here, error signal (= =) that is obtained from the setup is used to map the occurring higher
and lower periodic disturbances. Initially, there are 25 sinusoids (note, 50 in total since there are
2 sinusoidal types) each with an interval of 1. The resulting basis function fit is shown by Curve
(===). Tt is observed that this particular basis set combination is not able to map the error signal
due to the initial curve that gives the fit an offset. Furthermore, it can be observed that the higher
frequency behavior is mapped more accurately than the low frequencies and therefore the next step
is to increase interval P by 1. In addition, the number of sinusoids is increased to 50 to keep the
final sinusoid frequency at 25 [Hz]. As a result that the frequency range maps from 1 [Hz] to 25
[Hz] in steps of a half Hertz. Curve (===) shows the trajectory of the resulting basis functions fit.
It can be observed that the effect of the interval increased the performance of the line fit. However,
looking at the zoomed window of the trajectory, it can be observed that the basis function set is
not able to fit the higher accurate enough. Therefore, the number of sinusoids is increased to 100
i.e. frequency range extension from 25 to 50 [Hz]. As a result that the final basis functions set (=)
is able to track the lower and higher frequency range behavior. When comparing the
error of each fit, respectively being {5.95 x 1072, 1.78 x 1071%, 2.75 x 1071} [m],
it is concluded that the basis functions describe the error well and that the parameter selection of
the final set gives a qualitative projection of the error.
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Figure 4.4: Basis function fit of the error signal (s=s) with N number of sinusoid sets and P
interval divider.

4.3 ILC with Hysteresis Compensation on Experimental Setup

The proposed ILC controller with basis functions is implemented on the system. The control ar-
chitecture for the experiments is shown by Figure During the experiments feedback controller
C is taken as zero i.e. control output u§ = 0 for all trials j. Furthermore, two control cases
are observed during experiments. During the first case, the ILC controller is implemented on the
system without hysteresis compensation. In the second case, the ILC controller is implemented
with hysteresis compensation obtained by the Generalized Prandtl-Ishlinskii compensator from
Section [3.1.2] However, it is not possible to directly implement the compensator as implemented
in Chapter [3] since the hysteresis compensator has a bounded reference as input and a bounded
control output as output, whereas the reference in walking behavior is continuously increasing or
decreasing. Therefore, the input of the compensator is scaled such that the input reference of a
single shear step (0 < yg; < ‘32—5 x 107% [m]) corresponds to the control input (=250 < ug; < 250
[V]). Furthermore, the compensator input is connected to the output of the waveform scalar and
the compensator output to the input of the plant.

The basis function set is defined by the final functions set as described by Section Initial
parameter vector j is defined so that the shear elements are actuated as normal shear waveforms
(discussed in Section without any interference of the error fit property of the basis function
i.e. . =05 =0. As a result that the setup is actuated in a normal way since there is no feedback
excitation by th feedback controller. In addition, the control input is not affected by disturbances
caused by incorrect fitting of 6. and 6, during the initial trial.

The obtained feedforward signal is used for compensation by both shear elements. Therefore,
the signal needs to be actuated by both shears and therefore need to be shifted in the regions where
the clamps do not make contact with the mover such that (L.2)) is still satisfied. Nest, shifted signals
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are added to the corresponding shear inputs which then result in enhanced shear inputs. Figure[4.5]
shows the shifting of the basis functions fit (= =) and the resulting enhanced shear input waveforms
(w==) and (===). It can be observed that the individual compensation waveforms are shifted at
regions () where the corresponding clamp element is not in contact with the mover. As a result,
that both compensation waveforms start and end at zero voltage and therefore make sure that
(1.2) still holds.

Disturbance compensation
T

Input [V]

MM

0 3 w :
o [rad]

3
o
E]

Figure 4.5: Shear waveform enhancement using basis function output where () are the regions
where the clamp groups do not make contact with the mover. (top) shows the basis function fit
(m=u) and the shifted feedforward signal for shear set 1 (===) and 2 (===). (bottom) shows the
resulting enhanced shear input.

Each iteration (or trial) consists out of the same procedure. First, the basis function set is
constructed before the first trial. In addition, the initial parameter vector 6 should be defined as
discussed in the previous paragraph. Next, the first trial is executed and the data of the experiment
is used to update the parameter vector with the basis function set. Finally, the basis function
output is shifted so that the result can be applied to the shear input and therefore compensate for
the error. The complete algorithm as discussed can be observed below.

Listing 4.1: Iteration procedure for ILC with basis fucntions

% Prior to first iteration
Define basis functions set ¥
Set initial parameter vector 6

% Iteration exzecution
for j=1:n
|  Perform experiment for one step with control input u;
| Find and update input parameters 6;1 using least squares fit of the error
| Compute update law for next feedforward output fj11 = ¥0;41
|  Shift feedforward output for shear sets S1 and S2
|  Update all control parameters and signals
end for
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The ILC framework from algorithm [£.1]is implemented on the experimental setup and validated
for a series of forward and backward walking experiments. The first experiment consists of the
system without the ILC controller but with hysteresis compensation. The second experiment
consists of the system with the ILC controller and without hysteresis compensation. The third
and final experiment consists of the system with the ILC controller and hysteresis compensation.
The RMS error values of each walking experiment with a drive frequency of 1 [Hz] are shown in

Table {11

Table 4.1: RMS error of the system in 1 [Hz] walking situation with and without ILC controller
and hysteresis compensation.

Hysteresis ILC Direction RMSE
compensation [nm]
No No Positive 4780.372
Yes No Positive 67.420
No No Negative 2810.870
Yes No Negative 1618.861
No Yes Positive 14.126
Yes Yes Positive 5.751
No Yes Negative 5.589
Yes Yes Negative 5.445

The results of the walking experiments with and without hysteresis compensation and without
ILC are shown in Figure and Figure Here, the top and bottom figures respectively show
the positive and negative direction movement. It can be observed that the hysteresis compensator
decreases the tracking error while in walking behavior compared to the uncontrolled situation. This
is also visible by the RMS error which decreases by almost a factor of 1.141 x 10~2. Furthermore,
it can be seen that the resulting error still has hysteresis behavior in it due to modeling errors in
the compensator model. Moreover, the RMS error of the compensated situation in the negative
direction is bigger compared to the forward direction since the compensator model is based on the
positive direction data. This is an effect of the difference in clamping voltage for the actuation
direction which results in a longer stroke as discussed in Chapter [2] Nevertheless, the RMS values
show that the addition of the hysteresis compensator increase system performance.
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Figure 4.6: System output while in 1 [Hz] positive (top) and negative (bottom) direction walking
situation with (===) and without (===) hysteresis compensation and without ILC where (a) the
position of the mover and (b) the error with (1) the reference input.

The results of the walking experiments with and without hysteresis compensation and with ILC
are shown in Figure and Figure Here, the top and bottom figures respectively show the
positive and negative direction movement. For comparison, the ILC system output after 5 trials
with a reference input of 1 [Hz] is used. It can be observed that the addition of the ILC controller
significantly improves the performance of the system with and without the hysteresis compensation
compared to the system response without ILC. In addition, the performance improvement is also
visible for negative directions. Likewise with the system response without ILC, the system response
including the hysteresis compensator result in a lower RMS error compared to the situations
without compensation. The resulting residual error, shown in Figure consists of a multi-sine
that is not periodic within the period of the actuation waveform. Therefore, another performance
increase could be obtained by implementing projection-based basis functions as proposed in [58].
All things considered, the system response for the situations with ILC and hysteresis compensation
for both directions result in an approximate RMS error decrease factor of 1.203 x 1072 for the
positive direction and 1.139 x 10~2 for the negative direction compared to the uncontrolled and
uncompensated situation. However, the experiment results are based on a fixed drive frequency
on which the compensator is modeled and does not validate for other frequencies outside the
compensator scope.
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Figure 4.7: System output while in 1 [Hz] positive (top) and negative (bottom) direction walking
situation with (===) and without (===) hysteresis compensation and with ILC where (a) the position
of the mover and (b) the error with (11111) the reference input.

The main goal of introducing basis functions is that the system is able to reduce transient errors
when changing the input reference for systems with repetitive tasks. To validate this property, four
experiments are executed consisting of ILC control with and without hysteresis compensation in
both walking directions. Each ILC experiment iterates through a set of 20 trials with varying drive
frequencies in series of 5 trials with frequency order f; = {1, 5, 8, 3} [Hz]. The position and error
evolution during the individual trials for the uncompensated hysteresis situation is respectively
shown in Figure [I.8a] and Figure [{.8b] In the error figure, the converging reduction property of the
ILC controller can be observed. Furthermore, it can be observed that the position closely follows
the reference input after five trials since the trend in the error curve is decreased to approximately
zero. The RMS error of each trial is investigated to measure the overall controller performance for
all four experiment situations. The resulting RMS error curve for the uncompensated situation is
shown in Figure [£.9a] and for the compensated situation is in Figure [£.95] The RMS error of each
trial for the uncompensated situation in both directions shows that the error decreases over each
trial. Furthermore, it can be seen that the system needs a single trial to decrease the transient error
that occurs when changing the drive frequency. Moreover, the RMS error curve for the compensated
situation is more fluctuating outside the 1 [Hz| region compared to the uncompensated situation.
This is a direct effect of the hysteresis compensator not being able to handle rate-dependent
behavior that occurs in the system. To fully test and guarantee the stability of the compensated
situation, the extension to a rate-dependent compensator model should be considered.
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Figure 4.8: ILC iteration output without hysteresis compensation where (a) the position
mover and (b) the error with (1111) the reference input.

Positive
Negative
1[Hz]

5[Hz]

8 [Hz]
3[Hz]

=

10 20
Trial [-]

(a) wo. compensation

Figure 4.9: Root-Mean-Square error evolution of system with ILC controller for 20 trials (a) without

RMSE []

107

Error [m]

L
™

g

a [rad]
(b) Error

of the
1070 T ‘ |
————— Positive
........... Negative
O 1[Hz]
O  5[Hz]
O 8[Hz
O 3[Hz
N
N
-"-‘l
W A
4 3
ANy X {
RYAY gl Y
@.._g_..@..\,é'l ‘\ !
¥ ¥
)
: 0 15

20
Trial [-]

(b) w. compensation

hysteresis compensation and (b) with hysteresis compensation where (=im1) is the movement in
positive direction and (1) in negative direction.

1



Chapter 5

Conclusion & Future Work

In this chapter, the conclusions and recommendations of this research is discussed. First, conclu-
sions are discussed about the obtained results and observations. Secondly, recommendations are
discussed that propose possible future steps within the research problem.

5.1 Conclusions

This research focused on the control of a hysteric piezo actuator. Here, stacked sets of polarized
piezo elements are actuated by predefined waveforms such that the resulting translation outputs a
walking movement on the mover element surface and therefore moves the mover element. Open-
loop experiments showed that multiple performances decreasing phenomena such as creep and
hysteresis are acting on the system. Furthermore, so-called liftoff and contact experiments showed
that the actuating direction of the piezo elements results in different output behavior.

The main goal of this research was to compensate for the hysteresis effect with the use of a
feed-forward compensator based on the inverse Prandtl-Ishlinskii Model. As an extension, varia-
tions on the classical Prandtl-Ishlinskii model were proposed. This included the introduction of
a generalized envelope function for the play operator, a memory element, and a neural network
adaption of the PI model. The compensators are implemented and tested on the shear elements
for performance analysis. Experimental data showed that the addition of the compensators results
in a significant performance increase compared to the uncompensated situation. However, tracking
performance decreased at the regions where the input rate changes direction (turn-back points).
This is a result of model errors that are introduced in the process of obtaining the model parame-
ters and inverse. Moreover, comparing all the compensators showed that the general performance
is similar. Furthermore, it showed that the generalized Prandtl-Ishlinskii model (GPI) performed
the best. However, the memory element model (MEMS) was implemented with half the number
of elements as the other models. Therefore, when equalizing the number of elements, the MEMS
model would outperform the other models in their current construction. In contrast with all the
compensator models, the neural network model (PI-NN) performs the worst. This is a result of
the lack of a direct inverse and the method used to overcome this issue. In addition, the cross
structure incompatibility of the Pytroch model structure and the Simulink control structure.

The GPI compensator is implemented on each shear element and tested in a walking situation.

In addition, an ILC controller with basis functions is introduced to increase performance. The
introduction of basis functions reduce the transient error that occurs when changing the reference
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input during trials of the repetitive system. The constructed basis function set consist out of two
sets. The first set is used to scale the shear waveforms. The second set is based on the Fourier
series of the measured disturbances. Furthermore, the resulting basis function waveform output is
shifted during the moments the clamp does not make contact with the mover such that the input
rate of the shear elements are equal. The ILC controller is implemented and tested with and with-
out hysteresis compensation. Experimental results for the 1 [Hz] drive frequency case showed that
the performance significantly increased compared to the uncompensated and uncontrolled. In ad-
dition, the performance with ILC and compensation decreased the performance difference between
the positive and negative direction. When comparing the results for varying drive frequencies,
it can be observed from the RMS error curve that the basis functions reduce the transient error
during frequency changes and converge to the reference input. Furthermore, the RMS error curve
for the compensated situation is more fluctuating outside the 1 [Hz| region compared to the uncom-
pensated situation. This is a direct effect of the hysteresis compensator not being able to handle
rate-dependent behavior that occurs in the system. However, a complete analysis of the overall sta-
bility for the system with ILC and hysteresis compensation with a varying reference input could not
be executed since the incapability of the hysteresis compensator to handle rate-dependent behavior.

All things considered, the system response with a 1 [Hz| drive frequency for the situations with
ILC and hysteresis compensation for both directions result in an approximate RMS error decrease
factor of 1.203 x 103 for the positive direction and 1.139 x 103 for the negative direction compared
to the uncontrolled and uncompensated situation.

5.2 Future work

Throughout this report, several developments and issues can be recommended for future research
on the research problem:

e Improvement parameter fitting algorithm for PI models.

As the results from the PI and GPI models in Section [3.2] showed, the obtained model still
lacks accuracy. For this research, the parameters are obtained through a least square problem.
This results in a decrease in accuracy since the parameter fit lacks precision. In literature,
a variety of parameter fitting algorithms for hysteresis models are proposed. Results showed
that a higher model accuracy could be achieved by implementing a different more advanced
optimization solver. Therefore, to increase model accuracy, parameter fitting should be
improved by introducing a different more advanced solver such as a modified particle swarm
optimization algorithm [59].

e Extension rate-dependent mapping for PI models.

The implemented PI and GPI models are based upon the standard framework which explained
in is rate-independent. Therefore it is not possible to map rate-dependent behavior
that occurs. This is also what is observed when compensating in the walking situation with
changing drive frequencies as discussed in Section Since the results in Chapter 3| showed
that the hysteresis behavior is rate-dependent, performance increase can be achieved by
extending the PI and GPI model with the compatibility to handle rate-dependent hysteresis
behavior.

o Further research on inverse PI Neural Network.
As discussed in Section [3.1.4] the implemented inverse model is not the real inverse but an
approximation based on experimental data of an ILC controller. This resulted in a decrease
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in performance. Moreover, the Simulink control structure was not compatible with the con-
structed PuTorch neural network structure since Matlab does not fully support the ONNX
exchange language. Therefore, the control signal used in the experiments was in the form of
a fixed output sequence. This limited the flexibility during experiments since the reference
could not be changed. The forward model showed promising results based on its generic
design and approach with pre-determined Prandtl operators. Since it was not possible to in-
vestigate the full potential of the compensating model i.e. rate dependencies, further research
could be executed.

e Implementation projection ILC w. basis functions in time-domain.

The ILC implementation of the basis functions is achieved by mapping the resulting basis
function fit of the error to the a-domain. During implementation, the goal was to implement
the basis functions as a projection running in the time-domain [58|. Early implementations
showed that performance increase was achieved due to the reduction of the periodic distur-
bances and resulting non-periodic disturbances. However, due to hardware limiting factors
of the experimental setup, this could not be implemented for multiple trials with the current
set of basis functions. In addition, needs to hold, therefore the control signals need to
be shifted when the clamps are not in contact with the mover. This introduced another issue
due to the continuous projection of the disturbances. Since early implementation showed
promising results with both performance and generic implementation, the implementation of
projection-based ILC with basis function should be further research.



Appendix A

Encoder Calibration

The used encoder is a sin/cos encoder that uses two sinusoidal differential signals for measurement
values. The encoder structure consists out of a readhead and a grating strip that makes use of
the Moiré effect [60]. The read head emits light to the grating strip which reflects parts of it into
the reading sensor of the readhead. By doing so, a sine and cosine signal with voltage offsets is
generated. The sinusoidal signals are outputted as a pair of original and negated signals to create
differential signaling. Moreover, differential signaling is used to remove disturbances on the signal
that are created by the environment, such as electromagnetic compatibility. The signal pairs are
processed by the real-time target to retrieve the current position of the mover. Here the first step
is to do a summation over the signal pairs. This translates the two signal pairs back into the
normal sine and cosine signals without an offset and additional disturbances due to signal transfer.
The position is determined by counting the periods from the sinusoidal signals. By only doing
this, a staircase curved position output is obtained. To obtain a better approximation of the real
position between period counts, an interpolation correction is added. This is done by determining
the inverse tangent of the two sinusoidal signals and adding this value to the period count.

Encoder . . RT-Target Simulink model ... .
o o Counter T
— Light emitter i 3 +>
i ¥ —
S mput G
SIN AoCH— )y P
“»| Readhead : e e atan(A/B) Mover
<AL position
ADC|—i+—L
Ccos

Figure A.1: Block scheme of mover position process from encoder data.

The encoder signals have an additional error due to misalignment and mechanical tolerances of
the construction. When a Lissajous plot is made with the sine and cosine data, it can be seen in
Figure that the resulting curve (===) is not a circle but an decreased oval, i.e. the signals do
not have the same amplitude and correct phase. To overcome this error, and therefore increase
the accuracy, an additional calibration is carried out. This calibration is constructed in the form
of a software correction that will handle the raw encoder signals. The calibration method is based
on a Lissajous correction method [61]. Here, use is made of the knowledge of how the two signals
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should be when calibrated correctly. When combining these two theoretical equations and convert
them to a least square problem, (A.1]) can be obtained. Here, u; and us represents the calibrated
sinusoidal encoder signals.

. 2
o [(u2 = q)r + (u1 — p)sin(a) 2
_ = Al
(U1 p) + COS(Oé) R ( )
in the form,
Au? + Buj + Cuyug + Duy + Bug = 1 (A.2)

where,

A= (R?cos®*(a) — p* — r°¢* — 2rpq sin(oz))71

B = Ar?

C =2Arsin(«) (A.3)
D = —2A(p + rgsin(a))

E = —2Ar(rq+ psin(a))

The found coefficients are used for determining the correction parameters as described by (A.4).
The corrected encoder signals u} and u3 are determined by (A.5)). Figure shows the calibrated
encoder signal (===) of the experimental setup with its calibration goal (1).

7irs)

« = arcsin (

1 (A.5)

43 = oy [~ P)sine) +7 (2 — )]
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Figure A.2: Encoder calibration process via Lissajous correction, where (===) is the uncalibrated
encoder data, (===) is the calibrated encoder data, and (1) is the calibration goal.



Appendix B

Open-Loop Experiments

B.1 Clamp Liftoff & Contact Moments

The clamp liftoff and contact moments play an important role in the walking behavior of the piezo
actuator. Liftoff is defined as the first moment in a drive cycle where the clamp stops having
contact with the mover. Opposite to liftoff, contact is defined as the first moment in a drive cycle
where the clamp comes in contact with the mover. A liftoff/contact experiment is executed in
order to investigate the moments these actions occur where the exact moment is portrayed by the
current clamp voltages. In this experiment, a clamp set is actuated with a low frequency sawtooth
waveform while the corresponding shear set is actuated with a faster sinusoidal waveform. The
other clamp and shear set are stationary while the experiment is executed.

The velocity output of the mover is investigated to get a better estimation of the liftoff and
contact points since the position is affected by drift. The contact moments are determined when
the velocity of the mover starts to oscillate. Liftoff moments are determined when the velocity
of the mover is stopped oscillating. Figure shows the filtered velocity output of the setup
when the clamps are excited with a waveform frequency of 1 [Hz] (top figure) and -1 [Hz] (bottom
figure). The scaled-down clamp waveform is depicted by (== =) and the liftoff and contact moments
are respectively depicted by (/\) and (v7). The first observation is that the contact and liftoff
moments are not at an equal voltage. This could be an effect of imperfections in the internal
mechanics and hysteresis in the clamp elements. Furthermore, the experimental data indicate
that the contact and liftoff moments occur in a repeatable manner within the same actuation
frequency. However, contact and liftoff voltages differ when comparing the average value over a set
of actuation frequencies. In addition, differences are observed between the positive and negative
actuation frequencies.
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Figure B.1: Velocity output of the liftoff/contact experiment with (top) 1 [Hz] and (bottom) -1
[Hz] clamp actuation direction. (= =) depicts the scaled down clamp waveform, and the liftoff and
contact moments are respectively depicted by (/) and (7).

The average contact and liftoff voltages for a set of clamp actuation frequencies are determined
and compared. Figure shows the (a) clamp experiment and the (b) liftoff experiment with
clamp actuation frequency f. € {0.1,0.25,0.5,0.75,1} [Hz]. The top and middle figures show the
clamp voltage for respectively clamp set 1 and set 2 with (x) positive and (*) negative frequency.
The first observation is that the figures indicate a difference between contact and liftoff voltages
for different actuation frequencies. Furthermore, it is observed that there is a varying difference
between the positive and negative frequency voltages. In most frequency cases the data shows that
the contact and liftoff moments happen at a lower voltage. As a result that the clamp elements
are longer in contact with the mover and therefore produce a longer stroke. The bottom figure
shows the absolute voltage difference between the positive and negative frequency for clamp set
1 (%) and 2 (). To achieve a reproducible motion for positive and negative actuation frequency,
the voltage difference should be zero. However, this is not the case for the experimental setup and
hence the difference in walking behavior as observed in Figure [2.4a]
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Figure B.2: (a) clamp experiment and (b) liftoff experiment with clamp actuation frequency f. €
{0.1,0.25,0.5,0.75,1} [Hz] where, (top) and (middle) are the clamp voltage for respectively clamp
set 1 and set 2 with () positive and (x) negative frequency, and (bottom) the absolute difference
in voltage between the positive and negative frequency for clamp set 1 () and 2 (x).

B.2 Creep

Creep is the phenomenon where the actuator drifts slowly after an increase of the input for a
constant applied electric field [8]. Creep reacts after the dynamic response of the system and
settles in a logarithmic shape over time. Creep is defined by where L(t) is the resulting
displacement, L, is a nominal constant displacement value after 0.1 seconds, ~ is the creep factor
that determines the logarithmic growth rate. The growth factor 7 is depending on the amount of
input voltage applied to the piezo element. Figure shows the resulting creep phenomena on
shear set 1 for a step input with amplitudes A € {25,50,100,150} [V]. Here, it can be observed
that creep is indeed behaving in a logarithmic way and that the amount of creep is depending on
the amount of input difference on the piezo element. The creep phenomenon is out of scope and
therefore will not be modeled.

L) = L, {1 +vlogyg <Ot1ﬂ (B.1)
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Figure B.3: Creep phenomena after a step input on shear set 1 for input amplitudes A €
{25, 50,100,150} [V].

B.3 Input Waveform Type

The input waveform plays an important role in the motion performance of a piezo actuator. A
piezo actuator can be driven with different waveforms based on the desired performance e.g. veloc-
ity, motion, and force. Three common basic waveform types [9] are: square wave, sawtooth, and
sinusoidal. A sawtooth waveform, as shown in for the shear elements, was used in previous
research on the experimental setup [10][11]. In addition to the fixed type of waveforms, methods
such as waveforms generated by model/data-based optimization [12], iterative learning-based [13],
or force-based [14] are also possible. For the scope of this research, only the static sawtooth and
sinusoidal waveforms are discussed in this section.

Sawtooth and sinusoidal waveforms are constructed for the experimental setup to compare the
effects on the performance in walking situation. In [9] a square, sawtooth, and sinusoidal waveform
are generated for an inchworm actuator on a miniature robot. This study showed that the sinu-
soidal and triangular waveforms performed better than the square waveform. This was due to the
incapability of the square wave to change the direction of the robot. Furthermore, the sinusoidal
waveform gave an increase in translational displacement compared to the sawtooth. This result
forecasts an expected performance increase while walking when applying a sinusoidal waveform
instead of a sawtooth waveform on the shear elements. The waveforms for this research are con-
structed with a period from 0 to 27 [rad] to be dependent on the commutation angle and driven by
the drive frequency. For the experiment, the sawtooth waveform from [I.3)is adopted. Furthermore,
the sinusoidal waveform is constructed of two parts of unequal frequency sinusoids such that it is
possible to reset the shear element when the corresponding clamp does not make contact with the
mover. Figure shows the constructed sawtooth and sinusoidal input waveform. Furthermore,
Figure [B4D] shows the resulting mover position when actuating the shear elements with the con-
structed waveforms in the walking situation with a drive frequency of 1 [Hz|. It can be observed
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that the position curve of the sinusoidal waveform resulting in a longer more bouncier stroke com-
pared to the sawtooth waveform. This is an effect of the sinusoidal waveform slightly compensating
for some hysteresis behavior that occurs in the piezo element. The sinusoidal waveform when in
contact with the mover has similar curves as the resulting hysteresis compensator output which
is revealed in the next chapter. In addition, the liftoff and contact moments occur at a different
shear voltage compared to the sawtooth waveform. This results into a longer contact time with
the mover and therefore into a longer stroke.
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Figure B.4: (a) Constructed (top) sawtooth and (bottom) sinudsoidal shear input waveform in
commutation angle domain where (/\) and (v7) are respectively the liftoff and contact moments.
(b) Mover position output while in walking situation with sawtooth and sinudsoidal shear input
waveforms and a drive frequency of 1 [Hz].
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