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Abstract

This master thesis deals with the prediction and interpretation of voluntary employee turnover
using machine learning and relates those findings to a cost reduction. In order to provide a theoret-
ical basis, different employee turnover costing frameworks, machine learning methods and feature
importances from literature are evaluated. Based on these findings, insights into current turnover
and retention costs for the company are obtained. Furthermore, historic employee turnover data
is used to train and optimize six state-of-the-art machine learning models, which classify employ-
ees who are at risk of leaving. Ultimately, an optimal version of the best performing model is
proposed and related to tangible insights. Individual classifications of this model are interpreted
so that the insights can be used for global and individual retention strategies. A novel technique
named SHAP is used to for this interpretation. Additionally, guidelines are provided on how to
obtain these insights in novel situations when the model is used in practice. Lastly, the final
model performance and interpretations are related to the turnover and retention costs, providing
an indication of a possible cost reduction that can be achieved.
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Executive Summary

Introduction

Employee turnover is the departure of people, and thus intellectual capital, from a company
(Punnoose & Ajit, 2016). Employee turnover can be costly for companies, as they need to replace
the employees that leave. To elaborate, turnover incurs separation costs, replacement costs and
placing costs estimated at several thousand dollars per employee (McKinney et al., 2007).

For many companies this kind of employee behavior is a black box, due to the wide variety
of reasons that can drive an employee to leave a company to work elsewhere. This thesis opens
up this black box by using historical employee turnover data to train a model that can classify
employees who are at risk of turnover. Additionally, drivers for turnover are identified, which can
be used for global and individual interventions.

Turnover can be split into two different subtypes, voluntary turnover and involuntary turnover.
When voluntary turnover occurs, the decision to leave the company is made by the employee
without any interference from the company. Involuntary turnover on the other hand occurs when
the decision for the employee to depart the company is made by the company instead of the
employee (Patel et al., 2020). The focus of this thesis is on the problem of voluntary turnover.

Problem Statement

Increasing retention is important as previous research shows current turnover rates in various
sectors to be varying between 8.00% and 28.34% (Fallucchi et al., 2020; Patel et al., 2020; Zhao et
al., 2019). Additionally, the costs of turnover can be significant, ranging from ~$2,600 to ~$23,000
per employee, depending on the department and job position of the employee (McKinney et al.,
2007). Apart from direct costs such as administrative costs, training costs and screening costs,
indirect cost which are less apparent are incurred as well. To illustrate, employees leaving the
company take a vast amount of knowledge with them, leaving the company with less intellectual
capital (Punnoose & Ajit, 2016). In addition to the reduction of intellectual capital, the team that
this employee used to work in is (temporarily) a person short which decreases morale, increases
overwork and decreases production (Tziner & Birati, 1996).

The main research question associated with the employee turnover problem is formulated as
follows:

How to gain insights into future turnover and apply these insights to reduce
employee turnover costs using historical employee turnover data?

In order to answer this main research question, four sub-research questions are defined:
1. What are the current costs associated with employee turnover and employee retention?
2. How to identify future turnover and its causes using machine learning techniques?
3. How do models trained on pandemic data and non-pandemic data compare?
4. How can supervisors and the HR-department interpret the output of the model, such that it can
be used for intervention strategies?
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Methodology

To answer the research questions in a structured manner, the CRISP-DM framework is applied.
This framework divides the problem into six main phases, each associated with a different part of
the research problem.

The business understanding phase investigates the costs associated with employee turnover and
retention. The Data Understanding & Data Preparation phase elaborates on the steps that are
taken to prepare the company data for machine learning. Subsequently, the Modeling € Evaluation
phase discusses the use of this dataset for the purpose of machine learning, optimizing a machine
learning model and evaluating its performance. Lastly, the Deployment phase is partly completed
by describing the interpretation of the optimal machine learning model.

Business Understanding

This section has been removed for confidentiality reasons.

Data Understanding & Data Preparation

In order to use the data for machine learning, some preprocessing steps are taken. The dataset
used for this research is a product of an integration of data distributed amongst a CRM- and
HR-system, one dedicated to hour registration and the other dedicated to employee properties
registration. Each entry in the dataset is a unique combination of an employee ID and a period
number together with 39 properties of an employee in this specific period. Errors such as missing
values, duplicate entries and entry errors are present in the dataset and are remedied. Moreover,
entries containing non-temporary employees and involuntary turnover are removed from the data-
set. Features containing information that cannot be used directly by a machine learning model are
used to create new features or are transformed, resulting in 78 different features. Furthermore, the
dataset is split into entries during the pandemic and outside of the pandemic, so that differences
in model performance between these datasets can be evaluated. Lastly, the two split datasets are
both aggregated from single- into multi-period entries, since turnover intentions develop over a
longer period of time instead of one period. Two aggregation approaches are demonstrated: a
rolling window and a last window approach, generating multiple versions of a source dataset with
different window sizes that can be evaluated.

Modeling & Evaluation

After generating multiple versions of the source dataset, the datasets generated in the preproccess-
ing phase are evaluated. First the different aggregation approaches are evaluated after which the
difference between pandemic and non-pandemic data is evaluated. The last windows aggregation
leads to better model performance than the rolling windows aggregation for both the pandemic and
non-pandemic dataset. Moreover, splitting the dataset into pandemic and non-pandemic dataset,
leads to reduced model performance when compared to the full dataset. Therefore, using the full
dataset aggregating with a last window approach is preferred.

As a next step, feature selection is applied to the dataset, as a dataset with lower dimensions
leads to lower model training times and potentially a higher model performance (Cunningham,
2008). Applying feature selection using RFECV results in an improved model performance and
49 features that should be included in the final dataset. Thereafter, six machine learning models
(Decision Tree, Random Forest, Gradient Boosting Tree, Extreme Gradient Boosting, AdaBoost
and Multilayer Perceptron) are trained on the dataset and optimized using hyperparameter tuning
with random search. The FEztreme Gradient Boosting model has a superior performance when
compared to the other models and is selected for the next modeling step. In this step, the model
threshold is optimized using the optimal F1 score and using a custom Fg score based on the
costs of false positives (retention costs) and false negatives (turnover costs). Using the F1 score
a superior model performance is found with a threshold of 0.283, whereas the custom Fjg yields a
model that cannot be used in practice.




Interpretation

The resulting optimal model can be interpreted on a global and individual level using SHAP. When
interpreting the optimal model on a global level, interesting insights on global retention trends
can be obtained. Some important insights on global trends are the following: features describing
how the employee evaluates the company are important indicators for turnover, as a bad score
is related to a positive contribution to turnover. Moreover, when an employee did not receive
a salary increase in the last 12 months, a large contribution to turnover is found. Furthermore,
employees with a high salary level are more inclined to remain with the company. A high salary
level is often associated with employees in a senior position, due to this position these employees
are often more committed to the company.

The insights can also be used for interpretation on an individual level. When an employee
is classified as at risk of turnover, individual features contributing to this prediction can be in-
vestigated. The HR-department and supervisors can use these insights for individually targeted
intervention strategies.

Furthermore, the SHAP values indicating to the importance of each feature are additive. This
property makes it possible to add the SHAP values of individuals in different subgroups, enabling
scalable interpretations from a a single employee all the way up to a global level.

When interpreting the model, it is important to consider whether a feature can be influenced
directly and thus be used for intervention strategies.

Conclusion

This thesis gives important insights into the current costs of turnover and retention. Furthermore,
different strategies for aggregating and splitting the dataset are evaluated. Moreover, a model
is optimized which classifies a large number of employees at risk of turnover correctly and gives
insights into the reasons for this classification. These reasons can help the HR-department and
supervisors to develop global and individual retention strategies.

Implementation and interpreting this model could lead to a potential turnover cost reduction
and an increase in retention costs. On an individual level, the costs of turnover are much higher
than the costs of retention. Therefore, accurately targeting employees at risk using this model
should lead to an overall cost reduction. In order to accurately estimate the total cost reduction
that can be achieved using this model, more research needs to be conducted into the effect of
different retention budgets, their strategies and effects on conversion rates.
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Chapter 1

Introduction

This thesis studies the cost of employee turnover and proposes a machine learning model to predict
it. The purpose of this section is to provide a general scope of the research problem. Specifically,
section 1.1 gives a motivation for the thesis, section 1.2 introduces the problem, section 1.3 gives
a short company description, and lastly, section 1.4 identifies the contribution to the theoretical
landscape.

1.1 Motivation

Employee turnover is the departure of people, and thus intellectual capital, from a company
(Punnoose & Ajit, 2016). Employee turnover can be costly for companies, as they need to replace
the employees that leave. To elaborate, turnover incurs separation costs, replacement costs and
placing costs estimated at several thousand dollars per employee (McKinney et al., 2007).

For many companies this kind of employee behavior is a black box, due to the wide variety
of reasons that can drive an employee to leave a company to work elsewhere. This thesis opens
up this black box by using historical employee turnover data to train a model that can classify
employees who are at risk of turnover based on their features. In addition to this model, employees’
most important drivers for turnover are identified. With this information, the HR-department can
intervene on a per employee basis, with a tailored intervention based on the results of the model.
These interventions can lead to a healthier work environment in which employees are more satisfied
and subsequently retained longer. Additionally, intellectual capital is retained and turnover costs
are reduced.

1.2 Problem Introduction

Most companies are comprised of a large group of different people working together. Within
this group, employees can decide to leave a company for a variety of reasons. This departure of
intellectual capital is defined in the literature as employee turnover (Punnoose & Ajit, 2016), em-
ployee churn (Ma et al., 2019) and employee attrition (Fallucchi et al., 2020), with each definition
roughly describing the same phenomenon. The difference between these three definitions is that
turnover is defined as an employee leaving a company, and thereafter being replaced by another,
as opposed to attrition and churn, that only describe the departure of an employee (Sisodia et al.,
2017). Turnover, (as well as churn and attrition) can be split into two different subtypes, volun-
tary turnover and involuntary turnover. When voluntary turnover occurs, the decision to leave
the company is made by the employee without any interference from the company. Involuntary
turnover on the other hand occurs when the decision for the employee to depart the company is
made by the company instead of the employee (Patel et al., 2020).

The focus of this thesis is on the problem of voluntary turnover. This decision is made for
the following two reasons. Firstly, whenever an employee decides to leave the company a position
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within a team becomes vacant. Generally, this vacant position needs to be filled with a new
employee in order to maintain the size of the workforce, making this problem a turnover problem.
Secondly, when an employee is fired from the company (involuntary turnover) the company is
aware that this decision is going to be made. Therefore, they can take precautionary measures,
limiting downtime, or decide not to rehire in the case of downsizing. Whenever an employee
decides to leave by themselves (voluntary turnover), the company might be surprised and thus
unprepared. In conclusion, the problem that is worthwhile to predict, is the problem of voluntary
turnover. Therefore, in the following chapters, the usage of the terms 'turnover’ and ’employee
turnover’ refer to voluntary employee turnover.

1.3 Company Description

The company is a large financial service provider operating worldwide, offering a wide variety of
financial services. This company wishes to remain anonymous due to the sensitivity of the data
and insights gained in this thesis. Therefore, the description of the company is kept as general as
possible, without compromising the context for the thesis and the dataset.

The company wants to reduce their current turnover numbers and retain employees longer.
To achieve this reduction, a project was formulated in which data from their CRM- and HR-
system will be made available for the purpose of training and optimizing a machine learning
model. Moreover, the HR- and IT-departments are closely involved with this project, since the
project uses data and expertise from both departments. The project and research are conducted
within the IT-department, as this department is tasked with the implementation of data driven
innovations. Furthermore, supervisors from all departments within the company are available for
questioning with surveys or interviews when necessary.

1.4 Contribution

In order to correctly position this thesis and its contents, it is important to consider its contribu-
tions to the literature. To start, this thesis has the following practical contributions:

Firstly, many of the recently published papers on this topic are based on similar public datasets
as elaborated in section 4.2, as it is hard to obtain employee data due to its sensitivity. The
advantage of this thesis is that it will provide new insights into model performance and feature
importance due to its unique dataset.

Secondly, very little research on this topic has been done in the financial sector, a sector that
employs many people around the world. Therefore, it is important that the employee turnover
characteristics in this sector are explored. This thesis aims to enhance the current state of the art
by providing new insights into turnover model performance and feature importance in this sector.

Lastly, as of last year the world has been in a state of global pandemic. The pandemic has
changed the way companies operate, since working from home has become the standard. Very
little research on turnover classification during a global pandemic and its influence on model
performance and feature importance has been done. This thesis aims to compare a model trained
on pandemic data and non-pandemic data, with as a goal to provide practical insights on difference
in model performances.

In addition to these practical contributions, this thesis also has some theoretical contributions
to the literature. Currently, papers written on employee turnover focus on a part of the problem.
They discuss the costs associated with employee turnover or discuss suitable models and predictive
features. Meaning that, these papers do not tackle the turnover problem as a whole. These
literature gaps are discussed in more detail in section 4.3. This thesis aims to unify the cost,
modeling and interpretation aspects into one holistic approach, thereby contributing a new unified
methodology to the existing literature. Section 10.2.1 elaborates on this theoretical contribution.
Moreover, the insights gained by the model are related to a cost reduction by looking at potential
employee retention and cost savings related to that.




Chapter 2

Problem Statement

This chapter describes and elaborates on the research problem. Specifically, section 2.1 describes
the problem in more detail, section 2.2 elaborates on the research goal, and lastly, section 2.3
states the main research question and section 2.4 its sub-research questions.

2.1 Detailed Problem Description

As discussed in section 1.2, voluntary employee turnover occurs when an employee decides to leave
the company and thereafter has to be replaced. This departure could be caused by a wide variety
of factors, such as outside job offers, location changes and working environment (Ma et al., 2019).
Due to the great number of factors that can lead to turnover, it is important for a company to
gain insight into who is at risk of turnover and what their reasons are. These insights can help
the company to create individually tailored interventions for the employees at risk, consequently
increasing retention.

Increasing retention is important as previous research shows current turnover rates (equation
3.1) in various sectors to be varying between 8.00% and 28.34% (Fallucchi et al., 2020; Patel
et al., 2020; Zhao et al., 2019). Additionally, the costs of turnover can be significant, ranging from
~$2,600 to ~$23,000 per employee, depending on the department and job position of the employee
(McKinney et al., 2007). For example, the total annual cost of turnover of a company with of an
annual average workforce of 1,000 employees and turnover rate and cost of 8.00% and $2,600 can
be $208,000.

Direct costs are not the only type of costs associated with employee turnover, indirect costs
are also a part of this problem (Tziner & Birati, 1996). Employees leaving the company take a
vast amount of knowledge with them, leaving the company with less intellectual capital (Punnoose
& Ajit, 2016). In addition to the reduction of intellectual capital, the team that this employee
used to work in is (temporarily) a person short which decreases morale, increases overwork and
decreases production (Tziner & Birati, 1996). These indirect costs cannot exactly be measured,
they can however, be estimated by supervisors that work closely with the team as demonstrated
by McKinney et al. (2007).

2.2 Research Goal

The goal of this thesis is to provide the company with a model that can assist the HR-department
in identifying employees at risk. This model is trained on historic employee data and is retrained
when new data becomes available. Whenever an employee at risk of leaving the company is
identified by the model, the HR-department and/or supervisor of this employee should be notified
of this employee. In order to assist the HR-department, the model should also include the most
likely reasons for this employee to leave the company. Subsequently, these reasons can be used to
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create a tailored intervention that fits the case that has been identified. To illustrate, if overwork
is identified as a driver for turnover, the HR-department/supervisor can look into the causes for
this overwork and, subsequently, try to mitigate these causes. In summary, the most important
features leading to the turnover classification should be identified and ranked by the model. These
features can be used by the HR-department/supervisor as guidelines for where their potential
intervention should be targeted.

2.3 Main Research Question

Three important components are identified with respect to the research problem stated as dis-
cussed in section 2.1. Firstly, turnover can be expensive and have a major financial impact on
the company, therefore it is important to investigate the cost aspect of this problem. Secondly,
voluntary turnover occurs unexpectedly, investigating the predictability of this phenomenon in
practice can help the company to mitigate part of this problem. To illustrate, a predictive model
can help the company to identify the employees that are at risk of leaving. Lastly, reasons for
voluntary turnover are generally a black box for the company. Investigating the individual drivers
for employees to leave the company identified by a classification model can help the company
to react to the potential issues that these employees are having. These insights should help the
company in carrying out a targeted intervention and mitigating a share of the voluntary turnover
within the company. Therefore, the main research question is:

How to gain insights into future turnover and apply these insights to reduce
employee turnover costs using historical employee turnover data?

2.4 Sub-research Questions

In order to answer this main research question several sub-questions need to be formulated and
answered.

2.4.1 Sub-research Question 1

Every time an employee leaves, there is a certain cost involved, as the company has made some
time and monetary investments into this employee. These costs can differ depending on the
characteristics of the employee that is leaving. For example, an employee that is with the company
a long time, will often have a high position in the hierarchy with a large sum of sunk costs incurred.
Moreover, the company also spends money on retaining employees in order to prevent turnover.
Thus, the first sub-research question is:

What are the current costs associated with employee turnover and employee retention?

2.4.2 Sub-research Question 2

Within the machine learning domain a wide variety of models exist for classification. In addition
to these models, employees can be defined by a wide variety of features. In order to arrive at a
viable scope for the models and features used in this thesis, it is important to review what other
researchers have concluded in this area of research. Based on the findings of this literature review,
the features and models need to be evaluated on their performance in the context of this problem,
in order to select the model and features with the best performance. Subsequently, these models
need to be interpreted, as it is important to identify individual drivers for turnover. Therefore,
the second sub-research question is:

How to identify future turnover and its causes using machine learning techniques?
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2.4.3 Sub-research Question 3

The world is currently in a global pandemic, meaning that the last year has been different from
other years for most companies. A consequence of this pandemic could be that characteristics of
the dataset have changed. Therefore, it is important to compare a baseline (non-pandemic) dataset
to a non-baseline (pandemic) dataset to determine if there is a difference in model performance.
Thus, the third sub-research question is:

How do models trained on pandemic data and non-pandemic data compare?

2.4.4 Sub-research Question 4

Identifying an employee that is at risk is important, but the identification will not stop the employee
from leaving. Therefore it is important for the HR-department /supervisor to be able to intervene.
This intervention has the highest chance of success when it is directly aimed at the main driver for
turnover. Therefore, the gap between the model output and the people using this output needs
to be bridged. Consequently, the fourth sub-research question is:

How can supervisors and the HR-department interpret the output of the model, such that it can
be used for intervention strategies?




Chapter 3

Theoretical Background

This chapter provides a theoretical background that supports the concepts used in this thesis.
Section 3.1 discusses the general concepts related to employee turnover, and section 3.2 introduces
the general concept of machine learning. Moreover, section 3.2.1 describes each machine learn-
ing model and its inner working, and section 3.2.2 elaborates on and compares methods for the
evaluation of these models. Lastly, section 3.3 discusses the concept of machine learning model
interpretation and explains the inner workings of SHAP.

3.1 Employee Turnover

The basic concepts related to employee turnover have already been discussed in sections 1.2 & 2.1.
This section describes and highlights some aspects of this concept that have not been discussed
yet.

To start, it is important to highlight that voluntary employee turnover does not happen in-
stantaneously. To elaborate, prior to leaving a company, an employee develops turnover intentions,
defined by Tett and Meyer (1993) as an employee developing a conscious and deliberate willing-
ness to leave a company. Moreover, Boswell et al. (2008) explain these intentions to be proximal
and preceding to the turnover, implying that turnover is not instant but rather something that
happens over time.

Furthermore, an important metric to measure employee turnover is the employee turnover
rate. The employee turnover rate is defined as the percentage of turnover with respect to the
entire average workforce in a year (equation 3.1). This metric can be used for different timespans
than a year and different employees can be excluded or included. For this thesis, only non-
temporary employees are considered for the average workforce and only voluntary turnover within
this workforce is considered for the turnover figure.

Voluntary turnover

Employee Turnover Rate = -100% (3.1)

Work forceend year — Work forcestart year

Lastly, the polar opposite of employee turnover is employee retention, which is defined in the
literature as the encouragement of employees to remain with the company for a maximum period
of time (Das & Baruah, 2013). This definition implies that an active effort is made by the company
to keep an employee within the company. This concept is important for this thesis, as the insights
gained into employee turnover can actively be used for retention strategies and interventions on a
global and individual level.
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3.2 Machine Learning

Machine learning is the practice of using mathematical algorithms (models) to make sense of
large datasets. These models are trained to find patterns in the datasets they are applied to and,
subsequently, use these discovered patterns for predictions on new samples presented to the model.
These algorithms find these patterns by learning rules from the data, as opposed to conventional
techniques, that have certain user defined rules on which decisions are made. Because of this
property, machine learning models can make sense of large noisy datasets, which have no clear
patterns on which rules can be defined (Witten et al., 2011). The employee turnover dataset
provided by the company for this thesis shares these properties, as the dataset has thousands
of entries, is partly made up from manual input data, and might contain complex interactions
between features. These properties make machine learning methods suitable for the analysis of
this dataset. Additionally, machine learning has been applied successfully to this problem in past
research by, amongst others, Punnoose and Ajit (2016), Zhao et al. (2019) and El-Rayes et al.
(2020).

Several different machine learning tasks exist, such as supervised learning, unsupervised learn-
ing and reinforced learning. Specifically, supervised machine learning is a machine learning tech-
nique where the model is tasked with relating several input features to one or more target fea-
ture(s), which is the goal of this thesis. Moreover, the nature of these predictions can be a quantity
(regression) or a label (classification). Since the goal of this thesis is labeling employees on whether
they will (1) or will not (0) leave the company, the machine learning task discussed in this thesis
is a binary classification problem (Gao et al., 2019).

3.2.1 Models

In recent years, numerous machine learning models have been developed, adapted and used in
practice. In order to narrow the scope of the models that are appropriate to use for the business
case presented in this thesis, various machine learning models and their merits are evaluated and
discussed in the literature review in section 4.2. The theoretical framework on which these methods
are based is presented in this section.

Decision Tree

A very basic classifying algorithm is the decision tree, a simple and easy to interpret algorithm,
that forms the basis for many advanced machine learning models. The ideas presented in this
section are based on research by Rokach and Maimon (2005).

A decision tree is characterised by a number of nodes with branches between them. Specifically,
a root node at the top of the tree, several internal nodes below the root node and, lastly, the leaves
at the bottom of the tree. A visual representation of a basic decision tree is shown in Figure 3.1.

A decision tree is automatically constructed from a dataset in the following manner: First, the
root node is constructed by calculating the split that results in the lowest impurity within each
split. Specifically, the impurity in the resulting two nodes is low, when the parent node creates a
clean split between the classes that have to be classified by the model. Several different impurity
measures can be used to compute the impurity, such as the Gini index (Breiman et al., 1984).
The general equation for the Gini Index, also known as the Gini Impurity, is shown in equation
3.2 below. In this equation, C' is the set of classes in the classification problem (0 and 1 for this
thesis) and P; is the probability of classifying a sample within this class.

c
Gini Index = 1% (P;)? (3.2)

i=0
Since the Gini Index is calculated for both sides of the split, the Gini Gain is calculated to
find the total impurity for making this split. This calculation is done by taking the weighted Gini
Index of both sides of the split, as shown in equation 3.3. In this equation Sy;4. is the total number
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Figure 3.1
Visual representation of a basic
decision tree
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Note. Adapted from S& et al. (2016)

of samples in the left (L) and right (R) side of the split, and Glg;q4. is the Gini Index in the left
(L) and right (R) side of the split.

Gini Gain = L * GIp, +

R
—— x(GI 3.3
S; + Sg S, + 55 TR (3.3)

The feature that results in the lowest impurity is chosen as the root node (first split). Sub-
sequently, this process is repeated for each internal node in the tree with the remaining features.
A branch in the tree is terminated whenever both splits have a higher impurity than the parent
node. Consequently, this internal node is not split further and becomes a leaf node, the last node
in a certain branch in the tree. This process is repeated until no more splits can be made without
increasing the impurity for the next split. Ultimately, the termination of this algorithm means
that the final version of the decision tree has been constructed.

Random Forest

An often used technique in machine learning, is the practice of using ensemble models. These
models make use of multiple (weak) machine learning algorithms of which the outputs are aggreg-
ated into a final prediction. The random forest model is one of these ensemble models, introduced
in a paper written by Breiman (2001) and used as a basis for the ideas presented in this section.
A random forest is based on an ensemble of many decision trees that are trained and combined as
follows:

As a first step, samples are taken from the dataset that is provided as train data for the random
forest model. Each sample is chosen at random and with replacement, meaning that one sample can
be chosen multiple times. This process of sampling is called bootstrapping, consequently, creating
a bootstrapped dataset. Thereafter, n (n is a user defined parameter) features are selected at
random from the bootstrapped dataset, which are considered for the root node of the decision
tree. Subsequently, the feature with the lowest impurity is chosen, and a second set of n features
is selected from the remaining features for the following split. This process is repeated until a
final decision tree is built on the bootstrapped dataset. Because this is an ensemble method, the
process of building a decision tree on a bootstrapped dataset is repeated, until a user specified
number of trees is reached. Lastly, when making predictions, each tree votes on the class that
they predict the sample to belong in. The final predicted class is determined with a majority vote
from the decision trees that have been created in the modeling process, also known as bagging.
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Gradient Boosting Tree

Bagging is not the only ensemble method that combines multiple weak learners into one aggregated
prediction. Another method that is often used is the boosting principle. Whereas in the aforemen-
tioned bagging ensemble method the models are used in parallel (all models vote together on the
final output), in boosting, the weak learners are used in a sequential manner. Specifically, each
tree used to make classifications is weighed and its output is used as a basis for the next tree that
is created. Omne of the models using this boosting principle is the gradient boosting tree model,
introduced by Friedman (2001) in his paper and used as a basis for this section. The gradient
boosting tree algorithm works as follows:

As a starting point, the algorithm is initialized by calculating the average value of the target
variable, which is used as an initial prediction for each entry in the training dataset. Subsequently,
the residuals between the individual entries in the dataset and the initial prediction are calculated.
Thereafter, a decision tree is built that tries to predict these residuals for each data point in the
training data. These predictions are then multiplied with a user defined learning rate, after which
they are added to the initial average prediction, resulting in a new prediction for each sample.
Using these new predictions, the new residuals are calculated, a tree is built on those residuals
and the new outputs are multiplied with the learning rate and added to the previous prediction.
This process repeats itself until either a user specified number of trees has been reached, or the
residuals show no signs of improvement in new iterations of the algorithm.

Extreme Gradient Boosting

An algorithm that is built further on the ideas presented in the previously described gradient
boosting tree is the extreme gradient boosting model. Specifically, this model uses the boosting
technique to sequentially construct and weigh decision trees, aggregating them into a final predic-
tion. The difference between this model and the gradient boosting tree model mainly manifests
itself in the way that the individual decision trees are constructed. Chen and Guestrin (2016)
explain the inner workings of this model in detail, the ideas presented in their paper are used as
a basis for this section. Specifically, the algorithm is implemented as follows:

Just as the gradient boosting tree algorithm, this model needs a starting point for each sample
from which it starts working towards the final classification. Whereas the gradient boosting tree
model uses the average of the target feature in the training dataset, the extreme gradient boosting
model initializes its predictions at 0.5 for each individual prediction. Subsequently, the residuals
between this prediction and the target feature are calculated for each sample in the training
dataset. Similar to the gradient boosting model, a decision tree is built, which tries to predict the
residuals.

However, the manner in which this decision tree is constructed is different from the conventional
way of constructing a decision tree. Specifically, as a first step, all residuals are pooled together
in the root node of the decision tree. Thereafter, a quality score describing the similarity of the
classes within the node is calculated. In order to create more branches within this decision tree,
quality scores for each feature and threshold on which a possible split can be made are calculated.
Based on the quality scores of the left and right side of a split, a gain score is calculated, a score
that indicates the potential gain that is achieved when adding this branch. Out of all feature-
threshold combinations, the combination with the highest gain score is selected as the next branch.
This process is repeated until no more splits can be made, or when a user set cover parameter
is reached and thus the final decision tree is constructed. The cover parameter determines the
minimum number of data points that should end up in a leaf. Ultimately, when the tree is
complete, the leafs are pruned (removed) based on their gain score. Whenever a node splitting
the data has a gain score below a user defined threshold, it is pruned from the decision tree.

After the construction of the decision tree, the algorithm is similar to the gradient boosting tree
algorithm again. New predictions based on the previously constructed decision tree are obtained,
multiplied with a user defined learning rate, and added to the initial prediction. Subsequently,
the new residuals are calculated, and a new tree is constructed on these residuals. Thereafter,
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new predictions are obtained from the decision tree, multiplied with the learning rate and, lastly,
added to the prediction from the previous iteration. This process is repeated until either a user
specified number of trees has been reached, or the residuals show no signs of improvement in new
iterations of the algorithm.

AdaBoost

A different approach to boosting is the AdaBoost algorithm proposed by Freund and Schapire
(1999) on which this section is based. AdaBoost uses multiple weak learners in the form of
decision stumps. Decision stumps are a simplified version of a decision tree, which have one node
and two leaves. This algorithm works as follows:

The algorithm is initialized by giving each sample a weight that shows how important it is
to correctly classify this sample. In the first iteration of the algorithm, each sample gets the
same weight, which is calculated by dividing one by the total number of samples in the training
data. Subsequently, stumps are created for each feature and threshold combination in the dataset.
Thereafter, the Gini Indexes (equation 3.2) and Gini Gains (equation 3.3) for each stump are
calculated. From this collection of stumps, the stump with the lowest impurity (Gini Gain) is
selected. Since a stump is a weak learner, which generally does not classify all samples correctly,
its error and thus importance in the final classification () needs to be evaluated. The error of a
stump is equal to the sum of the weights (¢;) of the samples that have been wrongly classified by
the stump (equation 3.4).

1—€t

) (3.4)

As a next step, the weights of the samples in the dataset are updated accordingly. Correctly
classified samples are scaled by multiplying the original weight with e~®* and incorrectly classified
samples are scaled by multiplying the original weight with e®*. Thereafter, the weights are normal-
ized so that they add up to one, thus, representing the new weight of the samples. Subsequently,
new stumps are created and evaluated in a slightly modified way from the first iteration of the
model. The stumps can be evaluated in two ways. Firstly, they can be evaluated on a weighted
version of the Gini Gain, where the previously calculated weight is taken into account in the Gain
Index. Secondly, they can be evaluated on a newly sampled dataset, where samples are taken from
the original dataset and each sample has a chance to be sampled equal to its weight. Based on
either of the two methods, the best performing stump is selected and its importance is calculated
again. Thereafter, the weights are updated and normalized again and new stumps are evaluated
and chosen. This process is repeated until a user defined number of stumps is reached.

After using the algorithm to create a forest of stumps, the final classifications are made by
evaluating the classifications made by the individual stumps for each sample. Specifically, the
importances of the individual stumps that predict the same class for the sample are added up.
The class with the highest summed importance, is the class that the sample is classified in.

1
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Multilayer Perceptron

The models discussed in the previous sections all make use of some adaptation of a decision
tree to compute their final classifications. However, machine learning models based on different
underlying mechanisms exist as well. One of these models is the multilayer perceptron, which
makes use of simple linear interactions between nodes in a network, combined with an activation
function. Witten et al. (2011) describe this model in detail in their book, on which the ideas
presented in this section are based. The multilayer perceptron algorithm works as follows:

A multilayer perceptron is a network of nodes that are interconnected, a visual representation
of a general version of this network is shown in Figure 3.2. This network takes the values of
different input signals, such as the values of features in a dataset, and applies various mathematical
manipulations to them to arrive at a final prediction. The first manipulation in the network is
a multiplication of the input values with different weights, indicated in Figure 3.2 with w;;, and

10
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Figure 3.2
The schematic of a multilayer perceptron
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Note. Image taken from Mishra (2015)

the addition of a bias, indicated in Figure 3.2 with +1. Thereafter, the input is manipulated in
a hidden layer, which applies an activation function (equations 3.5 to 3.8) to the aforementioned
manipulated input values. Depending on the network, the resulting values are manipulated for a
user defined number of times in a similar fashion, after which they are added into a number of
resulting output values. For this thesis, that deals with a binary classification problem, there are
two output values.

Identity : flx)==z (3.5)
Sigmoid : flz) = H% (3.6)
Tanh : f(z) = tanh(x) (3.7
ReLU : f(x) = max(0,x) (3.8)

Now that the means of prediction of a multilayer perceptron is clear, a closer look is taken
at the methods it uses to approximate the desired output values as closely as possible. To start,
the network is initialized with random weights, indicated in Figure 3.2 with w;;, w;; and wyy.
Thereafter, the network makes its initial predictions as described in the previous section, after
which backpropagation is applied to the model. Backpropagation is a means of evaluating the
prediction errors between the desired and the actual output of the model. These errors are
evaluated from the output node(s) (the back of the network) back towards the input node(s) (front
of the network). An optimization algorithm often used in backpropagation is gradient descent.
Specifically, gradient descent calculates the gradient of the error function at each manipulation
in the network. Since this method makes use of backpropagation, it starts at the output of the
network and works its way up to the input of the network. These gradients of the error function
indicate in which way the weights need to be adjusted in order to lower the error. A positive
gradient indicates a negative adjustment of the weight, whereas a negative gradient indicates a
positive adjustment of the weights. In the next step, each weight is updated by, adding to or
subtracting of, a user defined learning rate to the current weight based on the aforementioned sign
of the gradient. This process is repeated until a user defined number of iteration is reached, or
the error shows no more sign of improvement.

11
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3.2.2 Evaluation

Due to the different inner workings of the models described in the previous section, each model
has a different performance in different situations. One model might work better for a certain
kind of dataset, whereas another model might excel when another dataset is used. Consequently,
model performance differs depending on the problem they are applied to. The merits of various
models used for this problem are discussed in section 4.2, however, multiple models are found to be
suitable for the problem of employee turnover. When comparing the performance of these models
in this specific case, some performance benchmarks need to be defined. The specific performance
benchmarks chosen to evaluate these models are discussed in this section.

Confusion Matrix

Evaluating the performance of a binary classification model can be done with several performance
measures. However, before these measures can be calculated, a confusion matrix needs to be
constructed. A general representation of the confusion matrix is shown in Figure 3.3.

Figure 3.3
Confusion matriz

Predicted class

Negative  Positive

True False
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This matrix is built up as follows. Whenever the model correctly classifies an entry in the
negative class, this is registered in the matrix as a true negative (TN). Additionally, whenever
the model correctly classifies an entry in the positive class, it is registered as a true positive (TP).
Moreover, whenever the model makes a wrong classification in either of the classes, these are
registered as false predictions in the matrix. Specifically, whenever the model incorrectly classifies
an entry in the positive class, it is registered as a false positive (FP), whereas an incorrectly
classified entry in the negative class is identified as a false negative (FN) (Baldi et al., 2000). In
the context of this thesis these classifications can be summarized as follows:

e TN: The total number of employees that stay with the company (0), that are identified as
a non-turnover (0) by the classification model.

e TP: The total number of employees that leave the company (1), that are identified as a
turnover (1) by the classification model.

e F'P: The total number of employees that stay with the company (0), that are identified as a
turnover (1) by the classification model.

e F'N: The total number of employees that leave the company (1), that are identified as a
non-turnover (0) by the classification model.

With just these four different scoring categories, various performance measures can be calcu-
lated. The performance measures used in this thesis are the accuracy, precision, recall, fI score

12



CHAPTER 3. THEORETICAL BACKGROUND

and the area under the precision recall curve. These performance measures are explained in detail
and the usage thereof is justified in the following sections.

Accuracy

The first benchmark that can be derived from the confusion matrix is the accuracy. This metric
is defined as the correctly classified samples as a fraction of the total number of samples presented
to the model. The mathematical representation of this metric is shown in equation 3.9.

TP+ TN
TP+FP+TN+ FN

The accuracy performance benchmark is included for completeness, as this is, generally, an
often used metric in machine learning research (Baldi et al., 2000). However, not much importance
is placed into the accuracy score, as accuracy generally misrepresents the intricate nature of an
imbalanced dataset (He & Garcia, 2009). To illustrate, when a dataset has a ratio of 99 negative
cases to 1 positive case, a naive classifier always predicting the negative cases will achieve an
accuracy of 99% while providing no practical insights. The interesting positive cases are never
identified and, therefore, the model has no predictive power while the accuracy is nearly perfect.

Accuracy = (3.9)

Precision

The second benchmark that can be derived from the confusion matrix, is the precision. This
metric is defined as the fraction of correctly classified positive (1) cases out of the total number of
positive cases presented to the model. Specifically, the precision gives an insight into the model
performance with regard to its false positives, meaning that a low precision indicates that the model
tends to wrongly classify negative (0) samples as positive (1). The mathematical representation
of this metric is shown in equation 3.10.

. TP
Precision = TP+ FP (3.10)

The precision performance benchmark is important, as it partly shows how the model performs
in the classification of an imbalanced dataset (He & Garcia, 2009).

Recall

The third benchmark that can be derived from the confusion matrix, is the recall. This metric is
defined as the fraction of correctly classified positive samples (1) out of all positive (1) samples
presented to the model. In other words, this metric shows how good the model is at identifying the
positive cases in the dataset. The mathematical representation of this metric is show in equation
3.11.

TP
Recall = m (311)

Consequently, the recall metric is important in evaluating model performance on imbalanced
data, and shares an inverse relationship with the precision score (He & Garcia, 2009).

F1 score

The fourth benchmark is a benchmark that takes the values of the precision and recall into
account. Where the precision and recall scores only show part of the performance of the model
on an imbalanced dataset, the F1 score aggregates these two metrics into one. The mathematical
representation of this metric is shown in equation 3.12.

Precision - Recall
F1 =2 3.12
seore Precision + Recall ( )

13
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The idea behind the F1 score is that it solves the problem of only relying on the precision or
recall score, as it accurately captures the trade off between these scores (Chawla, 2010). Con-
sequently, the F1 score is an important metric when evaluating model performance on imbalanced
data.

A generalized version of the F1 score is the F 3 score, defined in equation 3.13. This generalized
version uses a factor 8 that defines the importance of recall in terms of precision. To illustrate,
if recall is deemed 5 times as important as the precision, § = 5. Note that $ = 1, returns the
normal F1 score.

Precision - Recall
(B? - Precision) + Recall

Fp score = (1 + 32) - (3.13)

Area under the precision recall curve

The last benchmark used to evaluate model performance is the area under the precision recall
curve. As discussed in the previous sections, precision and recall share an inverse relationship.

Classification models generally make predictions in the form of a probability. For binary
classification problems, this probability describes the chance that a sample belongs to the positive
class as opposed to the negative. This probability is used in combination with a threshold as
follows. Whenever the probability of a sample belonging to the positive class is higher than the
threshold, the sample is classified into the positive class. Conversely, when the probability is lower
than the threshold it is classified into the negative class. Consequently, shifting the threshold from
zero all the way up to one, will give different precision and recall values for each threshold. As
shown in Figure 3.4, shifting the threshold results in a line representing the different trade-offs
that can be made between the precision and the recall of the model. The orange line in the figure
represents the different precision recall trade-offs.

Figure 3.4
A general example of a precision recall curve
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Note. Precision-recall curve generated using a Random Forest.

Using the precision recall curve two important metrics can be derived. Firstly, the area under
this curve (AUCp,.) can be computed. A greater area under the precision recall curve indicates
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that the model (after shifting the threshold) has a greater potential performance than another (He
& Garcia, 2009). Secondly, the precision recall curve can be used to find the optimal threshold of
a model by calculating the F1 score for each point on the curve. The threshold with the optimal
trade-off is associated with the highest F1 score, indicated by the black dot in Figure 3.4.

A metric that is very similar to the precision recall curve is the Receiver Operating Character-
istic Curve (ROC curve) combined with the area under ROC curve. The ROC is different than the
precision recall curve because for the computation of this curve, precision and recall are replaced
by sensitivity and specificity (Baldi et al., 2000). The ROC curve is not included as a performance
metric in the model evaluation, because it is insensitive to imbalanced data (Saito & Rehmsmeier,
2015).

3.3 Model Interpretation

In certain situations, such as the one presented in this thesis, it is important to understand why a
model makes certain predictions. This concept, defined as model interpretability, is straightforward
when using basic models such as decision trees, where each decision is clearly represented by the
split rules of the tree. However, when models capture more complex interactions between features,
interpretation becomes harder and more advanced interpretation methods are needed. One of these
advanced methods is SHAP (SHapley Additive exPlanations), an interpretation method proposed
by Lundberg and Lee (2017) on which the explanations provided in this section are based. An
argumentation for the usage of SHAP is given in section 5.6.

To start, SHAP starts out with a certain base rate, which is the expected value for the model
output. SHAP explains the gap between this base rate and the final classification of a single
sample in terms of feature contribution. The explanation is obtained as follows:

In order to determine the contribution of each individual feature, SHAP starts by using a
single feature for classification. For this feature, the contribution to the base rate is found by
evaluating the model output. To illustrate, consider a model with a base rate of 0.5. SHAP
starts by including the feature tenure, which returns an output of 0.6 for this individual. This
output implies that tenure contributes +0.1 to turnover for this single individual. Thereafter, a
new feature is added to the classification, again evaluating the impact of this feature on the final
output of the classification. For example, adding the gender feature changes the output of the
classification to 0.45, implying that gender contributes -0.15 to the final prediction. This process
is repeated by SHAP, adding one feature at a time, subsequently, evaluating its impact on the final
classification. Note that the features and the corresponding numbers mentioned in this paragraph
are fictitious and merely used to illustrate the concept.

In the aforementioned example, all features are added in a single (random) order, which poses
problems when features have some form of interaction. To elaborate, when features interact,
features that are introduced earlier in the process are given more credit to the final output of
the model than their counterparts. In order to distribute the interaction effects fairly among
all features, a game theoretical approach is applied. Specifically, a fair distribution of credit is
achieved by averaging the contribution of each individual feature over all possible orderings of
the features. Thus, the process described in the previous paragraph is repeated for each possible
feature ordering after which the individual contributions are averaged.

The process described in this section obtains the feature contributions to the classification of a
single sample. This process is repeated for each individual classification in the dataset, such that
SHAP values are calculated for each feature for all samples. A property of SHAP values is that
they are additive, meaning that individual insights can be added to obtain insights on a global
or sub-class level. Therefore, the SHAP values obtained for each individual sample, can easily be
manipulated for insights on different aggregation levels.
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Chapter 4

Literature Review

This chapter discusses the findings of a literature review that is conduced to provide a starting
point for this thesis. The literature review is divided into two separate parts. Section 4.1 describes
a literature review conducted to find a suitable framework for employee turnover cost calculation.
Section 4.2 discusses a literature review conducted to provide a basis on what machine learning
models and what features have been found appropriate in previous research. Section 4.3 elaborates
on the literature gap that is currently present in the literature.

4.1 Employee Turnover Cost

For the employee turnover cost calculations, various models in the literature are evaluated. Before
discussing the various models that are considered, it is important to outline the criteria on which
the selection is made.

The goal of the employee turnover cost calculation is to provide the company with an estimate
of what the costs are of an employee leaving the company. To determine this estimate, it is
important to select a cost framework that suits the business case presented in this thesis. Since,
the business case will be judged by different departments with different mathematical backgrounds,
the method to arrive at the final calculation should be clear and easy to follow.

Cascio (1991) proposes a model for turnover cost calculation that splits turnover costs into
separation costs, replacement costs and training costs. This model has been adapted by Tziner
and Birati (1996), as they argued that it is also important to take the indirect costs associated
with employee turnover into account. These indirect costs arise in the form of morale loss, excess
overtime pay and loss of production. Both models have their strengths and weaknesses, the model
proposed by Cascio (1991) is strong in its simplicity but weaker in its completeness. On the other
hand, the expanded model proposed by Tziner and Birati (1996) is strong in its completeness,
but weaker in the fact that variables such as costs due to loss in morale, are hard to estimate.
McKinney et al. (2007) address this problem by integrating the models proposed by Cascio (1991)
and Tziner and Birati (1996) into a questionnaire with cost estimates that stakeholders can answer
(Appendix A). The fact that this questionnaire is easy to interpret by stakeholders and that the
cost figures are tangible, makes this model a suitable candidate for the turnover cost calculation
in this thesis.

Tziner and Birati (1996) are not alone in their work on further developing the turnover cost
calculation method proposed by Cascio (1991). Pinkovitz et al. (1997) and Hinkin and Tracey
(2000) expand upon this method as well. Pinkovitz et al. (1997) apply the three turnover cost
aspects (separation, replacement and training) in a calculation template that can be implemented
by companies to estimate their cost of turnover. They identify the need for the implementation
of indirect costs into the cost framework proposed by Cascio (1991), but, as opposed to Tziner
and Birati (1996), conclude that these costs are too hard to estimate and subsequently do no
implement this cost item in their calculation template. Hinkin and Tracey (2000) take it one step
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further by applying the cost framework from Cascio (1991) to a real world problem, turnover in the
hospitality industry. Specifically, they measure the turnover cost in two different hotels using the
aforementioned cost framework. Hinkin and Tracey (2000) mention the need for the measurement
of indirect costs in their paper and, subsequently, partly account for this by implementing the loss
of productivity into their measurements. This estimation focuses on the productivity of the new
employee and the fact that they still have to master their craft. Productivity loss for the other
team members, due to reduced motivation or morale is not accounted for.

Research conducted by Mitrovska and Eftimov (2016) builds further on the aforementioned
framework proposed by Cascio (1991) and further developed framework by Hinkin and Tracey
(2000). Specifically, they make use of the three main cost aspects and the loss of productivity
caused by having a new and inexperienced employee in the company. In addition to these costs,
they identify the same costs that are identified by Tziner and Birati (1996), loss of productivity
among other team members due to loss of motivation and morale. With the addition of these
costs, the model they use in their research is closely related to the model used by McKinney et al.
(2007), since they make use of the same costs types. In doing so, Mitrovska and Eftimov (2016)
indirectly validate the research conducted by McKinney et al. (2007).

4.2 Model & Feature Performance

The literature review on model and feature performance is used to create a baseline on model and
feature performance in previous research. First, a global overview of model and feature usage and
performance is presented, after which a selection of papers is discussed in more detail.

4.2.1 Quantitative Review

To start, relevant articles found in the literature search are encoded to create a broader picture of
the current progress in this area of research. Each machine learning model used in the articles is
rated in their performance compared to the other models used in the same paper. The encoding
categories Good, Average and Bad are used so that models can be compared between papers.
Moreover, each performance category is based on the insights provided by the authors of the
papers.

After the encoding of all papers, a score is assigned to each aforementioned performance cat-
egory. Good is awarded with three points, Average with two points and Bad with one point.
Those scores are added and, thereafter, divided by the amount of papers that scored this model,
providing a list of weighed averaged scores for each model.

The results of model performance in the different papers are presented in Table 4.1. In this
Table, the findings with respect to model performance are summarized using a score of G (Good),
A (Average), B (Bad) and - (Not used). In the last column, the aggregated scores based on the
aforementioned scoring method are shown for each model.

Now that the performance of each model in different papers is known and scored, Table 4.1 can
be used for model selection. To start, models with an overall score below 2.0 are not considered,
as they perform below average. Models with a score equal to 2.0 and below 2.5, should have
appeared in three or more papers, so that the lower score is based on enough data. Lastly, all
papers scoring higher than 2.5 are included when they have been discussed in 2 or more papers.
Due to the high scores of these models, a more lenient approach is taken towards the number of
occurrences in the literature.

Applying the selection based on the aforementioned thresholds results in six models that satisfy
all constraints. These models are the Decision Tree, Random Forest, Gradient Boosting Tree,
Extreme Gradient Boosting, AdaBoost and Multilayer Perceptron classification models, which are
italicized in Table 4.1. Since these results are based on a quantitative analysis of papers, of which
the scores are a result of interpretation, the resulting models are verified with a qualitative analysis
in section 4.2.2.
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Table 4.1

Results of the quantitative literature review on model performance
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Gradient Boosting Tree - G G - - - - - - - - - - - 30
Weighted Quadratic Random - - - - - G - - - - - - - 3.0
Forest
Alternating Decision Tree - - - - - - - - G - - - - - - 30
Random Forest G G GG - G G A G B G G G G G 28
Decision Tree - A G - - G B - A A G G A A B 22
Multilayer Perceptron - A - A - - - A A - - - - - - 20
AdaBoost - - - - - - - - - - A A A - - 20
Linear Regression - - A - - - - - - - - - - - - 20
Classification and Regression - - - A - - - A - - - - - - 20
Tree
Naive Bayes A B - G - B B B B G - - - - - 16
Linear Discriminant Analysis A B - - - - - - - - - - - - - 15
Logistic Regression A B B - - - A - - A B B B - - 14
K-Nearest Neighbor B B - B - A - A - B - - - - A 14
Support Vector Machine B B - B A B - A - B A - - B A 14
Probabilistic Neural Network - - - B - - - - - - - - - - - 1.0

The aforementioned literature not only discusses model performance, but also gives an indic-
ation on feature performance.

Therefore, the findings in these papers with respect to feature

performance are encoded in a similar manner as the model performance. Specifically, features are
rated as Good, Average, Bad and Not indicated and scores are assigned to each of these perform-
ance categories. Good is awarded with three points, Average and Not indicated with two points
and Bad with one point. Those scores are added and, thereafter, divided by the amount of papers
that scored this feature, providing a list of weighed averaged scores for each feature.

The results of the feature usage in the different papers are presented in Table 4.2. In this Table,
the findings with respect to feature performance of each paper are summarized using the same
scores as for the model performance analysis, with the addition of X (Used but no performance
indication given). In the last column, the aggregated scores based on the aforementioned scoring
method are shown for each feature.

Table 4.2 shows a list of features included in previous research, hierarchically ordered by their

scores. This list is used as a suggestion to the company for important features, where the priority
of a feature is indicated by its score. The features in Table 4.2 are not exhaustive and extra
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Table 4.2

Results of the quantitative literature review on feature performance
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Last pay raise - G - - - - - - - - - - 3.0
Legal knowledge - - - G - - - - - - - - - - - 30
Technical skills - - - G - - - - - - - - - 3.0
Alternative Job Opportunity - - - - - - G - - - - - - - 30
Overtime - - - X - G - - G - - - - - 27
Professional Career Length - - - G - - A - - G - - - - - 27
Job Satisfaction X - - G - X B G X X X G X G - 23
Distance from home - - - - X - A - - G - - - - X 23
Tenure X G G A X X A - - G X G - A X 23
Salary X A G X G G - - G X X X B X 23
Number of projects worked on - - - - - X - - - - X X X G - 22
Age X G - B X - A - - G - - - - X 21
Working hours - - - - X G A - - - X X X A - 21
Education A - A X B G - X - - - - 20
Service Line - A - - - - - - - - - - - - 2.0
Percentage Salary Increase - - - - X A - - A - - 20
Working Conditions/team X A - - - - - - - - - - - - 20
Employee’s perception of fairness X - - - - - - - - - - - - - - 20
Supervision X - - - - - - - . - - 20
Burnout X - - - - - - - - - - - - - - 20
Time since last promotion X - - - X G A - A X X - B X 20
Specialized Area - A - - - - - - - - - - - - - 20
Total industry experience - - - - X - - - - - - - - - - 20
Amount of training - - - X - A - - X - - - - X 20
Job Stress - - - - - - A - - - - - - - 20
Attitude towards Covid - - - - - - - A - - - - - - - 20
Performance Rating - - - - X X B - - X X G X A X 20
Marital Status X - - B X - B G - - - - - - - 18
Number of companies worked before - - - G B - B - - X - - - - X 18
Department - A - - X - B - - - X X X B - 17
Job/Management Level - B - - X - - - - - - - - - X 17
Ethnicity X B - - - - - - - - - - - - 15
Gender X B - - B - B A - - - - - - - 14
Title/Role - B - - X - B B - X - - - - 1.4
Has children - - - - - - B - - - - - - - - 1.0
Travel distance for business purposes - - - - B - - - - - - - - - - 1.0
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features deemed important can be added. Since the review is based on a quantitative analysis of
papers, of which the scores are a result of interpretation, a closer look is taken at some features
in the qualitative analysis in section 4.2.2.

4.2.2 Qualitative Review

Punnoose and Ajit (2016) demonstrate seven machine learning methods that are trained on an
employee turnover dataset, after which their performance is evaluated. They conclude that tree
based models are most suitable for this type of problem and, subsequently, identify the Random
Forest and Eztreme Gradient Boosting models as best performing models. The features used to
train the model are briefly mentioned, however, no specific feature performance is discussed.

El-Rayes et al. (2020) further evaluate the performance of the aforementioned tree based mod-
els. Specifically, the authors compare the performance of three tree base models (Decision Tree,
Random Forest and Gradient Boosting Tree) against Linear- and Logistic Regression models.
They confirm the superior performance of these tree based models for the turnover classification
problem. In addition to the model performance, the features Tenure and Salary are indicated as
good predictors in the evaluated models. These two features are also used by Punnoose and Ajit
(2016), where no feature performance indication is given.

Zhao et al. (2019) evaluate another important aspect of analyzing turnover data, which is the
size of the dataset. In this paper, two datasets are split into multiple smaller datasets ranging
from 50 entries up to and including 9,000 entries. Subsequently, these datasets are used as training
data for nine machine learning models. They conclude that for smaller datasets (< 100 entries),
the best performing model differs per dataset, due to the large variance present in datasets of
this size. When datasets become larger ( > 1,000 entries), the best performing models start to
converge towards tree based models (Decision Tree, Random Forest, Gradient Boosting Tree and
Extreme Gradient Boosting) and the Multilayer Perceptron model. Zhao et al. (2019) also show
the feature importance in the Extreme Gradient Boosting model trained on a dataset of size 1,000.
In this model the features Age, Tenure and Last Pay Raise have the greatest importance. Tenure
is also used by Punnoose and Ajit (2016) and evaluated by El-Rayes et al. (2020), in which it is
also found to be a good predictor for turnover. Age is only used by Punnoose and Ajit (2016)
without indication of importance.

Monisaa Tharani and Vivek Raj (2020) compared the performance of six machine learning
models in the IT industry. They conclude that Extreme Gradient Boosting is the best performing
machine learning model out of the six evaluated. This finding is consistent with the literature,
as Punnoose and Ajit (2016) and Zhao et al. (2019) arrive at a similar conclusion in their pa-
pers. Monisaa Tharani and Vivek Raj (2020) also rate the Random Forest, Multilayer Perceptron,
Support Vector Machine and K-Nearest Neighbour as good performing models. These findings
are partly consistent with the aforementioned literature, since Random Fores and Multilayer Per-
ceptron models are evaluated as good performing models by Zhao et al. (2019). However, Support
Vector Machine and K-Nearest Neighbour models are judged as weak performing models by Pun-
noose and Ajit (2016), Zhao et al. (2019), Sisodia et al. (2017) and Fallucchi et al. (2020). In
addition to the machine learning model evaluations, Monisaa Tharani and Vivek Raj (2020) also
identify Education, Marital Status, Job Satisfaction and Alternative Job Opportunity as import-
ant features for the prediction of employee turnover. From these four features, Fducation, Marital
Status, Job Satisfaction are also used in Punnoose and Ajit (2016), who did not indicate their
importance.

As mentioned by El-Rayes et al. (2020), tree based models offer the strongest performance
when dealing with the turnover prediction problem. In the previously discussed literature, one
important tree based model has not yet been discussed, AdaBoost. This model is evaluated in
research by Gabrani and Kwatra (2018) amongst others, such as the Decision Tree, Random Forest
and Logistic Regression models. Gabrani and Kwatra (2018) conclude, that the best performing
model is the Random Forest model, closely followed by the Decision Tree and AdaBoost models.
Logistic Regression is found the be the worst performing model of the four considered models. This
finding is consistent with the findings by Zhao et al. (2019) and El-Rayes et al. (2020). Gabrani
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and Kwatra (2018) also conclude that the features Job Satisfaction, Tenure and Evaluation are
good predictors of employee turnover.

In summary, tree based models are generally found to be the best performing models by a large
majority of the papers. Specifically, these models are the Decision Tree, Random Forest, Gradient
Boosting Tree, Extreme Gradient Boosting and AdaBoost classification models. In addition to
these tree based models, the Multilayer Perceptron classification model is also used with moderate
success in the literature. The features with a high predictive power identified in the papers have
some overlap between papers, but are dependent on the features that were present in the dataset
that was used for the research. Job Satisfaction was, for example, not present in every dataset and
could therefore not be evaluated in every paper. An overview of the important features, as found
by the previously discussed papers, is as follows: Age, Tenure and Last Pay Raise Education,
Marital Status, Alternative Job Opportunity, Job Satisfaction and Evaluation.

As a final remark, it is important to note that many papers dealing with employee turnover are
based on two public datasets. The first one is a dataset provided by Kaggle, as shown in Gabrani
and Kwatra (2018), the second one is a synthetic dataset provided by IBM through Kaggle, as
shown in Fallucchi et al. (2020). These datasets are used because it is difficult for researchers
to obtain third party data due to its sensitivity. In this qualitative literature review papers that
are reviewed do not share the same source data, as this could skew the insights to one or two
particular models that deal well with those specific datasets.

To conclude, the following six models will be used in the modeling process based on the quant-
itative and qualitative literature reviews: the Decision Tree, Random Forest, Gradient Boosting
Tree, Extreme Gradient Boosting, AdaBoost and Multilayer Perceptron models. Moreover, the
features presented in Table 4.2 will be used as a recommendation for features to be included in
the final dataset.

4.3 Literature Gaps

When comparing the papers discussed in this chapter, some gaps in the current literature become
apparent, which are highlighted in this section.

Firstly, all papers that discuss applying machine learning to the turnover problem, never relate
the model to actual turnover costs. The cost aspect of turnover is often mentioned, however, only
for motivating the research and placing it in an overall context.

Secondly, papers optimizing machine learning models applied to the employee turnover prob-
lem only partly relate the optimal model back to the actual problem. Specifically, tangible bench-
marks such as the correctly identified number of employees that are predicted as turnover are
mentioned, however, insights on false positives, false negatives and true negatives are often not
present. Moreover, the optimal model is never related to insights on an individual level.

Thirdly, researchers never use threshold tuning during model optimization. They often relate
the model performance to either the AUCp, or the ROC-curve, however, no steps are taken to
use this curve to arrive at an optimal threshold. Moreover, no papers have used the actual costs
of turnover and retention to optimize the prediction threshold of a model.

Fourthly, as mentioned in section 1.4, no papers on employee turnover prediction using machine
learning in the financial sector have been published. Moreover, many papers are based on the same
public dataset, showing the need for more diversity in industry and source data in this research
area.

Lastly, one paper mentions the impact of the pandemic on the employee turnover problem.
However, this paper only takes the pandemic into account by making use of a feature that measures
the attitude of an employee towards the pandemic. No distinction is made between data obtained
during and outside the pandemic.

To conclude, many individual parts of the employee turnover problem have been researched,
however, they have never been linked together into one holistic approach. Furthermore, research is
currently limited to a handful of datasets and industries, restricting the generalizability of previous
findings.
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Methodology

In order to obtain useful insights from data, many steps need to be taken. This chapter elaborates
on the methodology of the thesis in a structured manner. Section 5.1 introduces the general
framework on which the research is based. Sections 5.2 to 5.6 discuss each step in the framework
in detail.

5.1 Framework

The framework adopted for this thesis is a widely used framework for solving data mining problems:
the CRISP-DM (Cross Industry Standard Process for Data Mining) framework. This framework
provides a structured approach for undertaking data mining problems, which makes it suitable for
this thesis.

CRISP-DM divides the data mining problem into the following six main phases: Business
Understanding, Data Understanding, Data Preparation, Modeling, FEvaluation and Deployment
(Wirth & Hipp, 2000). An illustration of the six phases of the CRISP-DM methodology is shown
in Figure 5.1 and the details of these phases and their relation to this thesis are outlined in their
respective sections below.

Figure 5.1
Hllustration of the six iterative phases of
the CRISP-DM framework

Business Data
Understanding Understanding

Data
Preparation
%\
| N
Dataﬁx

Note. Source: Wirth and Hipp (2000)
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5.2 Business Understanding

The business understanding phase is focused on defining the data mining problem from a business
perspective. In this phase, the goals of the thesis are defined and the problem with relation to
the company is explored (Wirth & Hipp, 2000). The costs and benefits of solving the employee
turnover problem are defined in this phase, partly laying the foundation for answering sub-research
question 1 (section 2.4.1).

In order to gain insight into the current turnover costs, the method proposed by McKinney et
al. (2007), as discussed in section 4.1, is used. Specifically, a questionnaire is used to measure these
costs based on the questionnaire proposed by McKinney et al. (2007) and shown in Appendix A.2.
Since their questionnaire is developed for cost estimation within the government, some parts of it
are redundant while others are incomplete. Therefore, some modifications are made in consultation
with stakeholders within the company, the final questionnaire is shown in Appendix A.1. Within
the questionnaire, supervisors are asked to estimate different cost types associated with turnover.
Since these are estimates, it is important to gather enough data to reduce the variance in the
replies.

The final questionnaire is send to supervisors who experienced voluntary turnover in the last 6
months. A period of 6 months is chosen for two reasons. Firstly, the analysis is powerful when it
is built on many samples (McKinney et al., 2007). A shorter period would reduce the sample size,
increasing variance. Moreover, the sample size is small even at a cutoff of 6 months, as only a small
number of employees left in this period. Secondly, a longer period would result in more noise, as
the supervisors’ memory of the cases fades when time passes. Subsequently, the estimates in the
survey are analysed and reported, resulting in the average cost per employee for the different cost
types.

Additionally, a closer look is taken at the company’s current expenditure with relation to em-
ployee retention. Specifically, costs related to education, promotion and other retention programs
are elaborated.

5.3 Data Understanding

In the data understanding phase, the data is collected, described, and validated (Wirth & Hipp,
2000). To start, a relevant dataset is collected in collaboration with the company. Special attention
is paid to the fact that the features included in the dataset are based on the important features
found in section 4.2. Moreover, the feature set is enriched with features considered important by
the HR-department, such as evaluation scores. It is important to note that the data collection
process is constrained by the currently available data at the company, as it is not possible to
gather new data on employees who already left the company.

Thereafter, a general overview of the dataset is provided, creating better understanding on
how the entries and features within the dataset are built up. In this step, features that need to be
elaborated on are highlighted and explained, so that a deeper understanding of the dataset and
its features is gained. Lastly, an overview of all features within the dataset is given, together with
their type and a brief description.

The dataset is a product of two datasets, originating from two different sources, that have
been merged by the company. Moreover, some features within the dataset are a product of
manual input. Therefore, the dataset needs to be validated. Specifically, the dataset is checked
for missing values, empty string values, duplicate entries and outliers. All errors uncovered in this
step, are resolved in the next phase of the CRISP-DM cycle.

5.4 Data Preparation

In the data preparation phase, the data is cleaned and features are created and transformed (Wirth
& Hipp, 2000). As a first step, all errors identified in the data verification process are cleaned,
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meaning that missing values and empty string values are imputed with a correct value or removed.
Thereafter, the data is cleaned based on employee properties. Specifically, employees that left the
company involuntary, students and contractors are removed from the dataset, as these employees
fall outside of the scope of this thesis.

After cleaning the dataset, existing features are transformed and new ones are created from
existing features, such that they can be used for machine learning. Two examples are, the trans-
formation of categorical features into a one hot encoding and the creation of years passed from
different dates. Moreover, the turnover feature is created determining if an employee is active
or has left for each entry in the dataset. Features that are used as basis for the creation of new
features are dropped, as they are no longer used in the rest of the process.

The dataset consists of multiple entries per employee, each entry covering roughly a month.
Since employee turnover is a process that develops over a longer period of time (section 3.1), mul-
tiple periods are aggregated into multi-period entries. To achieve this aggregation, two contrasting
approaches are employed, as it is not known which approach leads to the best model performance
beforehand. Additionally, for both aggregation methods, the dataset is split into pandemic and
non-pandemic data before aggregating the data.

The first method of aggregating the entries of employees, is a rolling window approach. In this
approach a window of a certain size is placed over a subset of an employee’s entries in the dataset,
whereafter the training and target features within this window are calculated. These features are
averaged, multiplied, or the last entry within the window is taken, depending on the properties
of the individual features. Each window consists of a training window and a target window, of
which the sizes can vary. The target window size determines how many steps ahead the forecast
is made. The optimal sizes of these windows are unknown, as they depend on the properties of
the dataset. Therefore, a method for determining these window sizes, as proposed by Inoue et al.
(2017) is adapted. To elaborate, Inoue et al. (2017) introduce a method of comparing the effect of
differing rolling window sizes on prediction performance, using linear regression. Instead of using
linear regression as in the original method, machine learning is used to make classifications.

The second method of aggregating the entries of employees, is a last window approach. In
this approach, only the last entries of each employee are aggregated, as opposed to a window that
slides over each entry in the rolling aggregation approach. To illustrate, when forecasting one step
ahead, the last 13 periods of data are used in the aggregation. One period for the target window
and the other 12 for the training window. Moreover, the features within a window are aggregated
differently. In the last window approach, individual feature values are divided into bins or are
binary encoded.

To conclude, these two approaches are contrasting in the fact that, the first approach makes
use of all entries in the dataset aggregated using the actual values of the features. Whereas, the
second approach only makes use of the last entries of each employee, aggregated in an abstract
manner.

5.5 Modeling & Evaluation

In the modeling phase, the relevant modeling techniques are selected, after which the models are
trained (Wirth & Hipp, 2000). Additionally, in the evaluation phase, the modeling results are
assessed and a decision is made on model performance (Wirth & Hipp, 2000). These phases are
combined, as they are closely interrelated and build further on one another.

The first two steps in the modeling process, are dataset selection and feature selection. In
these two steps, the different datasets generated in the previous phase are evaluated and an
optimal subset of features is selected. In the dataset selection step, the effect of each uniquely
aggregated dataset on model performance is evaluated. Thereafter, the dataset with the best model
performance is chosen for the features selection step. In the feature selection step, different subsets
of features are evaluated using Recursive Feature Elimination with Cross Validation (RFECV).
To elaborate, RFECV has proven in previous research to reduce the number of features effectively,
while improving model performance (Misra & Yadav, 2020). Moreover, this method has been
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applied to turnover research with success by Yadav et al. (2018).

Both steps are evaluated as follows: First a random forest is trained on the data, with the same
(default) hyperparameters throughout the trials to facilitate a fair comparison. A random forest is
chosen for this comparison, as it offers good performance on complex datasets, while maintaining
transparency on prediction outcomes (Speiser et al., 2019). Moreover, repeated stratified K-fold
cross-validation is used to validate model performance, as this form of cross validation is proven to
be a reliable method to asses the models without overfitting (Krstajic et al., 2014). This version
of cross validation keeps the same imbalance within samples, so that folds accurately represent
the full dataset. In both steps, the model with the highest AUCp, is considered the best model,
as elaborated in section 3.2.2.

The dataset with the optimal set of features found with RFECYV is used as a basis for selecting
the best performing machine learning model. Specifically, the models found in the literature
review (section 4.2) are evaluated in this step. Moreover, each model that is trained has a certain
set of unique hyperparameters which determine the learning properties of the model. These
hyperparameters affect the model performance, therefore it is important to optimize them in order
to arrive at the most suitable version of the model. In general, three methods for determining
the hyperparameters are often used, Grid Search, Manual Search and Random Search. Random
Search is used for this thesis, due to its superior performance in comparison with the other two
methods (Bergstra & Bengio, 2012). Additionally, all results are validated using repeated stratified
K-fold cross-validation and the model with the highest AUCp,. is chosen, as in the previous steps.

Lastly, for the best performing model, the optimal classification threshold is determined using
the precision recall curve. The optimal threshold is the point in the precision recall curve where
the F1 score (or Fg score) is the highest, which is again evaluated using repeated stratified K-fold
cross-validation. At this point, the AUCp, is no longer relevant, as it is the same for each point
on the precision recall curve.

In this phase, the answers to sub-research questions 2 (section 2.4.2) and 3 (section 2.4.3) are
found.

5.6 Deployment

In the deployment phase, a deployment plan is given based on the findings in the previous phases
(Wirth & Hipp, 2000). In this phase, the final model is interpreted so that it can be used
by supervisors and the HR-department for actual retention strategies and interventions. Two
state-of-the-art methods for model interpretation are LIME (Local Interpretable Model-Agnostic
Explanations) (Ribeiro et al., 2016) and SHAP (Lundberg & Lee, 2017). These methods are
popular since their interpretations are additive. To elaborate, SHAP and LIME values which
have been calculated for individual populations can be summed for the interpretation of larger
aggregated groups. Therefore, the interpretation is flexible and does not need to be recalculated
for each specific insight requested by the HR-department or supervisors.

To interpret the model, SHAP is chosen over LIME for the following reasons: Firstly, SHAP
is optimized for tree based models, reducing computation time from multiple hours down to a
few minutes (Lundberg & Lee, 2017), therefore reducing computation costs for the company
and decreasing deployment time. Moreover, LIME is not optimized for the XGB model, making
interpretation of this model difficult and time consuming. Secondly, LIME is less consistent in its
interpretations than SHAP over multiple runs (Lundberg & Lee, 2017). Using SHAP, sub-research
question 4 is answered (section 2.4.4).

As a last step, in the deployment phase recommendations are made to the company on which
model to implement and how to interpret its results. Moreover, the findings of this study are
communicated using an oral presentation in addition to the findings in this thesis. The actual
implementation of the model is not discussed further, as it falls outside of the scope of this thesis.
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Chapter 6

Business Understanding

This chapter has been removed for confidentiality reasons.

6.1 Employee Turnover Costs
6.2 Employee Retention Costs
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Chapter 7

Data Understanding & Data
Preparation

This chapter discusses the preprocessing steps that are taken in order to use the dataset for
the purpose of binary classification. Section 7.1 describes the dataset that is provided by the
company, and section 7.2 elaborates how the dataset is checked for any problems or irregularities.
Thereafter, section 7.3 describes how the identified problems are remedied and how redundant data
is removed. Subsequently, section 7.4 discusses the creation of new features and the transformation
of existing features using the cleaned dataset. Additionally, old features used in the creation of
new features are dropped as their information is captured in new features. Section 7.5 describes
how the resulting dataset is split into two datasets and how different versions of the dataset using
different aggregation rules are generated.

7.1 Data Description

In collaboration with the company a dataset containing various employee features was constructed,
with the features presented in Table 4.2 as a guideline. This dataset is the product of an integration
of data distributed amongst a CRM- and HR-system, one dedicated to hour registration and the
other dedicated to employee properties registration. These two datasets were integrated by the
company and enriched with travel distances, travel times and employee evaluation scores, resulting
in one final dataset.

Each entry in the dataset is a unique combination of an employee ID and a period number
together with the properties of an employee in this specific period. Each period is identified by
a year and period number encoded as YYYYPP. For example, period two in 2016 is encoded
as 201602 in the dataset. Each year consists of 12 periods, with each period spanning four or
five weeks. Note that the period numbers in the dataset and month numbers used in a calendar
overlap slightly. However, they are not identical, but cover a slightly different range of days.
These differences do not influence the interpretability of any seasonal patterns in the data, as the
aforementioned differences are minor.

An example of the structure of this dataset is shown in Table 7.1. Each employee has multiple
entries within the dataset, based on the number of periods they have been employed within the
company. Since the dataset covers a time period from January 2016 up until and including April
2021, an employee can have at most 64 entries. In practice, an employee will have a number of
entries ranging between 1 and 64, as employees can enter and leave the company at different points
in time.

The original dataset provided by the company consists of 39 features. A list of the names of
these features, their data type and a brief description is shown in Table 7.2. For most features this
brief description suffices, however, for some features some extra elaboration is necessary. These
features are elaborated in the following paragraphs.
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Table 7.1
Ezxample of the structure of the dataset provided by the company

1D Period X1 XQ X3 X4 X5 XG X7 Xg Xn
3465363 201701 V1ip V2ip V3ip V4ip Usip V6ip UTip U8ip vee Unip
3465363 201702 V1ip V2ip V3ip V4ip Usip V6ip UTip V8ip Unip
3465363 201703 V1ip V2ip U3ip V4ip Usip V6ip UTip U8ip Unip
3465363 201704 Vlip V2ip V3ip V4ip Usip V6ip VTip U8ip e Unip
6575675 201808 Vlip V2ip V3ip V4ip Usip V6ip VTip U8ip vee Unip
6575675 201809 Vlip V2ip V3ip V4ip Usip V6ip VTip U8ip cee Unip
6575675 201810 V1ip V2ip V3ip V4ip Usip V6ip UTip V8ip eee Unip
6575675 201811 V1ip V2ip U3ip V4ip Usip V6ip UTip Vgip Unip

Note. X1 to X, represent the n features in the dataset, were v1;, to vnip represent their specific

values for feature n, employee i and period p.

The feature number of days in period is a numerical feature stating the number of days that
an employee was able to work in a certain period. Specifically, the number of days on which
employees are able to work differ from period to period, one period could have more weekend
days or vacation days than another. Consequently, this is an important feature that enables an
accurate comparison between periods.

The dataset also contains nine different types of hours (rows 5 - 13). Most hour types,
such as overtime are straightforward, however, the two sick hour types deserve some elabora-
tion. Whenever an employee falls ill, its hours are registered as short sick leave hours. When a
period of illness exceeds a predetermined time span of six weeks, the upcoming sick leave hours
are registered into a different hour type, sick leave long. To illustrate, whenever an employee is
on sick leave for eight weeks, the hours in the first six are registered as short sick leave, the hours
in the remaining two weeks are registered as long sick leave.

Six features in the dataset are of the date type. It is important to highlight that these dates
are not constrained by the start and end date of the dataset. Specifically, birth- and company
enter dates can be from before January 2016 and company exit dates can be after April 2021.
Moreover, some dates have the property that they can change throughout an employee’s tenure.
To illustrate, the role start date and role end date of an employee change whenever the end date of
a role is reached and a new role is entered. Role changes are associated with an employee stepping
up in the corporate ladder, so for example, a change from medior to senior level.

Lastly, four features are included concerning results from company evaluations. Specifically,
these features are retrieved from employee satisfaction surveys where employees anonymously
evaluate the company. The first three scores: job freedom & responsibility, culture diversity
& leadership, and company satisfaction, concern a rating between one and ten, based on the
employee’s perception of the division of the company he/she is active in. A higher score indicates
that the employee considers his environment to be positive and welcoming. The last score, job
searching, is a metric for employees who indicated that they have searched for a new job in the
last three months, expressed as a fraction of the total number of employees in the department.
Each of the aforementioned evaluation scores are available for the company on a location - line
of service basis, to keep the company from identifying individual employees. To illustrate, within
each unique combination of department and location all employees have the same scores for these
features. Since these these four scores represent the working environment of the employee, this
aggregation poses no problems for the analysis. They are used to show the general atmosphere
that the employee is exposed to on a daily basis. For example, when the job searching feature of
a department is high, individual employees can be negatively affected by close colleagues leaving
their team/department or actively searching for a new job.
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Table 7.2
Features included in the original dataset together with their type and description

Feature Type Description
1D Numerical Unique identifier
Period Numerical Year and period identifier
NumberOfDaysInPeriod Numerical Number of days in period
Location Categorical Location of the company division
TotalHours® Numerical Total number of hours worked
SickLeaveShort Numerical Sick leave short (< 6 weeks)
SickLeaveLong Numerical Sick leave long (registered after 6 weeks)
TrainingHours Numerical Hours spent on training
Overtime Numerical Hours of overtime
PaidLeave Numerical Hours of paid leave
UnpaidLeave Numerical Total number of hours of unpaid leave
StudyLeave Numerical Hours spent on obligated accountancy
related study
AssignmentHours Numerical Hours spent on customer assignments
NumberOfAssignments Numerical ~ Number of customer assignments worked on
BirthDate Date Birth date
Gender Categorical Gender (M/F)
MaritalStatus Categorical Marital status
Role Categorical Role within the company
RoleEndDate Date Current role end date
RoleStartDate Date Current role start date
CompanyEnterDate Date Company enter date
CompanyExitDate Date Company exit date
ReasonForExit Categorical Reason for leaving the company
InitiativeExit Categorical Exit initiative (Company or employee)
Contractstatus Categorical Contract information is recent (Y /N)
ContractType Categorical Contract type (Permanent or temporary)
EmployeeType Categorical Employee type (Non-temporary, student,
temporary)
ContractHours Numerical Contract hours per week
SalaryTier Numerical Salary tier
SalaryPosition® Categorical Position within the salary tier
SalaryIncrease Numerical Salary increase percentage
SalaryEndDate Date Salary re-evaluation date
LineOfService Categorical Line of service
Distance Numerical Travel distance (KM) home - company
TravelTime Time Travel time (HH:MM:SS) home - company
JobFreedomResponsibility® Numerical Freedom and responsibility rating
CultureDiversityLeadership®  Numerical Culture, diversity and leadership rating
CompanySatisfaction® Numerical Employee satisfaction rating
JobSearching® Numerical  Percentage of people that searched for a new

job in the past 3 months

Note. All features mentioned in this table are per employee ID per period.

@ The sum of all other hour types (SickLeaveShort, SickLeavelLong, TrainingHours, Overtime, PaidLeave,
UnpaidLeave, StudyLeave, AssignmentHours).

b Tiers are divided in Low = bottom 25%, Medium = middle 50% and High = top 25%.

¢ Scores are retrieved from employee satisfaction surveys and are on a location - line of service level. Specifically,

employees working at the same line of service at the same location, will have the same rating.

29



CHAPTER 7. DATA UNDERSTANDING & DATA PREPARATION

7.2 Data Validation

The dataset consists of 164,594 entries spanning over 5,810 unique employees. In order to use the
data for machine learning, the integrity of the dataset needs to be validated. Specifically, the data
needs to be checked for missing values, duplicate entries and entry errors.

To start, the dataset is checked for missing "NULL’) values. Missing values are present for 10
of the total 39 features. Upon closer inspection, these 10 features are the nine hour types (rows 5
- 13, Table 7.2) and the number of assignments worked on. These features all originate from the
same information system, which registers hours as a '"NULL’ value when no hours are written in
certain hour types. Similarly, when an employee did not work on any assignments in a period, no
assignments were registered, thus a '"NULL’ value is recorded.

As a next step, the dataset is checked for a second type of missing values, the empty string
(), as some information systems use an empty string to register missing values. Empty strings
are present in 8 of the total 39 features. In five of these eight features the empty string values
are correctly used and need no remedy. To illustrate, whenever an employee has not left the
company, all features associated with this exit are filled with an empty string, as they have no
value. Similarly, when an employee has no salary increase in a period, this is reflected by an
empty string instead of a zero. Finally, the categorical features marital status and line of service
have empty strings. For marital status, a large number of entries (over 5,000) have no category
associated to them, for line of service only 16 entries have this problem.

The dataset is also checked for duplicate entries, which can sometimes be introduced into a
dataset while merging multiple data sources. Duplicate entries are present in the dataset, 72 rows
of data appear in the dataset more than once.

Lastly, the dataset is checked for outliers. This is done in the following manner: For each
feature, the extreme values are verified with a content expert from the company. After careful
consultation with the content expert, no outliers are detected. A reason for the absence of outliers
could be the strict constraints that are placed on the manually entered data in the CRM- and
HR-system of the company.

7.3 Data Cleaning

As a starting point for the data cleaning process, the problems uncovered in the data validation
(section 7.2) are remedied. Specifically, the different hour types and number of assignments which
have 'NULL’ values when no hours were recorded are addressed. All 'NULL’ values are imputed
with a zero, as a zero accurately represents the absence of hours/assignments in these features.
Similarly, all salary increase entries with an empty string where imputed with a zero as well.

Thereafter, the empty string (”) values in the two categorical features marital status and line
of service are addressed. The feature marital status has a large number (over 5,000) of entries
in which no marital status is indicated. Since it is not possible to determine what the actual
marital status is of these employees at specific points in time, these entries are grouped into a new
category 'Not specified’. Deleting these entries would mean a significant loss of data, therefore
this remedy is preferred. The empty string values in line of service are addressed in a different
manner. Namely, these entries are removed from the dataset, which is done for the following
reasons: First, all of these false entries occur for three specific employees, so only a minority of
employees is affected when removing these entries from the dataset. Secondly, no other lines of
service exist within the company than the ones already present in the other categories. Therefore,
creating a new category ’Other’ for these employees does not make sense. Lastly, it is impossible
to impute their actual line of service, as the dataset is anonymized, so no inquires can be made to
the actual employees.

As a next step the duplicate entries identified in section 7.2 are removed from the dataset, as
they are redundant.

These duplicate entries are not the only redundant information in the dataset. Some filtering
needs to be applied to the dataset to remove any entries outside of the scope of the thesis. Firstly,
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all employees that do not have a permanent contract are removed from the dataset, as they
fall outside of the scope of the voluntary turnover problem (Zhao et al., 2019). Concretely, the
features employee type and contract type are used for the filtering of these employees. For the
employee type, three types exist within the dataset: non-temporary employees, students and
temporary employees. Only non-temporary employees are included in the final dataset, students
and temporary employees are left out due to the temporary nature of their employment. For the
contract type, four categories exist: a permanent contract and three different types of temporary
contract types, differentiated by their duration. Employees with any of these three temporary
contract types are removed from the final dataset, for the same reason as students and temporary
employees are removed. Note that, since these features describe roughly the same property, some
overlap exists between both groups that are filtered out.

7.4 Feature Creation & Transformation

After validating and cleaning the data, some features need to be transformed so that they can be
used by a machine learning model. Additionally, some features need to be created from existing
features in order to enrich the dataset with valuable information.

As mentioned in section 7.1, each period spans a different number of working days, due to
how periods are defined by the company. This difference in working days in a period makes it
difficult to accurately compare periods. To illustrate, one employee can have more hours in a
period compared to another, not because of overwork or other anomalies, but simply because
that period consisted of more working days that the other. To resolve this issue, each hour type
and the number of assignments are divided by the total number of working days inside a period,
enabling a fair comparison between periods. Note that hours and days concerning holidays have
been excluded in the dataset provided by the company, contributing to this fair comparison.

The two features dealing with the salary need minor transformations as well. First, the per-
centage salary increase is transformed into a factor representing the multiplicative increase in
salary. This factor representation is useful for the aggregation at a later stage. An example of
this transformation is show in equation 7.1, with STy as the original percentage salary increase
and SI; as the salary increase factor. Second, the salary position of an employee is currently
a categorical feature with the categories Low, Medium, High. This feature is transformed using
ordinal encoding with; Low = 0, Medium = 1 and High = 2.

(7.1)

Another important feature to transform so that a machine learning model is able to interpret it,
is the travel time feature. Currently, this feature is denoted as HH:MM:SS (Hours:Minutes:Seconds)
and formatted as a string. This feature is converted from hours, minutes and seconds to an integer
denoting the total travel time in seconds, to ensure no unnecessary loss of information.

The dataset also contains a variety of categorical features, which some of the selected models
are not able to handle without transforming them first. A standard approach in transforming
categorical features is to use one hot encoding, also known as creating dummy features. In this
approach, each category is transformed to a binary feature, with the category that applies to the
entry denoted as a 1 and the others as a 0. The features to which one hot encoding is applied
are gender, marital status, line of service and location. The role feature is a categorical feature
as well, however, this feature consists of approximately 300 categories making it unfit for one hot
encoding. Namely, one hot encoding this feature would introduce approximately 300 features of
which most entries are 0, also known as sparse features. A sparse dataset with high dimensionality
increases model training time and reduces model performance (El-Khatib, 2010). To avoid these
problems, the role categories are ordinally encoded, even though this encoding does not adhere to
the hierarchy of the roles within the company. Ordinal encoding is chosen over nominal encoding
to enable a fair comparison between the different models, since the MLP model does not accept
nominally encoded features.
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The feature denoting the period in which the entry is recorded can be used to calculate different
duration related features. Specifically, the following features are used to calculate different time
related features for each specific entry in the dataset. Firstly, the time difference between the
period of an entry and the birth date of an employee are used to calculate the age of an employee.
Secondly, the time difference between the company enter date and the period of an entry are used
to calculate the tenure of an employee. Thirdly, the time difference between the last promotion
date and the period of an entry are used to calculate the time since last promotion of an employee.
Furthermore, time passed is denoted with whole years as integers and the remaining months as
decimals. To illustrate, 12 years and 4 months is denoted as 12.33 in the dataset.

Lastly, the voluntary turnover feature is created. This feature is created by first checking
the company exit date feature. When the company exit date is not equal to the period of an
entry, or if an employee has no company exit date, turnover is classified as 0 (no turnover). If
the company exit date is equal to the period of an entry, an evaluation of the type of turnover
is made by evaluating the reason for exit and initiative of exit features. Entries with employee
initialized exits are classified as 1 (turnover). Other reasons and initiatives are either marked as
no turnover when it concerned an internal switch, or marked as 'remove’ when the turnover is
involuntary. Thereafter, the employees that are marked with 'remove’ are completely removed
from the dataset, since their turnover type is not part of the scope of this thesis.

As a final step, the original features that have been used for transformation, creation and one
hot encoding are removed from the dataset, as their new more informative counterparts take their
place. To conclude, the features that are removed, transformed and introduced in this section are
shown in summary in Table 7.3.
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Table 7.3

Features introduced, transformed and dropped during the feature creation and

transformation process

Feature Operation Description
Location Transformed From categorical to one hot encoding
TotalHours Transformed Total number of hours worked
SickLeaveShort Transformed From period to day level
SickLeaveLong Transformed From period to day level
TrainingHours Transformed From period to day level
Overtime Transformed From period to day level
PaidLeave Transformed From period to day level
UnpaidLeave Transformed From period to day level
StudyLeave Transformed From period to day level
AssignmentHours Transformed From period to day level
NumberOfAssignments Transformed From period to day level
Gender Transformed Binary encoding
MaritalStatus Transformed One hot encoding
Role Transformed Ordinal encoding
SalaryPosition Transformed Ordinal encoding
SalaryIncrease Transformed From percentage to factor
LineOfService Transformed One hot encoding
TravelTime Transformed Converted to seconds
BirthDate Dropped Used for age
RoleStartDate Dropped Used for time since last promotion
CompanyEnterDate Dropped Used for tenure
CompanyExitDate Dropped Used for turnover target feature
ReasonForExit Dropped Used for turnover target feature
InitiativeExit Dropped Used for turnover target feature
Age Added Calculated from birth date
TimeSinceLastPromotion Added Calculated from role start date
Tenure Added Calculated from company entry date
Turnover Added Derived from company exit date, reason for

exit and exit initiative

7.5 Dataset Aggregation

As mentioned in section 3.1, the turnover process is not instantaneously, but something that
develops over a longer period of time. Therefore, the current state of the dataset, a single period
per employee, most likely does not capture the turnover process completely. Consequently, in
order to accurately reflect the turnover process in the data, the dataset needs to be aggregated
from a period level to a timespan covering multiple periods. To achieve this aggregation, two
aggregation methods are employed, a rolling window aggregation and a last period aggregation.
Additionally, as mentioned in section 2.4.3, a significant part of the turnover dataset spans across
a global pandemic, giving rise to very different working conditions. Therefore, in the aggregation
process, a dataset with pandemic and without pandemic turnover is constructed so that their
performance can be compared. The inner workings of these aggregations are elaborated in this
section.
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Figure 7.1
Hllustration of the rolling window principle applied to the employee entries

7.5.1 Rolling Window Aggregation

As mentioned in section 5.4, a rolling window is applied to aggregate the period entries to multi-
period windows. To start, this section shows a general representation of the rolling window
aggregation applied to the dataset. Thereafter, the operations applied within each window are
discussed.

Generally, a rolling window aggregation is applied as follows: first, a portion of the data within
a dataset is selected of size R. Additionally, a target window directly after R is selected of window
size y. User defined aggregation transformations are applied to the data in window R, and the
target feature is determined by looking at the data inside target y. Thereafter, the window slides
over the data, each step including a more recent data entry, and dropping the oldest. This process
is repeated until the end of the dataset is reached and no steps can be taken without decreasing
R and y. To illustrate, consider R = 3 and y = 1. In the first step, R spans the first three periods
and y covers the fourth, in the next step, R covers periods two, three and four and y covers the
fifth.

Before the rolling window aggregation is applied, the dataset is split into entries that have
taken place before and during pandemic times, with the non-pandemic dataset ending on period
201912 and the pandemic dataset starting on 202004. A few months in which the pandemic was
gaining traction are excluded, as the shift in working conditions changed gradually during this
time.

To use this rolling window aggregation method on the pandemic and non-pandemic dataset, all
entries belonging to the same employee are grouped together. On each of these groups, containing
the data of one employee sorted from first to last entry, a rolling window is applied from the oldest
to the newest entry as explained in the previous section. This process is illustrated in Figure
7.1, with window size R and target window size y. As no optimal values for R and y are known,
various values were used generating differently built up datasets of which the performance can be
compared. Specifically, R is varied between 1 and 12 periods, and y is varied between a 1 and 4
period ahead forecast. Note that, employees with less entries than the sum of the chosen window
size (R) and target window size (y) are removed before the aggregation as not enough data is
present to at least aggregate one complete window.

1D Period X, Xo ... X, Tumover 1D Period X, Xo ... X, Turnover 1D Period X, X5 X,  Turnover
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Note. In this figure aggregation window size is denoted with R and target window size with y

Now that the general process of applying a rolling window aggregation to the dataset is known,
a closer look needs to be taken at the computations that take place inside the window. Specifically,
how multiple rows of data are aggregated to form one row of data.

To start, the computations inside the aggregation window (R) are clarified. In order to get
an accurate insight into the average routine of an employee within a window, the mean of the
hour types and the number of assignments entries within the window is taken. An average is
chosen to weigh the information in each period leading up to the potential turnover equally. For
some employee properties, the last entry within the window (R) is taken, as these properties
represent the status of the employee at the point of (not) turning over. This choice is made for the
salary tier, salary position, age, tenure, time since last promotion, travel time, gender, role, and
the four ratings (job freedom, culture, company satisfaction and job searching). For the salary
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increase, the product was taken, as the salary increase in each entry is described with a factor
and a multiplication accurately represents the total change from the beginning of the window to
the end. Lastly, for all one hot encoded features (marital status, line of service and location), the
maximum of each dummy variable inside a window is taken. To illustrate, whenever an employee
divorces, two different marital statuses are encoded with a one inside the window. When taking
the maximum of all dummy variables, both statuses are encoded with a 1 in the final aggregation,
encoding the change within the window.

Lastly, since the target is to predict if an employee is going to leave in the next y periods, the
only information that is needed from the target windows is the turnover feature. Turnover is 1 if
the employee leaves at the end of the target window (as shown in the right most target window
in Figure 7.1), turnover is 0 if the employee does not leave at the end of the target window (as
shown in the left two target windows in Figure 7.1).

One issue arises when using this approach. Throughout an employee’s tenure, the target
feature (turnover) is 0, whereas only in the final period the target feature might be 1 (only if
the employee left). By taking many windows over these entries, many samples with no turnover
are introduced, as opposed to a predetermined number of turnover samples. This effect increases
when the window size shrinks, as more windows fit within the total tenure of an employee. Two
approaches are taken to remedy this problem of imbalanced data. Firstly, whenever an employee
leaves the company, only the aggregated windows in which this employee leaves is kept, all other
aggregated windows created from this employee containing no turnover are removed. This remedy
reduces the number of non turnover samples, while also reducing the noise in the non turnover
class, as windows before the turnover might contain signs of turnover while being labeled as non
turnover. Secondly, during the modeling process, different undersampling ratios are applied to
counter the imbalance.

7.5.2 Last Window Aggregation

To complement the complex rolling window aggregation, a more straightforward aggregation
method is used as well. The reason being, that at this point it is unknown if a model will
perform better on a more complex or straightforward aggregation of the data entries.

Similar to the rolling window aggregation approach, the last window aggregation approach
uses a target window of y € [1,2, 3, 4], representing a 1 to 4 period ahead forecast. Moreover, the
aggregation window (R) is fixed to the last 12 periods right before the target window. Therefore,
only taking the last window of each employee for the aggregation without rolling over all entries.
A range of 12 periods is chosen, as certain (promotion related) features tend to be relevant only
once every 12 periods.

Before the last window aggregation is applied, the dataset is split into entries that have taken
place before and during pandemic times, just as was done for the rolling window aggregation. For
the last window approach, the non-pandemic split is identical to the rolling window split, however
for the pandemic dataset a larger period is taken. Concretely, the pandemic dataset starts exactly
R + y - 1 periods before 202004, placing the target feature of the earliest departing employees
exactly at the start of the pandemic. This choice is made to negate the effect of the large size of
the aggregation window in combination with the small training data period. Only taking the data
from 202004 and onward would only take turnover in the last periods into account. Additionally,
target window sizes larger than y = 1 would make the window larger than the dataset, eliminating
two, three and four period ahead forecasts. A choice was made to not incorporate this approach
into the rolling window aggregation, as the windows are generally small enough to include enough
training data within the pandemic dataset.

Within the last window, the following approaches are taken to aggregate the individual features.
To start, for each of the features sick leave short, sick leave long, hours of paid leave, hours of
unpaid leave and overwork, three new features are created. Specifically, these features indicate
if these hour types occurred within the last 3, 6 and 12 months of the last period window (R).
Furthermore, these features are binary encoded, having a 1 if the hour type occurred and a 0 if
it did not. Additionally, the time since last promotion is binary encoded as well, denoting if an
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employee received a promotion in the last 12 periods, as promotions are distributed generally once
every 12 periods. Moreover, for the salary increase feature (recall that this is denoted as a factor),
the product of the entries inside the window are taken, similar to the rolling window aggregation.

For the total hours, assignment hours and number of assignments, bins are created in concord-
ance with a subject expert. The following bins are created for each of these three features, with
each features averaged over the corresponding months:

Total hours (h;) is divided into the bins:
e 0 (h <6)
e 1(6>ht<38)
o 2 (hy>38)

Assignment hours (h,) is divided into the bins:

e 3
4

Lastly, as for all other features, the last entry within the aggregation window (R) is taken.
Additionally, within the target window (y), the turnover is determined in the exact same manner
as the rolling window aggregation.
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Chapter 8

Modeling & Evaluation

This chapter elaborates on how the previously generated datasets undergo the modeling process.
Section 8.1 describes how the best performing dataset is selected, and section 8.2 discusses how a
subset of features is selected from the best performing dataset. Both selections are made, based on
the performance of a random forest model with default hyperparameters, using cross-validation.
Section 8.3 elaborates on how the resulting dataset is used for model selection. Specifically, the six
models discussed in section 3.2.1 are optimized using hyperparameter tuning and cross-validation,
and the performances of the best performing models are evaluated. The best performing model
is chosen for the threshold tuning process. Section 8.4 describes this threshold tuning process, in
which the optimal threshold to make a distinction between the two binary classes is determined.

For each step in the modeling process, 10 repeats of a 5-fold stratified cross-validation is
used, meaning that model performance is evaluated over 50 iterations and averaged. Additionally,
throughout the whole modeling process, the area under the precision recall curve (AUCpg) is
used for ranking the models. Moreover, the model with highest AUCpgr within an analysis, is
considered the best performing model. For the last step, threshold tuning, the F1 score is used as
a performance benchmark, as the AUCpg is used in this step to find the optimal balance between
the precision and recall of the final model.

8.1 Dataset Selection

In this section, all datasets generated in the dataset generation process (section 7.5) are compared
based on the performance of a vanilla (default model parameters) random forest on the datasets.
Specifically, for each dataset, the random forest model is trained 50 times (5-fold stratified cross
validation with 10 repeats), after which the performance benchmarks discussed in section 3.2.2 are
computed over these 50 runs. Moreover, the area under the precision recall curve is used as the
main indicator for performance, as this metric indicates the potential of the dataset after threshold
tuning later in the process, as explained in section 3.2.2. This process is repeated for both the
pandemic and non-pandemic datasets after which a look is taken at a combination of both.

8.1.1 Non-pandemic Datasets

Initially, the performance of the random forest model on the non-pandemic datasets is evaluated.
The top 10 best performing datasets are shown in Table 8.3, the full results of all datasets in-
cluding standard deviations can be found in appendix B.1. Table 8.3 shows that the last window
aggregation method has a superior performance as opposed to the rolling window aggregation
method. Moreover, as expected, model performance drops when the y step ahead forecast in-
creases. Implying that the model has more difficulty in its classifications when it needs to classify
cases further in the future.
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Table 8.1
Top 10 performing datasets for the non-pandemic dataset selection

Aggregation Type Ry Accuracy Precision Recall F1 AUCp,
Last Window 12 1 0.767 0.685 0.216  0.327  0.552
Last Window 12 2 0.768 0.666 0.211 0.319  0.537
Last Window 12 3 0.772 0.666 0.193 0.297  0.533
Last Window 12 4 0.775 0.655 0.191 0.294  0.519
Rolling Window 12 1 0.987 0.000 0.000  0.000  0.377
Rolling Window 1 1 0.987 0.000 0.000  0.000  0.341
Rolling Window 10 2 0.987 0.020 0.000  0.000  0.323
Rolling Window 9 3 0.987 0.300 0.003  0.005  0.320
Rolling Window 8 4 0.987 0.180 0.001  0.003  0.301
Rolling Window 10 1 0.987 0.000 0.000  0.000  0.294

Note. With AUCpR as the area under the precision recall curve.

As mentioned in section 7.5.1, the rolling window datasets have a severe imbalance due to
the nature of the rolling window approach. This imbalance causes the model to place more
importance on the non-turnover class during training, resulting in a model that favours predicting
non-turnover when it is presented with new samples. In Table 8.1, a near perfect accuracy is
achieved for the rolling window datasets, whereas the precision, recall and F1 are zero, or close to
zero. This result can be explained by the imbalance of the datasets, as this model classifies nearly
every non-turnover sample correctly and fails to identify nearly every turnover sample, because it
almost always predicts a sample to be non-turnover.

To remedy this unbalance, random undersampling is applied to the majority class of the best
performing rolling window dataset (R=12, y=1), to see if performance increases if the imbalance
is reduced. This method makes use of an undersampling ratio (U,) which is defined as the ratio
between the number of samples in the minority class (Nminority) and the number of samples in
the majority class (Npqjority). The formula for this ratio is shown in equation 8.1

Ur _ Nminority (81)
Nmajom’ty

The undersampling ratio can vary between the original ratio of the majority and minority
class and one (50:50 ratio). A wide range of undersampling ratios within the aforementioned
range is applied to the best performing rolling window dataset and again, the performances over
50 iterations are computed. The results of this process are shown in Table 8.2, additionally, the
full results including standard deviations are shown in appendix B.2.

Table 8.2 shows that, after undersampling the majority class, no performance gain is realized.
The AUCppg drops when the undersample ratio increases. Therefore, it can be concluded that
undersampling does not increase the performance of this dataset above the performance of the
overall best performing dataset. Moreover, undersampling does not increase the performance
above its original level.

To conclude, the overall best performing dataset is the dataset making use of the last window
aggregation with a training window size of 12 and a target window size of 1. Moreover, under-
sampling the best performing rolling window dataset did not increase its performance above the
overall best performing dataset.

8.1.2 Pandemic Datasets

Similar to the non-pandemic datasets, the pandemic datasets are evaluated as well. The top 10 best
performing datasets are shown in Table 8.3, additionally, the full results of all datasets including
standard deviations can be found in appendix B.3. Table 8.3 shows that the last window approach

38



CHAPTER 8. MODELING & EVALUATION

Table 8.2
Results for undersampling the best performing non-pandemic rolling window aggregation

Aggregation Type Ry U, Accuracy Precision Recall F1 AUCp,
Rolling Window 12 1 0.02 0.987 0.000 0.000  0.000  0.259
Rolling Window 12 1 0.03 0.987 0.060 0.001  0.001  0.186
Rolling Window 12 1 0.04 0.987 0.040 0.000 0.001  0.134
Rolling Window 12 1 0.05 0.987 0.020 0.000  0.000  0.115
Rolling Window 12 1 0.1 0.987 0.077 0.001  0.002  0.062
Rolling Window 12 1 0.2 0.985 0.113 0.018 0.030  0.046
Rolling Window 12 1 04 0.955 0.051 0.141  0.074  0.039
Rolling Window 12 1 06 0.876 0.034 0.319 0.062  0.033
Rolling Window 12 1 08 0.762 0.027 0.496 0.051  0.031
Rolling Window 12 1 1 0.647 0.023 0.626 0.044  0.029

Note. U, as undersampling ratio (equation 8.1)

is the best performing approach for the pandemic datasets as well. However, as opposed to the
non-pandemic dataset, a larger target window increases model performance. This characteristic
is further elaborated in section 8.1.3.

Table 8.3
Top 10 performing datasets for the pandemic dataset selection

Aggregation Type Ry Accuracy Precision Recall F1 AUCp,
Last Window 12 4 0.909 0.849 0.076  0.137  0.295
Last Window 12 2 0.905 0.792 0.049 0.091  0.258
Last Window 12 3 0.906 0.697 0.055 0.100  0.255
Last Window 12 1 0.899 0.237 0.011  0.020  0.246
Rolling Window 3 4 0.991 0.360 0.017  0.032  0.097
Rolling Window 6 1 0.991 0.380 0.018 0.034  0.094
Rolling Window 5 2 0.991 0.220 0.010 0.020  0.088
Rolling Window 4 3 0.991 0.320 0.015 0.028  0.087
Rolling Window 1 1 0.991 0.520 0.016  0.031  0.085
Rolling Window 7T 1 0.991 0.000 0.000  0.000  0.084

Note. With AUCpg as the area under the precision recall curve.

For the pandemic dataset, the rolling window has a similar imbalance as the non-pandemic
dataset. Therefore, a closer look is taken at the performance difference when using the under-
sampling technique discussed in the previous section. Undersampling is applied to the best per-
forming rolling window aggregation dataset, with training window size 3 (R) and target training
size 4 (y).

The results of this process are shown in Table 8.4, additionally, the full results including stand-
ard deviations are shown in appendix B.4. Table 8.4 shows that, after undersampling the majority
class, no performance gain is realized. The AUCpg drops when the undersample ratio increases.
Therefore, it can be concluded that undersampling does not increase the performance of this data-
set above the performance of the overall best performing dataset. Moreover, undersampling does
not increase the performance above its original level.

To conclude, the overall best performing dataset is the dataset making use of the last window
aggregation with a training window size of 12 and a target window size of 4. Moreover, under-
sampling the best performing rolling window dataset did not increase its performance above the
overall best performing dataset.
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Table 8.4
Results for undersampling the best performing pandemic rolling window aggregation

Aggregation Type R 'y U, Accuracy Precision Recall F1 AUCp,
Rolling Window 3 4 0.02 0.991 0.300 0.014 0.026  0.061
Rolling Window 3 4 0.03 0.991 0.230 0.011  0.021  0.050
Rolling Window 3 4 004 0.991 0.305 0.015 0.028  0.053
Rolling Window 3 4 005 0.991 0.267 0.014 0.026  0.044
Rolling Window 3 4 0.1 0.990 0.208 0.018 0.033  0.043
Rolling Window 3 4 02 0.985 0.080 0.043 0.051  0.040
Rolling Window 3 4 04 0.942 0.036 0.190 0.060  0.031
Rolling Window 3 4 06 0.854 0.023 0.354 0.043  0.026
Rolling Window 3 4 038 0.740 0.018 0.493 0.034  0.025
Rolling Window 3 4 1 0.633 0.015 0.605 0.030  0.025

Note. U, as undersampling ratio (equation 8.1)

8.1.3 Full Dataset Evaluation

Currently, the dataset is split into two parts, pandemic data and non-pandemic data. However,
the results displayed in the previous sections indicate that in practice, it might be beneficial to
use the full dataset, as opposed to using two individual splits. This assumption is formed for
two reasons. Firstly, when comparing the best models for both datasets, model performance for
the non-pandemic dataset is much higher. This result could indicate, that the pandemic dataset
has more noise and an insufficient amount of training data, leading to low model generalization.
Secondly, recall that the last window aggregation uses R periods leading up to target period y for
training. Consequently, increasing y leads to a lower period boundary at the start of the split, as
explained in section 7.5.2. This lower boundary causes more non-pandemic data to be included
in the training window. Moreover, when taking a closer look at Table 8.3, it becomes clear that
a larger target window (y) equates to a better model performance for the last window datasets.
Thus, when more non-pandemic data is included in the training data, model performance increases
according to the data in this table.

To test this assumption, the following experiment is conducted. A random forest model is
trained on the full dataset, after which its performance is evaluated using the same 50 iterations
as for the other experiments in this section. Specifically, four datasets are generated using the
full dataset as basis, the last window aggregation method and y € [1,2,3,4]. The results of this
experiment are shown in Table 8.5, the full results including the standard deviation are shown in
appendix B.5.

Table 8.5
Model performance on the full dataset

Aggregation Type R vy Accuracy Precision Recall F1 — AUCp,
Last Window 12 1 0.890 0.948 0.684 0.795  0.882
Last Window 12 2 0.882 0.949 0.653 0.773  0.882
Last Window 12 3 0.879 0.933 0.646 0.763  0.852
Last Window 12 4 0.897 0.962 0.683 0.799  0.877

Note. With AUCpR as the area under the precision recall curve.

In Table 8.5 it can be seen that using the full dataset aggregation with the last window
method increases model performance greatly. To illustrate, the AUCp, is approximately three
times as high as in the best performing non-pandemic dataset. This increase in performance can
be explained by the fact that the full dataset has more samples, providing more information to
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the model on turnover and non-turnover samples. Moreover, this increase in samples is especially
helpful for the turnover class, as this is the minority class in each dataset. Therefore, a greater
variety of turnover cases is presented to the model, making these cases easier to recognize for the
model.

The table also shows that AUCp, performance for y=1 and y=2 is similar (after rounding),
indicating that a two period ahead forecast is also possible with a negligible loss of performance.
No reasonable explanation is found for the higher performance for y=4 as opposed to y=3, as the
prediction difficulty is generally expected to increase when the forecast horizon increases.

To conclude, using the full dataset with a one period ahead forecast gives the best model
performance in comparison with all other datasets investigated in this section. Therefore, this
dataset is chosen for the next steps in the modeling process.

8.2 Feature Selection

Currently, the dataset consists of 78 different training features, many of which might play no
significant role in the turnover prediction. To keep the dimensions of the dataset as low as possible
without hurting the performance, it is beneficial to eliminate these redundant features. Moreover,
a dataset with lower dimension leads to lower model training times and potentially a higher model
performance (Cunningham, 2008).

To achieve the dimension reduction, the RFECV method discussed in section 5.5 is used.
This method recursively drops the feature with the lowest performance from the dataset, until
no features are left to drop. Thereafter, the model identifies the set of features with the highest
performance (AUCp, in this case) it encountered in its iterations. For each subset of features
within the RFECV method, 50 iterations are used for cross-validation, the same as in the previous
experiments.

Figure 8.1
Results of applying the RFECV method for feature reduction to the
full dataset

RFECV for the full dataset
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Using the aforementioned RFECV feature reduction method, the AUCp, for each subset of
features is retrieved. The results of the RFECV process are visualized in Figure 8.1, with the
different AUCp,- scores on the y-axis and the number of features displayed on the x-axis. In this
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figure it can be seen that performance is rather similar for each feature dropped from 78 features
down to ~35 features, after which the performance drops dramatically. The highest AUCp,. of the
model is achieved when 49 features are included in the model, with an AUCp,. of 0.892. Therefore,
some performance gain is realized when including less features in the final dataset. A list of these
features is shown in appendix B.7. Lastly, note that the subset of one feature has a high AUCp,
as well. Upon further inspection, this feature is the job freedom & responsibility score feature,
indicating that this is an important predictor for turnover.

To validate these results, the new dataset with reduced features is cross-validated, again using
50 iterations. The results of this validation are shown in Table 8.6, additionally, the full results
including the standard deviation are shown in appendix B.6. The table shows that the validation
AUCp, is 0.895, which is very close (within 10) to the AUCp, of 0.892 found in the RFECV
process. To conclude, these results validate the new set of 49 features, which will be used for the
next steps in the modeling process.

Table 8.6
Model performance validation after RFECV

Aggregation Type Ry Accuracy Precision Recall F1 AUCp,
Last Window 12 1 0.882 0.936 0.665 0.778  0.895

Note. With AUCpR as the area under the precision recall curve.

8.3 Hyperparameter Tuning & Model Selection

Now that the best performing dataset together with its optimal number of features is selected, the
next step is to compare model performance on this dataset. In this section, models are trained
on the dataset using a variety of different hyperparameters. These hyperparameters are defined
as a grid of model setting of which a random selection is made. Specifically, a large search space
is defined for the hyperparameters for each model to make sure that a wide variety of values are
considered in the random search. Thereafter, the model performance is cross-validated over 5
iterations, after which the model performance for the specific combination of hyperparameters is
reported. This process is repeated 500 times for each model, meaning that 500 different hyper-
parameter combinations are evaluated. Due to computation times, it is not possible to evaluate
more than 500 random combinations with 5-fold cross validation, as this is too time-intensive due
to the computational power constraints. This lower number of cross validations could lead to a
higher standard deviation for the performance benchmarks when the model is unstable. However,
as the goal of this section is exploring different hyperparameter combinations, a larger search space
is deemed more important than a (potentially) lower standard deviation.

For each different model, its best performance found in the hyperparameter tuning process
is reported in Table 8.7. The full results of the hyperparameter tuning process, including the
performance scores, their standard deviations and the hyperparameters for the top 50 of each
model, can be found in appendix B.5.

Table 8.7 shows that the best performing model after hyperparameter tuning is the extreme
gradient boosting (XGB) model. To elaborate, this model has the highest AUCpg of all models
and outperforms all other models that have been evaluated. Therefore, this model and the optimal
set of hyperparameters (appendix B.14) found in this section, are selected for threshold tuning in
the next step.
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Table 8.7
Performance scores of the best performing models after
hyperparameter tuning

Model Accuracy Precision Recall F1 AUCp,

XGB 0.900 0.933 0.733 0.821  0.910
GBT 0.893 0.911 0.727  0.808  0.904
RF 0.895 0.956 0.696 0.805  0.898
ADA 0.884 0.868 0.739 0.798  0.881
DT 0.846 0.775 0.715 0.744  0.823
MLP 0.747 0.611 0.547 0.572  0.625

Note. With AUCpR as the area under the precision recall curve.

8.4 Threshold Tuning

As explained in section 3.2.2, the precision recall curve represents the trade off between the pre-
cision and recall score for each threshold. All models in the previous sections were evaluated on
their AUCpg. Recall that a higher AUCpg indicates that a higher F'1 score can be achieved after
threshold tuning. Now that the best model and its optimal hyperparameters according to the
AUCpp are found, it is time to investigate the optimal threshold. Specifically, different thresholds
and their corresponding precision and recall scores are evaluated in the form of the F1 score.
Subsequently, after investigating the F1 score at each threshold, the best threshold is chosen. Just
as in most of the previous experiments, the thresholds are cross-validated over 50 iterations. In
Figure 8.2 a plot of one of the 50 iterations is shown, to illustrate the process. In each iteration
an optimal threshold is found (marked with 'Best’ in Figure 8.2) together with its corresponding
F1 score, of which the mean and standard deviation over 50 iterations is calculated.

Figure 8.2
lllustration of the results of an individual iteration of the threshold
tuning process
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The results of the threshold tuning process are shown in Table 8.8 and the full results including
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the standard deviations are shown in appendix B.20.

Table 8.8
Results for threshold tuning

Model Acc Pr Re F1 T
XGB 0902 0.888 0.795 0.837 0.283

Note. With T as the optimal threshold

Table 8.8 shows that the optimal F1 score after threshold tuning is 0.837, which is higher than
the initial F1 score of 0.821 found after hyperparameter tuning (Table 8.7). The threshold that
corresponds to this F1 score is 0.283.

This results implies that with the optimal model and threshold found, no further modeling is
necessary. However, as can be seen in Table 8.8, this optimal F1 score is associated with a recall
score that is lower than the precision score. Consequently, the number of false negatives with
respect to the true positives, is higher than the number of false positives with respect to the true
positives.

When looking at this result from the turnover perspective, the following can be concluded:
With the current threshold, the model slightly favours classifying employees that leave as not
leaving (FN), instead of classifying employees that do not leave as leaving (FP). Relating this
behavior to turnover costs, false negatives are more costly to the company than false positives, in
other words, the cost of turnover is higher than the cost of retention per employee (sections 6.1 &
6.2). Therefore, it could be beneficial to scale the importance of precision and recall by their cost
ratio. Resulting in a threshold that optimizes the cost in terms of precision and recall.

In order to accurately represent the cost ratio between false positives and false negatives, the
Fg score is used (equation 3.13). In this generalized version of the F1 score, the importance of
recall in terms of precision can be defined as . Specifically, 3 is defined as the cost ratio between
a false negative and a false positive classification. The turnover and retention costs determined in
sections 6.1 & 6.2 are used to determine this ratio as follows:

The cost of a false negative is equal to the cost of a turnover. Moreover, the cost of a false
positive is equal to the cost retention. Using these costs figures, [ is defined as § = 7.92, so that
[ balances the importance of the precision and recall scores with respect to their costs.

As a next step, the Fg score with a § of 7.92 is used to determine the threshold that balances
the costs of turnover and retention. The results of the threshold tuning are shown in Table 8.9,
with the full results including the standard deviations shown in appendix B.21.

Table 8.9
Results for threshold tuning that balances the
cost of misclassifications

Model Acc Pr Re F7.92 T
XGB 0.421 0.354 0.999 0.971 0.001

Note. With T as the optimal threshold

Table 8.9 shows that the optimal threshold when balancing precision and recall is 0.001. This
threshold is so low, that it causes the model to identify nearly every sample as turnover, as shown
by the near perfect recall score. Additionally, the precision score associated with this recall score
is one of the lowest possible scores, as shown in Figure 8.2. Moreover, the accuracy score shows
that the model has difficulty in classifying samples correctly when using this threshold.

To conclude, the model threshold that balances the cost of turnover and retention has no
practical use. It identifies nearly every employee at risk of turning over, due to the high costs
associated with turnover as opposed to retention. For this reason, the threshold of 0.283, associated
with the optimal F1 score is chosen for the final model.
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8.5 Relating Model Performance to Turnover

This section has been removed for confidentiality reasons.
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Chapter 9

Interpretation

This chapter discusses how the model built in chapter 8 is interpreted on a global level (test data)
and individual level, so that it can be used for employee retention strategies. Specifically, section
9.1 describes the interpretation of turnover characteristics within the test set as a whole, and
section 9.2 discusses the interpretation of two individual classifications.

9.1 Global Interpretation

When dealing with employee turnover, it is important to identify the employees at risk so that
the HR-department and the supervisor are aware of the turnover intentions of specific employees.
However, the knowledge that an employee will leave the company is only part of the solution, as
the sole identification will not retain the employee. Therefore, in this section, a closer look is taken
at how the different features contribute to turnover and non-turnover classification for the test
data. These insights on general turnover intentions amongst employees, can be used for global
retention strategies.

In order to interpret the final model from chapter 8, the following steps are taken. The dataset
is split into a stratified train (80%) and test (20%) set, after which the aforementioned model is
trained on the train data and classifications for turnover are made using the test set. Thereafter,
the SHAP values for each feature for each individual classification are calculated. A positive SHAP
value indicates that a feature has a contribution to a turnover classification, whereas a negative
SHAP value contributes to a non-turnover classification. Moreover, the size of the SHAP value
indicates the impact of the feature on the final prediction in log odds. The results of this analysis
are shown in Figure 9.1.

To elaborate, Figure 9.1 shows all features included in the final model on the y-axis and the
corresponding SHAP values on the x-axis for each individual classification. Negative SHAP values
have a negative contribution to turnover, or in other words, a positive contribution to retention.
Positive SHAP values have a positive contribution to turnover. Moreover, the original values of the
individual classifications are represented with a color, ranging from low (blue) to high (red). Some
features are abbreviated, the full names of these features can be found in the list of abbreviations.
The features are ranked on their importance as determined by SHAP, with the most important
feature highest on the y-axis and the least important lowest.

When interpreting the model to use it for employee retention purposes, it is important to make
the distinction between two types of features. The difference between these two types of features is
whether they can be influenced by the company or not. Examples of features that can be influenced
are salary increase in the last 12 months (SALI-L12M), and job freedom & responsibility (JFR).
Examples of features that cannot be influenced are features that describe an employee, such as
demographics. These features are important for the background of the employee, but cannot be
used for retention. For this reason, the focus of the interpretation is on features that the company
can actively use for intervention.
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Figure 9.1

Overview of the SHAP values when interpreting the test data

JFR

CDL

15

tenure

TH

age

COSA
SI-L12M
V-L3M

role

e

gender
Ow-L12M
OW-L3M
SI-L3M
PM-L12M
MNA

FG

SP

Loc-Den Haag
Lo5-0S
Ow-LeM
LoS-A&A
SALI-L1ZM
Lo5-BA
ms-G

AH

SI-L6M
Lo5-A&B
ms-0
Loc-Rijswijk
Loc-Tilburg
Loc-AadR
Loc-Apeldoorn
CS-L3M
CS-L6M
Loc-Utrecht
Loc-Amstelveen
Loc-Armhem
UL-L12M
LI-L6M

ms-S
Loc-Rotterdam
LoS-Advisory
Loc-Eindhoven
Loc-Groningen
Loc-Breda

——

SHAP Summary

-

eElEmes mac ot

L= eo¥ wv "~ _ 1]

¢ (T}
- gl e - LR

SHAP value (impact on model output)

Note. Negative SHAP values contribute to retention, whereas positive SHAP values contribute to turnover.

Four features are included in the model that the company uses to measure employee satisfaction
and working environment. Currently, those features are used by the company to monitor the
different departments at different locations and make adjustments when needed. For this reason,
these features can be very suitable for intervention strategies, as they are already used as a guide for
change. Two of these features are the job freedom & responsibility (JFR), and culture diversity
& leadership (CDL). When looking at Figure 9.1, it becomes clear that a low JFR or CDL is
generally associated with a positive contribution to the turnover of an employee. Moreover, a high
JFR or CDL, does not guarantee a positive contribution to retention, as indicated by the high
valued features scattered along the whole x-axis. For the company satisfaction (COSA) feature
this contribution is more straightforward. A high COSA has a positive effect on retention, whereas
lower values are associated with a lower effect on retention or even a contribution to turnover.
Lastly, the job searching (JS) feature has a similar effect on turnover. When JS is low, and thus
not many employees in a department have been looking for a new job, a positive effect on retention
is found. Contrastingly, a high value for JS does not always lead to turnover, as shown by the high

47

High

Feature value



CHAPTER 9. INTERPRETATION

valued features both on the left and right side of the center. To conclude, for all four features, a
low value has a clear interaction with either retention (JS) or turnover (JFR, CDL and COSA).
When the feature values are high, the contribution is not straightforward and differs on a case by
case basis.

In the dataset, three features associated with overwork are included. Overwork in the last
three months (OW-L3M), overwork in the last 6 months (OW-L6M) and overwork in the last 12
months (OW-L12M), each indicating if an employee did (1) or did not (0) work overtime in the
last 3, 6 or 12 months. When looking at these three features in Figure 9.1 some interesting effects
become clear. To start, when an employee worked overtime in the last three months, and thus
the values for OW-L3M are high, a positive effect on employee retention is found. This finding
indicates that recent overwork shows that the employee is committed to the company. Moreover,
when inspecting OW-L6M and OW-L12M this effect seems to flip, with overwork having a positive
effect on turnover instead of retention. Additionally, for OW-L12M the effect on turnover seems
to be more pronounced and severe as opposed to OW-L6M, showing that the positive relationship
between overwork and turnover becomes stronger when a longer aggregation period is used.

As mentioned in section 6.2, financial compensation and growth are identified in the literature
as an important tool for retention. Therefore, it is important to investigate the effects of related
features on turnover and retention in this specific dataset. To start, whenever an employee received
a promotion in the last 12 months (PM-L12M) a positive effect on turnover is found, whereas no
promotion is associated with a positive effect on retention. This finding can be explained by the
fact that senior employees that are with the company for a long time, cannot grow further as they
hit their, so-called, professional ceiling. Employees that already received a promotion, could be
inclined to use this promotion to negotiate a better contract at a new employer. Salary increase
in the last 12 months (SALI-L12M), has exactly the opposite effect on turnover. An increase
in salary has a small but positive effect on retention, whereas no salary increase contributes to
turnover by a large extend. A reason for this effect could be the following. Normally employees
receive a salary increase each 12 months, making it something that employees expect to happen
and thus only having a small positive effect on retention. However, whenever an employee does
not receive a salary increase, a strong negative signal is given to the employee, contributing to the
turnover intentions. Lastly, each employee has a current salary described by their salary tier (FG)
and their salary position withing this tier (SP). A high salary tier and a high salary position are
both associated with a positive effect on retention, whereas no clear effect on turnover or retention
is found when the salary position or tier are low. This finding indicates that highly rewarded
employees are more likely to stay. To elaborate, employees enter the company on low salary
positions and at the beginning of a scale, so a higher FG and SP is often associated with more
senior employees, indicating that senior employees are less likely to leave than junior employees.

Lastly, five features related to employees who had to take time off because of health related
issues are included in the model. These features are split into short sick leave in the last 3, 6
and 12 months (SI-L3M, SI-L6M and SI-L12M) and long sick leave in the last 6 and 12 months
(LI-L6M and LI-L12M). All three short sick leave features show a clear pattern: no short illness
contributes to retention, whereas sick leave contributes to turnover for all three time horizons.
For the two long sick leave features, no clear effect is found: no long sick leave has a very minor
contribution to either turnover or retention, whereas long sick contributes to retention in most
cases but not for all cases. Generally, short and long sick can have many different causes that the
company has no influence on. An exception is when the sick leave is caused by a work related
issue like a burnout, in this case the company can, and should, take action.

As mentioned previously in this section, some features are included that the company cannot
influence. These features, however, can still provide important insights for the company regarding
general trends. To elaborate, Figure 9.1 shows that young people are more likely to leave than older
people and that males are more likely to leave than females. Even though these features cannot be
influenced by the company, as they are demographics, they still show what current turnover trends
are. Moreover, retention strategies such as employee engagement programs for young males could
still positively affect employee retention merely by making an effort to retain employees with these
demographics (Pandita & Ray, 2018). Furthermore, if a company location has a positive effect
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on turnover, the HR-department could investigate this location for potential problems leading to
increased turnover. To conclude, features that cannot be influenced by the company, can still be
used to provide insights in turnover trends, guiding general retention strategies.

9.2 Individual Interpretation

The global turnover trends discussed in section 9.1 yield important guidelines for global retention
strategies. However, since the model identifies individuals that are at risk of turnover, individual
retention strategies can be employed as well. Depending on the case, individual retention inter-
ventions might be preferred, as they are specialized exactly for the needs of the employee.

To illustrate how SHAP can be used to gain insights into employee turnover, the SHAP values
for a non-turnover and turnover case are shown in figures 9.2 and 9.3 respectively. In these figures
the features ranked from most to least important are shown on the y-axis together with the
corresponding SHAP values in log odds the on x-axis. Blue bars contribute to retention whereas
red bars contribute to turnover, with no correspondence to the actual feature values. Moreover,
each bar corresponds to an individual point plotted in Figure 9.1.

Figure 9.2
Ezxample of the individual feature interpretation for an employee that does not leave the company

SHAP values for an individual non-turnover case
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When looking at the non-turnover case shown in Figure 9.2 it becomes clear that four fea-
tures have a major contribution to the retention of this employee. Namely, its total hours (TH),
age, overwork in the last 12 months (OW-L12M) and tenure. Moreover, 10 features have some
contribution to turnover, but not enough to fully classify this person at risk of turnover.

Figure 9.3
Ezxample of the individual feature interpretation for an employee that does leave the company

SHAP values for an individual turnover case

JFR

Js

CDL

role

SI-L12M
OW-L12M

TH

UL-L12M

gender

tenure

COSA

V-L3M

FG
Loc-Amstelveen
OW-L3M

age

PM-L12M

Lo5-05

LoS-A&A

g

SI-L3M
Loc-Tilburg
Loc-Den Haag

ms-G

NA

LoS-BA

SALI-L12M

Loc-Breda

~SP

Loc-Groningen

LoS-A&B

Loc-Rotterdam

Loc-AadR

ms-0

SI-L6M

C5-L6M

Loc-Eindhoven

Loc-Apeldoorn

ms-S
LoS-Advisor
Loc-Rijswij

Loc-Arnhem

OW-L6M

C5-L3M

Loc-Utrecht

AH

Lo5-CS
LI-L12M
LI-L6M

T T
0.0 0.5 1.0 15 2.0 2.5
SHAP value (impact on model output)

When looking at the turnover case shown in Figure 9.3 it can be seen that three features have a
major contribution to the turnover of this employee. Specifically, its job freedom & responsibility
(JFR), job searching (JS), and culture diversity & leadership (CDL). Moreover, 16 features have
some contribution to retention, but not enough to fully classify this person at no risk of turnover.

When using this information for retention strategies, supervisors or the HR-department can
investigate the individual features that are identified as drivers for turnover of the employee.
Features with a high positive SHAP value have the highest potential to change the outcome of a
classification and are, therefore, the most important to focus on. As a next step, they can relate
these feature to the trend in the global population (Figure 9.1), to identify if the effect is part of
a more global problem. Moreover, they can inspect the actual values of the features and compare
those to company standards or direct colleagues. OW-L12M for example, is a driver for retention
for the non-turnover employee, whereas it is a driver for turnover for the turnover employee. If
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both employees in the example were to be direct colleagues, overwork hours could be compared
and problems could be identified.

To conclude, the global and individual insights can help supervisors and the HR-department to
identify potential problems with a department, individual, location or the whole company. Since
the supervisors and HR-department are experts on their employees and the working environment,
they can use these insights to implement interventions that they deem appropriate for the specific
situation.
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Chapter 10

Conclusion

This chapter discusses the overall conclusion of this thesis. Specifically, section 10.1 presents the
answers to the main research question and the four sub-research questions. Section 10.2 discusses
the relevance of the thesis with respect to the scientific contributions and the company relevance.
Section 10.3 highlights the ethical considerations that should be taken into account in the context
of this thesis. Section 10.4 elaborates on the limitations that this this faces and section 10.5
presents some direction for future research based on the findings in this thesis.

10.1 Key Findings

As stated in section 2.2, the goal of this thesis is to provide the company with insights into the
turnover problem by developing a machine learning model that can classify employees at risk
of leaving the company. Moreover, the goal is to provide means to interpret this model, so that
actionable insights can be obtained for individual and global retention strategies. In order to obtain
this goal, a main research question was formulated together with several sub-research questions in
sections 2.3 & 2.4. In this section, the findings of the thesis are related to each of the sub-research
questions, after which these findings are related to the main research question.

1. What are the current costs associated with employee turnover and employee retention?
This section has been removed for confidentiality reasons.
2. How to identify future turnover and its causes using machine learning techniques?

To identify future employee turnover using historical employee turnover data, some steps need
to be taken. To start, a dataset needs to be aggregated using the last 13 period entries of each
employee in the dataset, after the removal of unwanted entries. Within these last 13 periods, 12
periods are used as training data, whereas the last period is used to determine if an employee left
the company or not. This dataset can be optimized by removing unnecessary features, that create
noise or simply have no meaningful contribution to the final prediction. Using this optimized
dataset, an extreme gradient boosting model can be trained, as this model proves to provide the
best performance out of all six models that are evaluated. In order to balance the false negative
and false positive classifications of this model, a threshold of 0.283 can be used.

Lastly, since the extreme gradient boosting model is a black box model, the causes for turnover
can be identified using SHAP. This algorithm and the causes for turnover are discussed in detail
in sub-research question 4.

8. How do models trained on pandemic data and non-pandemic data compare?

Models trained on pandemic and non-pandemic data have a large difference in performance. Spe-
cifically, a model trained on non-pandemic data has a higher performance than one trained on
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pandemic data. Moreover, performance of the model trained on pandemic data seems to improve
when more non-pandemic data is introduced. Therefore, it can be concluded that the pandemic
dataset might have an insufficient amount of training data due to the short period it covers. Ad-
ditionally, introducing non-pandemic data into the pandemic dataset provides the model with a
greater variety of turnover samples, which improves its classification capabilities. Therefore, a
model is trained on the full dataset, resulting in a vast improvement in performance over both the
pandemic and non-pandemic datasets. To conclude, splitting the dataset reduces performance in
both splits with the largest performance drop in the split with the least amount of samples. Thus,
using the full dataset without split is preferred.

4. How can supervisors and the HR-department interpret the output of the model, such that it
can be used for intervention strategies?

Supervisors and the HR-department can use the output of the model together with the correspond-
ing SHAP values for global and individual intervention strategies. For global retention strategies,
they can use the classifications of the model, to get information on who is going to leave to com-
pany. Additionally, they can use the global summary provided by SHAP to investigate global
drivers for turnover. Subsequently, they can implement measures that target these drivers in
order to increase retention.

On an individual level, supervisors and the HR-department can investigate each turnover
classification for its main drivers. Specifically, when a supervisor gets notified that someone in
one of his teams might leave, he can use the drivers provided by SHAP for intervention strategies
that are tailored to the individual. An individual intervention can have different effects than a
global intervention, as the intervention is catered to the exact needs of the employee. Moreover,
when the intervention is implemented by a supervisor that knows the employee, the supervisor
can employ his own expertise to accurately create an appropriate intervention for the employee.

Lastly, because SHAP values are additive, supervisors and the HR-department can also easily
add the individual SHAP values of different sub-groups to gain specific insights in areas they deem
important. This property makes the output of SHAP very flexible and gives the people working
with the data the specific insights they need.

To conclude, the model identifies employees at risk of turnover and provides insights into the
reasons for turnover using SHAP. These insights can be used to either target a group of employees
with a global intervention or specific employees with an individual intervention. Both intervention
strategies can be used in tandem or alone, based on what the supervisors and HR-department
deem necessary.

How to gain insights into future turnover and apply these insights to reduce
employee turnover costs using historical employee turnover data?

The insights gained in answering each of the four sub-research questions can be used to answer
the main research question. Future turnover can be predicted using an extreme gradient boosting
model trained on the last 13 periods of historic data of each employee, without distinguishing
between pandemic and non-pandemic data. This model classifies the majority of turnover and
non-turnover employees correctly, with a small number of misclassifications. Insights on these
classifications can be gained using SHAP, which shows the impact of each feature on the final
classification. Supervisors and the HR-department can use the classifications and feature con-
tributions for intervention strategies on both a global and individual level to increase employee
retention.

Total retention costs for the last ~5 years are higher than turnover costs. This difference
is rooted in the fact that the costs for retention are incurred for every non-temporary employee,
whereas turnover costs are only incurred for employees that leave the company. Moreover, turnover
costs are currently nearly eight times as high as retention costs when looking at a single employee.

An overall cost reduction can be achieved by using the classifications and interpretations
provided by the model, to specifically target intervention strategies at groups or individuals that
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are at risk of turnover. This strategy will increase the overall retention costs, since most inter-
ventions are of a financial nature. However, this strategy will result in an overall cost reduction
for the following reasons. Firstly, the interventions have more potential to actually convert the
employee, as they are informed and based on insights provided by the model instead of the cur-
rent generic interventions. Secondly, for each employee that is retained, a saving on the turnover
costs is made. However, some employees at risk are not identified by the model, which will incur
turnover costs that cannot be negated. Furthermore, it is assumed that retention strategies are
employed in a way that the employee is unaware of the classification, so that undesired side effects
such as placing the idea of leaving in the employees mind are avoided.

10.2 Relevance

In order to place this thesis into the larger theoretical landscape, the scientific contributions are
discussed in this section. Moreover, the relevance of the thesis for the company is discussed to
highlight the practical implications of this thesis.

10.2.1 Scientific Contribution

This thesis contributes to the scientific literature in a variety of ways. The first contribution to the
literature is a novel holistic approach to the employee turnover problem. Where previous research
only investigated a specific part of the employee turnover problem, this thesis unifies the costs,
identification and interpretation of turnover into one structured holistic approach. Moreover, the
implementation of SHAP for turnover interpretation on a global and individual level is completely
novel.

The second contribution has to do with some minor methodological contributions when apply-
ing machine learning models to the employee turnover problem. Current papers in this research
area terminate the modeling process when finding the optimal model according to the AUCp,
or the ROC-curve. However, in this thesis: two more steps are introduced, threshold tuning and
relating the model back to an actual confusion matrix. Threshold tuning further increases model
performance and the confusion matrix gives practical insights into real world model performance.

The third contribution is the validation and generalization of insights obtained in previous
research. Firstly, this thesis expands the findings of previous research to the financial industry
using novel source data. Moreover, the finding that tree based models perform well on turnover
data is generalized, with a nearly identical model ranking as found in the literature review. The
only exception to this ranking is the AdaBoost model, which performed better than found in the
literature. Secondly, figures on turnover and retention costs are provided together with turnover
rates. Thirdly, the questionnaire proposed by McKinney et al. (2007) is validated through its
implementation in this thesis.

The fourth contribution deals with the insights into the influence of the pandemic on the
employee turnover dataset. Currently, no papers give insight into dealing with pandemic and
non-pandemic turnover data. This thesis shows that using a combination of pandemic and non-
pandemic data, improves model performance as opposed to using two separate models trained on
different datasets.

The fifth and last contribution is of a more practical nature. Currently, the methodology used
is applied to a business case at a specific company. However, the methodology and takeaways
provided in this thesis serve as a backbone for similar research in other areas and are easily
adaptable to different contexts.

10.2.2 Company Relevance

This research is relevant for the company in a variety of ways. Firstly, the research provides insights
into two costs figures that were previously unknown to the company, the costs of retention and
turnover. Specifically, insights are provided into employee retention and turnover costs on a global
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and individual level and a structured method is proposed to measure them. These insights build
a strong business case for the company, showing a clear need for cost reduction with respect to
employee turnover costs.

Secondly, this thesis provides a structured approach on implementing a machine learning model
for the classification of employees at risk of turnover. Specifically, the company can recreate the
steps taken in this research to implement an actual machine learning model into their workflow.
Thirdly, insights into global turnover trends are presented in this thesis. Additionally, guidelines
on how to interpret these trends on an individual and global level are provided, so that they can
be applied to a machine learning model in practice.

Fourthly, some examples are presented on how the insights obtained by model interpretation
can be used to achieve a turnover cost reduction. Moreover, some guidelines when dealing with
the implementation of retention strategies are discussed.

To illustrate, the ideas presented in this research can be used in practice as follows: to start,
the company can continuously measure turnover and retention costs using the methods presented
in the thesis. These measurements will provide insights into the impact of the model in practice
and enhance the currently known cost figures. Moreover, the company can implement the model
presented in this thesis to classify employees at risk of turnover. Whenever an employee is classified
as at risk of turnover, the HR-department and the supervisor are notified of an employee at risk.
Subsequently, they can use SHAP to gain insights into this specific employee, and make efforts to
retain the employee. Lastly, SHAP can be used as a tool to monitor global turnover trends and
those insights can be used for global retention strategies.

10.3 Ethical Considerations

The dataset used consists of personal information, which is very sensitive in nature. In order
to prevent any breaches of personal data, the following measures were taken. Firstly, all data
was pseudonymised so that it was not possible to trace back to actual employees. To elaborate,
employee ID’s were modified, salary numbers were converted to bins and employee locations were
converted to travel times. Secondly, all processing was done in the cloud, so that no sensitive data
left the company’s database, minimizing the risk for any possible data breaches.

Another ethical consideration has to do with the potential future usage of the model discussed
in this thesis. A model that predicts turnover multiple periods ahead could theoretically be used
to evaluate the potential tenure of applicants in a solicitation process. Applicants with a short
potential tenure could be refused based on model classification alone. For the current state of the
model, this misuse is not possible because the model requires at least 13 periods of data. Besides,
not all features that the model requires are known to the company in the application phase of
the potential employee. However, when the model is developed further in the future, this issue
requires careful handling, as it would be unethical to refuse employees based on potential tenure
alone.

10.4 Limitations

Despite that the research in this thesis was conducted with attention to detail and scientific
integrity, still some limitations apply. These limitations are highlighted in this section.

The first limitation has to do with the calculation of the total cost reduction associated with
employee turnover reduction. With the current insights some global conclusions can be made,
however, these insights are limited by some essential data which is missing. In order to accurately
estimate the cost reduction that can be achieved per employee, data is needed on the conversion
rates of various retention strategies and the effect of a retention budget on these conversion rates.
Moreover, it is likely that not every employee can be retained, irrespective of the efforts made
by the company. Applying the costs of retention and the corresponding conversion rates to the
output of the model will provide more detailed insights into the overall cost reduction.
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Related to the limited insights into the conversion rates and retention costs of individual em-
ployees, are limited insights into the turnover costs on an individual level. In this thesis estimates
of the costs of turnover for different employees are aggregated into a single turnover costs figure
all employees. The reason for the usage of this aggregated cost figure is that it is not possible to
accurately determine the costs of each employee that left the company in the last five years. In
practice however, different employees have different turnover costs depending on their seniority
level and role within the company.

Another limitation is that the model predictions are memoryless. Whenever an employee is
classified as a turnover case, the company will likely invest in the retention of this employee.
However, the interventions implemented by the company to retain the employee might not have
an instant effect. When new data becomes available in the next period, the model makes new
classifications and could classify the same employee as a potential turnover case again. Executing
new retention efforts based on this classification is possibly a waste of resources, since the results
of retention strategies could be subject to delay.

A limitation with respect to the future usability of the model is also encountered. This thesis
relies on the assumption that past turnover behavior is representative for future turnover behavior.
It is likely that this assumption holds for the near future, since the company is very stable.
However, potential business decisions such as a restructuring of the company, and diversification
into new markets, could change the company culture in such a way that past data is no longer
representative for future turnover.

Lastly, three limitations with respect to the modeling and interpretation are present. Firstly,
cross-validation for hyperparameter tuning is limited by computational power and time. When
more time or computational power is available, more combinations of hyperparameters can be
evaluated with more validation iterations. Subsequently, evaluating more hyperparameter com-
binations could potentially lead to undiscovered parameters with higher performance. Secondly,
RFECYV is employed for feature selection, which is inherently unstable in its output. Specifically,
the output of RFECV can change depending on the order in which the features are dropped, for
the reasons explained in section 3.3. This effect is minimized by using a large amount of cross-
validations, but without evaluating all different feature permutations, some instability will always
be present. Thirdly, the SHAP plots in chapter 9 present the SHAP values of the features in log
odds. Actual probabilities would be more helpful when relating the values to insights, however,
the current implementation of SHAP does not support this.

10.5 Future Research

In addition to the key findings and the limitations discussed in the previous sections, this thesis
also revealed some suggestions for future research. This section discusses these suggestions.

As mentioned in section 10.4, in order to accurately estimate the cost reduction that can be
achieved, more insights are needed. Specifically, future research could investigate the effects of
different retention budgets on the probability to retain an employee. Additionally, this budget
could be related to the various retention strategies evaluated in previous research.

Related to the research area mentioned in the previous paragraph, future research could focus
on optimizing the retention budget for individual employees. To elaborate, as mentioned in section
10.4, depending on the type of employee different turnover costs are incurred. To address this
imbalance, future research could focus on establishing a balance between this individual turnover
cost and a proposed retention budget. A retention budget which is higher than the costs of
turnover would not make sense from a financial perspective.

Furthermore, this research proposes a novel method of threshold tuning based on the size of
turnover and retention costs. In its current state, the method failed to provide a useful model.
However, further development of this proposed method in future research could yield interesting
model results when optimizing a model for the balance between turnover and retention costs.

Another area of future research is related to how the research problem is approached. Due
to the nature of employee turnover data, a time aspect is present. Specifically, employees stay
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at the company for a certain period of time, after which they may decide to leave. Because of
these characteristics, this problem could also be approached from a survival analysis perspective.
Future research could investigate the merits of this approach.

Lastly, section 10.4 mentions the limitations associated with the RFECV methods for feature
selection. The problems related to the instability of the methods caused by the order in which the
features are dropped can be addressed using SHAP values for feature importance. Experimental
insights into applying SHAP to RFECV are provided by Garbacz (2020), however, no scientific
research has been conducted on this method yet. In case such research arises in the future, new
opportunities for more reliable feature selection might present themselves.
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Appendix A

Questionnaire

Al

10.

11.

12.

Questionnaire Turnover Cost

. How many hours did you spend on the exit of the employee?

What where the administrative expenses related to the exit of the employee?

What was the loss of productivity in hours caused by the exit of the employee?

How many hours of overwork for colleagues were caused by the exit of the employee?

Has the employee that left already been replaced?
Yes: Go to 6

No: Go to 10

How many hours did you spend on screening new candidates?

Did an employee receive a recruitment bonus for recruiting the new employee?

Did the new employee receive a relocation allowance?

What were the costs associated with formal and informal training of the new employee?

Go to: 12

How many hours do you estimate to spend on screening new candidates?

What do you estimate the costs associated with formal and informal training of the new
employee are going to be?

Go to: 12

What is the turnover loss associated with customers that left together with the employee?
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A.2 Original Questionnaire Turnover Cost 1
6

Figure 3: Public Park and Recreation Costing Employee
Turnover Survey

Human Resource Turnover

Please answer the following questions with the closest possible figure that represents the expense incurred
by your agency. If no expense was incurred during your latest turnover, please respond N/A.

Separation Costs Associated with Departing Employee
1.1 Separation Pay

1.11  Terminal vacation pay $
1.12 Unused sick pay $
1.13  Payment for other fringe benefits $
1.2 Cost of time associated with exit interviews (hours x pay rate) ~ $
1.3 Administrative costs associated with exit $
1.4 Loss of productivity (estimate) $

1.5 Overtime to existing staff required before
replacement staff hired $

Costs Associated with Replacing Employee
2.1 Advertising for replacement $

2.2 Time for management to screen
applications/resumes (hours x pay rate) $

2.3 Interviews

2.31 Number of candidates interviewed candidates
2.32 Number of staff hours involved in interview process hours
2.33 Staff hourly rate of pay $

2.34 Total cost of staff time for interviews $

2.4 Miscellaneous interview expenses

(e.g., transportation, accommodations, meals) $

2.5 Reference/background checks

2.51 Number of hours to check references/background checks hours
2.52 Hourly rate of pay for individual responsible for
completing reference/background checks $
2.53 Total cost of staff time for reference checks $
2.6 Cost of pre-employment testing (drug testing, etc.) $

2.7 Cost of appointment for new hire
2.71 Additional incentives $
2.72 Moving costs $

Costs Associated with Placing/Training New Employee
3.1 Cost of training (literature, formal and informal) $

Thank you for your time and responses.

Source: McKinney et al. (2007)
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Appendix B

Model Performance Benchmarks

B.1 Non-pandemic dataset full results
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Table B.1
Full results for the dataset selection non-pandemic

Acc Oace Pr O py Rc ORec F1 01 AUCPT OAUC

0.987 0.000 0.020 0.140 0.000 0.001 0.000 0.002 0.134 0.021
0.987 0.000 0.100 0.300 0.001 0.002 0.001 0.004 0.139 0.023
0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.132 0.020
0.987 0.000 0.080 0.271 0.001 0.002 0.001 0.003 0.146 0.025
0.987 0.000 0.060 0.237 0.000 0.001 0.001 0.003 0.154 0.030
0.987 0.000 0.200 0.400 0.001 0.003 0.003 0.006 0.148 0.022
0.987 0.000 0.020 0.140 0.000 0.001 0.000 0.002 0.151 0.034
0.987 0.000 0.180 0.384 0.001 0.003 0.003 0.006 0.148 0.022
0.987 0.000 0.050 0.206 0.000 0.001 0.001 0.003 0.167 0.026
0.987 0.000 0.040 0.196 0.000 0.001 0.001 0.002 0.167  0.027
0.987 0.000 0.040 0.196 0.000 0.002 0.001 0.004 0.164 0.027
0.987 0.000 0.060 0.237 0.000 0.002 0.001 0.003 0.163 0.025
0.987 0.000 0.160 0.367 0.001 0.002 0.002 0.005 0.189 0.025
0.987 0.000 0.020 0.140 0.000 0.001 0.000 0.002 0.178 0.032
0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.183 0.028
0.987 0.000 0.140 0.347 0.001 0.002 0.002 0.005 0.191 0.028
0.987 0.000 0.080 0.271 0.001 0.002 0.001 0.003 0.208 0.027
0.987 0.000 0.020 0.140 0.000 0.001 0.000 0.002  0.198 0.037
0.987 0.000 0.200 0.400 0.001 0.003 0.003 0.006 0.198 0.036
0.987 0.000 0.240 0.427 0.002 0.003 0.004 0.007 0.221 0.037
0.987 0.000 0.100 0.300 0.001 0.002 0.001 0.004 0.243 0.033
0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.210 0.031
0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.213 0.036
0.987 0.000 0.140 0.347 0.001 0.002 0.002 0.005  0.235 0.038
0.987 0.000 0.020 0.140 0.000 0.001 0.000 0.002 0.249 0.036
0.987 0.000 0.140 0.347 0.001 0.003 0.002 0.005  0.258 0.040
0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.239 0.040
0.987 0.000 0.020 0.140 0.000 0.001 0.000 0.002  0.245 0.031
0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.265 0.038
0.987 0.000 0.200 0.400 0.002 0.003 0.003 0.006 0.265 0.045
0.987 0.000 0.180 0.384 0.001 0.003 0.003 0.006 0.301 0.042
0.987 0.000 0.020 0.140 0.000 0.001 0.000 0.002  0.260 0.036
0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.288 0.045
0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.283 0.042
0.987 0.000 0.300 0.458 0.003 0.004 0.005 0.008  0.320 0.037
0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.294 0.046
0.987 0.000 0.020 0.140 0.000 0.001 0.000 0.002 0.323 0.037
0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.341 0.042
0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 @ 0.377 0.049

Aggregation Type

Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window 10
Rolling Window 10
Rolling Window 11
Rolling Window 12

© © WO -I~T~J~JTOO OO ULULUTUL IR R WWWWNNNN -~~~ |3

R N e T = S U I I e e U N N R S N O U N R S N N R N N U N S N U S U N N U S

Last Window 12 0.767 0.010 0.685 0.064 0.216 0.033 0.327 0.041  0.552 0.035
Last Window 12 0.768 0.012 0.666 0.078 0.211 0.034 0.319 0.043  0.537 0.042
Last Window 12 0.772 0.010 0.666 0.081 0.193 0.032 0.297 0.040 0.533 0.043
Last Window 12 0.775 0.011 0.655 0.081 0.191 0.039 0.294 0.050 0.519 0.043

Note. Acc = Accuracy, Pr = Precision, Rc = Recall, AUCpr = Area under the precision recall curve. Next to each performance

benchmark its standard deviation (o) is given.
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Table B.2
Results for undersampling the best performing non-pandemic rolling window aggregation

Agge Type R y U, Acc Oace Pr opr Rec ORe F1 ocr1  AUCp, ocauc
RW 12 1 0.02 0.987 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.259 0.048
RW 12 1 0.03 0.987 0.000 0.060 0.237 0.001 0.002 0.001 0.004 0.186 0.031
RW 12 1 0.04 0.987 0.000 0.040 0.196 0.000 0.002 0.001 0.003 0.134 0.025
RW 12 1 0.05 0.987 0.000 0.020 0.140 0.000 0.001 0.000 0.002 0.115 0.022
RW 12 1 0.1 0.987 0.000 0.077 0.248 0.001 0.003 0.002 0.005 0.062 0.011
RW 12 1 0.2 098 0.001 0.113 0.074 0.018 0.013 0.030 0.020  0.046 0.009
RW 12 1 04 0.955 0.006 0.051 0.013 0.141 0.033 0.074 0.017  0.039 0.009
RW 12 1 0.6 0.876 0.011 0.034 0.003 0.319 0.038 0.062 0.006 0.033 0.005
RW 12 1 0.8 0.762 0.012 0.027 0.002 0.496 0.041 0.051 0.004 0.031 0.004
RW 12 1 1 0.647 0.017 0.023 0.001 0.626 0.039 0.044 0.003 0.029 0.005

Note. RW = Rolling Window, U, = Undersampling ratio, Acc = Accuracy, Pr = Precision, Rc = Recall, AUCpgr = Area under

the precision recall curve. Next to each performance benchmark its standard deviation (o) is given.
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B.2 Pandemic dataset full results
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Table B.3
Full results for the dataset selection pandemic

Acc Oace Pr O py Rc ORec F1 01 AUCPT OAUC

0.991 0.000 0.520 0.500 0.016 0.017 0.031 0.033  0.085 0.039
0.991 0.000 0.080 0.271 0.002 0.007 0.004 0.014 0.063 0.031
0.990 0.000 0.200 0.400 0.006 0.011 0.011 0.022  0.070 0.030
0.990 0.000 0.260 0.439 0.008 0.013 0.015 0.026 0.061 0.026
0.991 0.000 0.220 0.414 0.006 0.011 0.012 0.022  0.064 0.029
0.990 0.000 0.200 0.400 0.006 0.011 0.011 0.022 0.073 0.036
0.990 0.000 0.360 0.480 0.011 0.015 0.021 0.028 0.071 0.027
0.990 0.000 0.300 0.458 0.011 0.016 0.021 0.032  0.070 0.042
0.990 0.000 0.240 0.427 0.007 0.012 0.013 0.023 0.078 0.033
0.990 0.000 0.300 0.458 0.009 0.014 0.018 0.027  0.075 0.030
0.990 0.000 0.380 0.485 0.014 0.017 0.026 0.034 0.071 0.039
0.991 0.000 0.360 0.480 0.017 0.022 0.032 0.043  0.097 0.051
0.990 0.000 0.360 0.480 0.011 0.015 0.021 0.028  0.081 0.036
0.990 0.000 0.300 0.458 0.011 0.016 0.021 0.032 0.078 0.043
0.991 0.000 0.320 0.466 0.015 0.022 0.028 0.042 0.087  0.040
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.069 0.047
0.990 0.000 0.400 0.490 0.014 0.018 0.028 0.034 0.081 0.040
0.991 0.000 0.220 0.414 0.010 0.019 0.020 0.037  0.088 0.047
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.081 0.045
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.040 0.035
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.045 0.043
0.991 0.000 0.380 0.485 0.018 0.023 0.034 0.043 0.094 0.046
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.070 0.041
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.041 0.028
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.040 0.044
0.991 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.029 0.031
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.084 0.048
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.041 0.030
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.031 0.028
0.991 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.020 0.016
0.991 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.012 0.007
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.047 0.036
0.991 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.033 0.023
0.991 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.016 0.008
0.991 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.011 0.006
0.991 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.028 0.023
0.991 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.013 0.009
0.991 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.010 0.005
0.988 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.016 0.006

Aggregation Type

Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window
Rolling Window 10
Rolling Window 10
Rolling Window 11
Rolling Window 12

© © WO -I~T~J~JTOO OO ULULUTUL IR R WWWWNNNN -~~~ |3

R N e T = S U I I e e U N N R S N O U N R S N N R N N U N S N U S U N N U S

Last Window 12 0.899 0.002 0.237 0.364 0.011 0.017 0.020 0.032  0.246 0.048
Last Window 12 0.905 0.003 0.792 0.322 0.049 0.028 0.091 0.051  0.258 0.055
Last Window 12 0.906 0.004 0.697 0.327 0.055 0.033 0.100 0.058  0.255 0.052
Last Window 12 0.909 0.005 0.849 0.226 0.076 0.046 0.137 0.078  0.295 0.059

Note. Acc = Accuracy, Pr = Precision, Rc = Recall, AUCpr = Area under the precision recall curve. Next to each performance

benchmark its standard deviation (o) is given.
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Table B.4
Results for undersampling the best performing pandemic rolling window aggregation

Agg Type R y U, Acc Oace Pr opr Re ORe F1 or1  AUCp, ocavuc
RW 3 4 0.02 0991 0.000 0.300 0.458 0.014 0.021 0.026 0.040 0.061 0.044
RW 3 4 0.03 0991 0.000 0.230 0.415 0.011 0.019 0.021 0.037  0.050 0.030
RW 3 4 0.04 0991 0.000 0.305 0.456 0.015 0.021 0.028 0.040 0.053 0.026
RW 3 4 0.05 0991 0.000 0.267 0.426 0.014 0.021 0.026 0.039 0.044 0.025
RW 3 4 0.1 0990 0.001 0.208 0.304 0.018 0.022 0.033 0.040 0.043 0.027
RW 3 4 0.2 098 0.003 0.080 0.092 0.043 0.036 0.051 0.042 0.040 0.021
RW 3 4 04 0942 0.014 0.036 0.018 0.190 0.091 0.060 0.029 0.031 0.022
RW 3 4 0.6 0854 0.021 0.023 0.006 0.354 0.108 0.043 0.011 0.026 0.012
RW 3 4 0.8 0740 0.028 0.018 0.004 0.493 0.126 0.034 0.008 0.025 0.013
RW 3 4 1 0.633 0.027 0.015 0.002 0.605 0.101 0.030 0.005 0.025 0.013

Note. RW = Rolling Window, U, = Undersampling ratio, Acc = Accuracy, Pr = Precision, Rc = Recall, AUCpr = Area under

the precision recall curve. Next to each performance benchmark its standard deviation (o) is given.
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B.3 Full dataset full results

Table B.5
Full results for the full dataset

Aggregation Type R 'y  Acc Cace Pr opy Re ORe F1 ocr1 AUCp, ocavc
Last Window 12 1 0.890 0.004 0.948 0.011 0.684 0.009 0.795 0.008  0.882 0.004
Last Window 12 2 0.882 0.005 0.949 0.009 0.653 0.014 0.773 0.010 0.882 0.004
Last Window 12 3 0.879 0.004 0.933 0.010 0.646 0.011 0.763 0.009 0.852 0.005
Last Window 12 4 0.897 0.004 0.962 0.010 0.683 0.014 0.799 0.010 0.877 0.004

Note. Acc = Accuracy, Pr = Precision, Rc = Recall, AUCpgr = Area under the precision recall curve. Next to each performance

benchmark its standard deviation (o) is given.
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B.4 Feature selection full results

Table B.6
Full model performance validation after RFECV

Aggregation Type R 'y  Acc Oace Pr opr Re O Re F1 o1 AUCp, ocavuc
Last Window 12 1 0.882 0.004 0.936 0.012 0.665 0.012 0.778 0.009 0.895 0.004

Note. Acc = Accuracy, Pr = Precision, Rc = Recall, AUCpr = Area under the precision recall curve. Next to each performance

benchmark its standard deviation (o) is given.

Table B.7
Resulting feature set from REFECV

Feature names

Total hours Assignment hours Number of assignments
Sick leave short (3 months) Sick leave short (6 months) Sick leave short (12 months)
Sick leave long (6 months) Sick leave long (12 months)  Conducted study (3 months)
Conducted study (6 months) Paid leave (3 months) Unpaid leave (12 months)
Overwork (3 months) Overwork (6 months) Overwork (12 months)
Salary Tier Salary Position Salary increase (12 months)
Age Tenure Promotion (12 months)
Travel time Gender Role

Job freedom & Responsibility — Culture diversity & leadership Company satisfaction
Job searching MS Married MS Unmarried

MS Living togetger LoS Auditing LoS Acountancy

LoS Advisory LoS Tax LoS Central Staff

LoS Support Loc Alphen a/d Rijn Loc Amstelveen

Loc Apeldoorn Loc Arnhem Loc Breda

Loc Den Haag Loc Eindhoven Loc Groningen

Loc Rijswijk Loc Rotterdam Loc Tilburg

Loc Utrecht
Note. The suffix (X months) indicates that this is a binary feature that shows if this occured (1) or not (0) in the
last X periods.
Note. The prefixes MS, LoS and Loc indicate that this is a dumy feature for the features Marital Status, Line of

Service and Location respectively.
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B.5 Hyperparameter tuning full results

Abbreviations for the table headers in this section:

D]Waaz

FMa:r
LNSMa;E

SLsin
E,

B

Alg

n

Sub

L

BO
CBM
CBT
Y
CWhrin
A

SV
HLS
a

AF

Max Depth

Max Features

Max Leaf Nodes

Min Samples Leaf
Min Samples Split
Number of estimators
Bootstrapping
Algorithm

Learning Rate
Subsample

Loss

Booster

Colsample Bylevel
Colsample Bytree
gamma & Minimum loss reduction
Min Child Weight
Lambda & Regularization term
Solver

Hidden Layer Size
Regularization term
Activation Function

Abbreviations for table entries in this section:

mse
fm_mse
dev
exp

Mean Squared Error
Friedman Mean Squared Error
Deviance

Exponential
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Table B.8
Top 50 hyperparameters for hyperparameter tuning with a Decision Tree

Model Criterion Dpyarz  Fryrax LNSpaz SLyin SSwyin  Rank

DT entropy 20 47 None 5 5 1

DT entropy 50 38 None 10 18 2

DT gini 8 None None 11 8 3

DT entropy 6 30 50 6 4 4

DT gini 120 33 50 7 8 5

DT gini 15 49 None 25 5 6

DT gini 15 41 50 8 10 7

DT gini 7 25 None 7 15 8

DT gini 6 49 50 3 18 9

DT gini 9 13 None 5 7 10
DT entropy 15 48 None 24 5 11
DT entropy 11 41 30 4 5 12
DT entropy 90 13 50 6 18 13
DT entropy 50 37 20 3 8 14
DT entropy 8 20 None 3 13 15
DT gini 20 46 50 8 6 16
DT entropy 70 34 None 26 15 17
DT gini 20 36 50 2 6 18
DT gini 10 13 None 2 16 19
DT entropy 12 45 None 29 13 20
DT entropy 8 38 30 26 3 21
DT gini 120 39 30 36 20 22
DT gini 30 46 20 26 14 23
DT gini 9 45 20 5 3 24
DT entropy None 23 50 18 3 25
DT entropy 15 23 50 32 11 26
DT gini 9 32 50 35 20 27
DT gini None 32 20 31 11 28
DT entropy 12 15 50 17 13 29
DT entropy 40 24 30 25 7 30
DT gini 7 47 20 37 15 31
DT gini None 35 30 36 13 32
DT entropy 30 40 20 31 13 33
DT gini 40 22 30 37 17 34
DT gini 5 None 50 14 15 35
DT entropy 7 34 20 36 14 36
DT gini 10 37 None 47 11 37
DT entropy 5 41 30 25 18 38
DT entropy 40 38 20 43 4 39
DT gini 70 44 30 42 10 40
DT entropy 120 48 None 45 12 41
DT entropy 50 12 None 23 4 42
DT entropy 6 21 20 26 18 43
DT entropy 11 42 20 50 5 44
DT entropy 11 31 30 35 13 45
DT gini 6 24 None 23 20 46
DT entropy ) 32 30 33 8 47
DT entropy 6 21 50 9 20 48
DT entropy 150 40 20 56 14 49
DT gini 120 43 30 50 4 50
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Table B.9
Top 50 results for hyperparameter tuning with a Decision Tree

Rank Acc Oace Pr O pyr Re ORec F1 OF1 AUCPT JAUC
1 0.846 0.008 0.775 0.024 0.715 0.011 0.744 0.011 0.823 0.012
2 0.846 0.004 0.797 0.013 0.678 0.019 0.732 0.009 0.819 0.004
3 0.850 0.019 0.840 0.038 0.642 0.040 0.728 0.038 0.816 0.023
4 0.839 0.022 0.874 0.087 0.573 0.035 0.689 0.034 0.810 0.042
) 0.861 0.012 0.866 0.036 0.656 0.021 0.746 0.019 0.808 0.021
6 0.851 0.020 0.860 0.063 0.628 0.028 0.725 0.030 0.806 0.025
7 0.848 0.013 0.817 0.040 0.663 0.020 0.731 0.019 0.802 0.022
8 0.847 0.012 0.862 0.027 0.609 0.043 0.713 0.029 0.801 0.021
9 0.847 0.008 0.900 0.021 0.575 0.021 0.702 0.017  0.799 0.020
10 0.844 0.028 0.837 0.069 0.622 0.047 0.713 0.051 0.799 0.040
11 0.842 0.011 0.829 0.025 0.623 0.023 0.711 0.021 0.799 0.031
12 0.860 0.012 0.925 0.033 0.599 0.025 0.727 0.025 0.799 0.030
13 0.850 0.016 0.867 0.034 0.611 0.033 0.717 0.033  0.796 0.041
14 0.855 0.007 0.917 0.056 0.592 0.036 0.717 0.013 0.794 0.011
15 0.844 0.008 0.892 0.047 0.573 0.034 0.696 0.018 0.792 0.017
16 0.852 0.011 0.833 0.017 0.655 0.030 0.733 0.023 0.791 0.040
17 0.832 0.016 0.803 0.013 0.611 0.053 0.693 0.038 0.790 0.033
18 0.874 0.012 0.917 0.021 0.653 0.028 0.763 0.025  0.788 0.027
19 0.837 0.013 0.817 0.037 0.617 0.050 0.701 0.032 0.784 0.020
20 0.830 0.012 0.827 0.049 0.579 0.039 0.679 0.024 0.784 0.025
21 0.836 0.019 0.852 0.050 0.575 0.039 0.686 0.037 0.778 0.029
22 0.831 0.015 0.838 0.046 0.573 0.057 0.678 0.037 0.776 0.033
23 0.849 0.009 0.897 0.016 0.583 0.032 0.706 0.024  0.776 0.011
24 0.851 0.015 0.894 0.048 0.595 0.020 0.714 0.027 0.775 0.024
25 0.830 0.014 0.822 0.040 0.580 0.015 0.680 0.022 0.774 0.036
26 0.833 0.023 0.826 0.059 0.591 0.049 0.688 0.045 0.772 0.048
27 0.821 0.026 0.783 0.073 0.596 0.023 0.676 0.040 0.770 0.029
28 0.835 0.017 0.831 0.034 0.595 0.070 0.690 0.045 0.770 0.034
29 0.819 0.018 0.798 0.033 0.563 0.047 0.660 0.039 0.768 0.034
30 0.826 0.027 0.826 0.051 0.560 0.076 0.665 0.063 0.766 0.043
31 0.831 0.014 0.848 0.039 0.561 0.030 0.675 0.027 0.765 0.025
32 0.819 0.020 0.783 0.033 0.581 0.055 0.667 0.044 0.763 0.030
33 0.836 0.021 0.854 0.048 0.575 0.064 0.685 0.060 0.759 0.036
34 0.819 0.020 0.818 0.049 0.541 0.064 0.649 0.047 0.739 0.025
35 0.832 0.010 0.857 0.034 0.555 0.016 0.673 0.017 0.739 0.026
36 0.827 0.006 0.806 0.024 0.586 0.038 0.678 0.021 0.757 0.013
37 0.809 0.008 0.774 0.054 0.559 0.044 0.645 0.009 0.756 0.028
38 0.821 0.021 0.832 0.071 0.544 0.048 0.655 0.038 0.755 0.036
39 0.813 0.015 0.815 0.028 0.519 0.049 0.633 0.041 0.754 0.029
40 0.819 0.013 0.786 0.041 0.581 0.012 0.668 0.018 0.754 0.027
41 0.814 0.018 0.805 0.058 0.534 0.032 0.641 0.033 0.753 0.043
42 0.817 0.020 0.779 0.020 0.577 0.073 0.660 0.055 0.753 0.060
43 0.822 0.017 0.887 0.055 0.498 0.070 0.633 0.052 0.753 0.033
44 0.820 0.009 0.836 0.036 0.528 0.027 0.646 0.020 0.753 0.025
45 0.818 0.015 0.800 0.050 0.559 0.031 0.657 0.026  0.749 0.031
46 0.812 0.015 0.810 0.045 0.523 0.048 0.634 0.039 0.748 0.023
47 0.808 0.034 0.793 0.112 0.538 0.047 0.637 0.051 0.747 0.035
48 0.811 0.035 0.799 0.101 0.544 0.102 0.639 0.077 0.746 0.046
49 0.800 0.016 0.765 0.026 0.520 0.071 0.616 0.047 0.746 0.025
50 0.815 0.019 0.802 0.062 0.544 0.024 0.647 0.029 0.745 0.038
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Table B.10
Top 50 hyperparameters for hyperparameter tuning with a Random Forest

Model Criterion Dpyrar  Frtaw LNSyaz SLain SSwmin En B Rank
RF entropy 40 32 None 2 10 100 TRUE 1
RF entropy 9 20 50 4 19 159 TRUE 2
RF gini 90 43 50 5 5 160 TRUE 3
RF entropy 40 24 50 10 19 496 FALSE 4
RF gini 50 29 30 3 19 364 TRUE 5
RF gini 10 38 30 1 8 448 TRUE 6
RF entropy 50 10 50 6 19 105 TRUE 7
RF gini 30 31 None 10 12 305 TRUE 8
RF entropy 40 6 None 12 12 471 FALSE 9
RF entropy 150 43 None 13 2 437 TRUE 10
RF gini 150 16 30 6 9 341 FALSE 11
RF gini 10 23 30 4 11 314 TRUE 12
RF entropy 20 49 50 13 7 486 TRUE 13
RF gini 150 35 None 12 16 415 TRUE 14
RF gini 70 49 50 17 3 163 TRUE 15
RF entropy 15 36 50 22 11 412 TRUE 16
RF gini 30 17 20 1 4 466 FALSE 17
RF gini None 31 50 28 18 223 FALSE 18
RF entropy 50 21 None 31 15 382 FALSE 19
RF gini 120 17 None 29 16 463 FALSE 20
RF gini 120 38 30 18 8 128 TRUE 21
RF gini 12 22 30 18 3 458 TRUE 22
RF gini 15 8 30 18 8 475 FALSE 23
RF entropy 20 22 20 17 11 120 FALSE 24
RF gini 50 29 50 34 3 235 FALSE 25
RF gini 20 15 30 17 10 158 TRUE 26
RF gini ) 15 30 3 15 197 FALSE 27
RF entropy 7 sqrt 50 11 5 418 TRUE 28
RF entropy 70 25 None 36 16 256 FALSE 29
RF entropy 10 38 30 27 19 490 TRUE 30
RF gini 70 47 20 17 20 342 TRUE 31
RF entropy 11 36 20 24 16 340 TRUE 32
RF gini 70 43 30 9 3 310 FALSE 33
RF entropy 8 28 30 30 9 134 TRUE 34
RF gini 15 26 None 42 2 483 FALSE 35
RF gini 10 22 50 42 6 426 FALSE 36
RF entropy 7 6 30 23 14 329 FALSE 37
RF gini 120 43 50 27 12 475 FALSE 38
RF gini 70 19 30 42 17 173  FALSE 39
RF gini 120 48 None 28 13 114 TRUE 40
RF gini 12 18 None 28 7 387 TRUE 41
RF gini 50 29 30 41 10 454 FALSE 42
RF gini 30 3 None 18 8 195 FALSE 43
RF entropy 11 auto 30 32 15 313 FALSE 44
RF gini 50 8 20 29 11 256 FALSE 45
RF gini None 3 30 14 2 382 FALSE 46
RF gini 5 19 50 32 17 338 FALSE 47
RF entropy 6 36 30 40 5 487 FALSE 48
RF gini 120 3 None 21 15 384 FALSE 49
RF gini 40 48 None 13 12 179 FALSE 50
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Table B.11
Top 50 results for hyperparameter tuning with a Random Forest

Rank Acc Oace Pr O pyr Re ORec F1 OF1 AUCPT JAUC
1 0.895 0.011 0.956 0.017 0.696 0.040 0.805 0.025  0.898 0.022
2 0.881 0.014 0.957 0.017 0.646 0.037 0.771 0.030 0.881 0.030
3 0.879 0.011 0.951 0.022 0.645 0.035 0.768 0.025 0.881 0.027
4 0.883 0.014 0.955 0.018 0.657 0.043 0.777 0.031 0.880 0.025
) 0.875 0.010 0.955 0.021 0.630 0.025 0.759 0.021 0.877 0.029
6 0.877 0.010 0.957 0.020 0.635 0.026 0.763 0.022 0.876 0.029
7 0.872 0.014 0.952 0.014 0.622 0.038 0.752 0.032 0.875 0.033
8 0.877 0.013 0.945 0.017 0.644 0.037 0.765 0.029 0.873 0.032
9 0.867 0.018 0.933 0.028 0.617 0.045 0.742 0.040 0.872 0.033
10 0.876 0.015 0.937 0.010 0.646 0.045 0.764 0.034 0.872 0.030
11 0.876 0.012 0.955 0.020 0.632 0.032 0.760 0.027 0.872 0.030
12 0.875 0.010 0.953 0.018 0.630 0.029 0.759 0.023 0.871 0.030
13 0.874 0.014 0.940 0.010 0.638 0.045 0.759 0.034 0.871 0.029
14 0.875 0.015 0.948 0.019 0.635 0.044 0.760 0.035 0.871 0.034
15 0.868 0.013 0.938 0.014 0.619 0.039 0.745 0.031 0.857 0.032
16 0.868 0.011 0.935 0.012 0.618 0.032 0.744 0.026 0.856 0.033
17 0.867 0.012 0.948 0.015 0.608 0.034 0.740 0.028  0.856 0.033
18 0.869 0.013 0.932 0.014 0.624 0.041 0.747 0.031 0.853 0.032
19 0.867 0.013 0.930 0.011 0.620 0.042 0.743 0.032 0.8533 0.034
20 0.867 0.014 0.927 0.014 0.623 0.038 0.745 0.031 0.853 0.036
21 0.864 0.011 0.932 0.014 0.608 0.032 0.735 0.026 0.852 0.033
22 0.865 0.012 0.931 0.017 0.611 0.034 0.737 0.028 0.850 0.035
23 0.852 0.014 0.920 0.030 0.575 0.028 0.708 0.029 0.849 0.033
24 0.859 0.013 0.934 0.013 0.591 0.039 0.723 0.032 0.847 0.032
25 0.865 0.012 0.924 0.009 0.616 0.036 0.739 0.028  0.847 0.035
26 0.858 0.013 0.922 0.024 0.596 0.030 0.724 0.029 0.846 0.034
27 0.854 0.013 0.940 0.024 0.568 0.031 0.708 0.029 0.846 0.031
28 0.845 0.013 0.923 0.025 0.549 0.032 0.688 0.031 0.845 0.034
29 0.863 0.011 0.920 0.016 0.614 0.038 0.735 0.028  0.845 0.033
30 0.861 0.011 0.923 0.014 0.604 0.032 0.730 0.026  0.845 0.032
31 0.857 0.009 0.924 0.016 0.591 0.029 0.720 0.022 0.843 0.033
32 0.861 0.011 0.932 0.016 0.596 0.031 0.727 0.026 0.842 0.032
33 0.863 0.014 0.903 0.023 0.628 0.035 0.741 0.031 0.840 0.013
34 0.852 0.010 0.891 0.024 0.597 0.024 0.715 0.021 0.836 0.031
35 0.859 0.011 0.922 0.018 0.597 0.028 0.725 0.024  0.835 0.033
36 0.855 0.010 0.908 0.018 0.597 0.029 0.720 0.023  0.834 0.033
37 0.836 0.015 0.919 0.034 0.518 0.033 0.662 0.034 0.833 0.033
38 0.861 0.009 0.902 0.021 0.623 0.028 0.737 0.021 0.833 0.025
39 0.850 0.011 0.894 0.027 0.590 0.028 0.710 0.024  0.833 0.036
40 0.849 0.010 0.906 0.015 0.577 0.030 0.704 0.025 0.832 0.035
41 0.847 0.011 0.895 0.031 0.577 0.021 0.701 0.022 0.832 0.035
42 0.860 0.013 0.921 0.015 0.602 0.038 0.727 0.030 0.831 0.033
43 0.813 0.013 0.924 0.039 0437 0.032 0.593 0.034 0.829 0.040
44 0.835 0.016 0.908 0.039 0.523 0.031 0.663 0.034  0.828 0.035
45 0.836 0.015 0.906 0.036 0.530 0.036 0.668 0.035 0.826 0.031
46 0.797 0.015 0.938 0.040 0.372 0.037 0.532 0.043 0.825 0.038
47 0.847 0.013 0.908 0.024 0.566 0.033 0.697 0.029 0.825 0.034
48 0.850 0.016 0.909 0.014 0.578 0.048 0.706 0.039 0.824 0.038
49 0.805 0.016 0.926 0.044 0.408 0.035 0.566 0.041 0.822 0.042
50 0.848 0.011 0.810 0.018 0.670 0.050 0.732 0.028  0.822 0.022
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Table B.12
Top 50 hyperparameters for hyperparameter tuning with a Gradient Boosting Tree

Model Criterion Dyarz  Frtaz SLyin SSymin En  Sub n L  Rank
GBT mse 20 49 7 11 173 0.95 0.075 dev 1
GBT fm_mse 120 40 15 14 285 0.9 0.025 dev 2
GBT mse 7 25 18 8 298 0.85 0.025 dev 3
GBT mse 10 44 15 15 400 0.85 0.15 dev 4
GBT mse 150 9 4 2 426 1 0.05 exp 5
GBT fm_mse None 6 4 7 278  0.85 0.1 dev 6
GBT fm_mse 9 sqrt 22 11 382 0.95 0.075 exp 7
GBT fm_mse 8 24 18 15 358 1 0.3 dev 8
GBT mse 30 11 17 4 473 1 0.01 dev 9
GBT mse 8 12 1 3 103 1 0.3 exp 10
GBT fm_mse 4 40 14 5 494 0.95 0.3 exp 11
GBT fm_mse 10 auto 16 14 229 0.8 0.2 exp 12
GBT mse 6 40 12 16 288 0.7 0.025 exp 13
GBT fm_mse 40 42 2 4 146 0.85 0.05 dev 14
GBT fm_mse 8 36 23 11 290 0.9 0.15 exp 15
GBT mse 90 35 10 13 465 0.85 0.01 exp 16
GBT mse None 47 13 8 465 0.5 0.025 dev 17
GBT fm_mse 9 8 3 4 194 0.9 0.2 exp 18
GBT mse 30 10 14 6 248 1 0.2 dev 19
GBT fm_mse 30 11 21 17 387 1 0.15 dev 20
GBT mse 10 17 10 8 100 1 0.15 exp 21
GBT mse 10 38 18 2 381 0.9 0.4 dev 22
GBT mse 20 31 9 4 216 0.8 0.15 dev 23
GBT fm_mse 150 41 15 3 349 1 0.15 exp 24
GBT fm_mse 12 21 22 16 234 1 0.025 exp 25
GBT fm_mse 120 46 28 2 204 0.9 0.1 exp 26
GBT mse 150 43 1 2 445 0.6 0.025 dev 27
GBT fm_mse 6 45 21 19 257 1 0.6 dev 28
GBT mse 5 37 22 7 482 0.95 0.025 exp 29
GBT fm_mse 4 auto 20 9 497 0.8 0.15 exp 30
GBT fm_mse 3 36 26 7 242 1 0.4  dev 31
GBT mse 40 log2 11 2 483 085 0.2  exp 32
GBT fm_mse 20 12 32 19 413 1 0.025 exp 33
GBT mse 3 38 9 2 249 0.6 0.15 exp 34
GBT fm_mse 10 40 7 12 394 0.5 001 exp 35
GBT fm_mse 40 28 35 10 363 0.9 0.025 exp 36
GBT mse 8 20 16 16 350 1 0.9 exp 37
GBT fm_mse 20 30 26 3 212 095 0.6 exp 38
GBT mse None 9 12 2 252 0.95 0.7 exp 39
GBT mse 11 10 5 11 498 095 0.5 exp 40
GBT mse 11 4 18 9 233 0.8 0.075 exp 41
GBT fm_mse 15 11 15 10 245 095 0.7 dev 42
GBT fm_mse 11 10 14 19 463 0.6 0.15 exp 43
GBT fm_mse 150 29 53 10 445 0.9 0.025 exp 44
GBT mse 6 17 32 20 287 0.8 0.1 dev 45
GBT fm_mse 30 40 51 2 377 0.9 0.05 dev 46
GBT mse 5 48 46 5 487 0.95 0.025 dev 47
GBT fm_mse 40 27 35 19 129 0.9 0.075 exp 48
GBT fm_mse 15 47 20 16 237 0.6 0.025 exp 49
GBT mse 8 29 16 18 116 095 0.5 exp 50
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Table B.13
Top 50 results for hyperparameter tuning with a Gradient Boosting Tree

Rank Acc Oace Pr O pyr Re ORec F1 OF1 AUCPT JAUC
1 0.893 0.017 0.911 0.028 0.727 0.050 0.808 0.033  0.904 0.021
2 0.894 0.017 0.917 0.022 0.726 0.047 0.810 0.034 0.904 0.023
3 0.894 0.019 0.924 0.021 0.719 0.054 0.808 0.039 0.904 0.023
4 0.894 0.011 0.893 0.015 0.750 0.037 0.815 0.022  0.903 0.018
) 0.891 0.012 0.910 0.015 0.723 0.048 0.805 0.027 0.903 0.023
6 0.894 0.015 0.921 0.016 0.723 0.053 0.809 0.031 0.903 0.021
7 0.897 0.014 0.909 0.018 0.745 0.040 0.819 0.028 0.903 0.021
8 0.900 0.011 0.896 0.016 0.769 0.040 0.827 0.023 0.903 0.021
9 0.893 0.016 0.934 0.016 0.708 0.053 0.804 0.035 0.902 0.026
10 0.894 0.010 0.908 0.031 0.737 0.038 0.812 0.020 0.902 0.020
11 0.893 0.016 0.872 0.014 0.769 0.048 0.817 0.031 0.902 0.016
12 0.890 0.013 0.886 0.016 0.744 0.041 0.808 0.026 0.901 0.019
13 0.891 0.021 0.929 0.029 0.705 0.053 0.801 0.042 0.901 0.023
14 0.891 0.010 0.924 0.030 0.712 0.031 0.803 0.020 0.901 0.019
15 0.891 0.011 0.887 0.011 0.748 0.040 0.811 0.024 0.901 0.020
16 0.892 0.016 0.926 0.026 0.711 0.048 0.803 0.033 0.900 0.025
17 0.893 0.009 0.910 0.009 0.729 0.031 0.809 0.019 0.900 0.024
18 0.894 0.011 0.908 0.031 0.738 0.039 0.813 0.023 0.900 0.024
19 0.896 0.014 0.905 0.023 0.746 0.050 0.817 0.029 0.900 0.021
20 0.894 0.007 0.901 0.018 0.742 0.032 0.813 0.016  0.900 0.019
21 0.896 0.012 0.915 0.023 0.735 0.046 0.814 0.025 0.900 0.019
22 0.895 0.010 0.896 0.007 0.750 0.033 0.816 0.020 0.900 0.020
23 0.891 0.014 0.900 0.020 0.733 0.038 0.808 0.028  0.900 0.024
24 0.891 0.015 0.891 0.021 0.743 0.044 0.810 0.030 0.899 0.022
25 0.890 0.019 0926 0.026 0.705 0.051 0.799 0.039 0.899 0.024
26 0.888 0.016 0.890 0.019 0.733 0.047 0.803 0.031 0.899 0.024
27 0.889 0.007 0.945 0.018 0.685 0.026 0.794 0.016 0.899 0.019
28 0.895 0.014 0.880 0.010 0.768 0.042 0.820 0.027 0.899 0.015
29 0.894 0.015 0.921 0.024 0.724 0.040 0.810 0.030 0.899 0.019
30 0.891 0.017 0.879 0.023 0.752 0.039 0.811 0.030 0.899 0.021
31 0.896 0.015 0.882 0.020 0.770 0.040 0.822 0.029 0.898 0.019
32 0.893 0.012 0.906 0.012 0.735 0.048 0.810 0.026 0.898 0.021
33 0.889 0.015 0.909 0.018 0.717 0.049 0.801 0.032 0.898 0.027
34 0.894 0.018 0.889 0.023 0.752 0.042 0.815 0.034  0.898 0.024
35 0.887 0.018 0.939 0.020 0.683 0.053 0.790 0.040 0.898 0.027
36 0.889 0.014 0.902 0.016 0.723 0.045 0.801 0.030  0.898 0.027
37 0.896 0.010 0.890 0.018 0.760 0.040 0.819 0.021 0.897 0.017
38 0.895 0.014 0.896 0.025 0.751 0.041 0.817 0.027 0.897 0.019
39 0.896 0.010 0.907 0.017 0.742 0.038 0.815 0.021 0.897 0.017
40 0.897 0.009 0.919 0.011 0.737 0.038 0.817 0.020 0.896 0.019
41 0.893 0.013 0.903 0.013 0.735 0.041 0.809 0.026 0.896 0.024
42 0.892 0.011 0.904 0.010 0.731 0.039 0.808 0.024 0.896 0.020
43 0.888 0.014 0.888 0.014 0.732 0.042 0.802 0.029 0.896 0.020
44 0.890 0.019 0.900 0.019 0.726 0.051 0.803 0.037  0.896 0.028
45 0.890 0.015 0.883 0.018 0.744 0.043 0.807 0.030 0.896 0.022
46 0.892 0.017 0.894 0.027 0.743 0.041 0.811 0.031 0.896 0.026
47 0.887 0.018 0.909 0.018 0.708 0.049 0.795 0.037 0.896 0.026
48 0.890 0.016 0.908 0.020 0.721 0.043 0.803 0.032 0.896 0.027
49 0.887 0.018 0.922 0.012 0.695 0.054 0.792 0.038  0.896 0.024
50 0.891 0.013 0.878 0.017 0.756 0.042 0.812 0.025 0.895 0.021
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Table B.14
Top 50 hyperparameters for hyperparameter tuning with Eztreme Gradient Boosting

Model BO CBL CBT ¥ n Dyrae CWhriin  En A Sub  Rank
XGB  gbtree 0.7 0.4 0 0.1 40 0.01 306 1 0.9 1
XGB  gbtree 04 0.6 0.5 0.075 12 0.01 37 0.8 0.7 2
XGB  gbtree 0.6 0.7 0.2 0.1 90 1 218 0.4 0.95 3
XGB  gbtree 0.5 0.4 0 0.15 3 0.25 431 0.5 1 4
XGB  gbtree 0.6 0.9 0.5 0.2 30 0.01 254 0.8 0.95 5
XGB  gbtree 0.6 0.7 0.01 0.025 150 0 248 0.7 0.9 6
XGB  gbtree 0.6 0.5 0.5 0.025 50 0.01 292 0 0.5 7
XGB  gbtree 1 0.9 5 0.15 20 0.25 327 09 0.7 8
XGB  gbtree 1 0.4 5 0.075 6 0 209 0.2 0.9 9
XGB  gbtree 0.5 0.4 0.2 0.075 40 3 248 0.2 1 10
XGB  gbtree 04 0.8 0.01 0.075 50 0 433 0.1 1 11
XGB  gbtree 1 1 3 0.15 120 0.5 158 0.9 0.85 12
XGB  gbtree 0.5 1 0.5 0.2 11 1 280 0.6 0.95 13
XGB  gbtree 0.5 0.5 0.01 0.15 15 0.05 429 0.9 0.85 14
XGB  gbtree 1 0.6 0.2 0.1 40 0.25 282 10 0.95 15
XGB  gbtree 0.9 0.5 0.25 0.05 15 0 217 4 0.5 16
XGB  gbtree 0.7 1 0.25 0.15 50 1 178 0.5 0.95 17
XGB  gbtree 04 0.7 3 0.1 90 0.01 270 1 0.9 18
XGB  gbtree 0.9 0.5 0 0.01 120 0.5 101 0 0.8 19
XGB  gbtree 0.5 0.8 2 0.1 15 0.25 418 0.5 0.6 20
XGB ghtree 0.4 0.7 1 0.05 70 0.01 214 0.1 0.5 21
XGB  gbtree 0.7 0.5 2 0.025 11 0.25 364 8 0.85 22
XGB  gbtree 0.5 0.9 0.5 0.3 90 0.05 393 3 1 23
XGB  gbtree 0.7 0.7 0.25 0.001 11 0 438 0.6 0.95 24
XGB  gbtree 0.7 1 0.2 0.075 90 0 305 6 1 25
XGB  gbtree 0.9 0.6 0 0.005 30 0.05 418 06 0.5 26
XGB  gbtree 04 0.8 5 0.1 90 0.01 171 0.2 0.6 27
XGB  gbtree 0.9 1 0.25 0.1 40 0 412 09 0.6 28
XGB  gbtree 0.8 0.8 0.5 0.01 90 0 255 3 0.8 29
XGB  gbtree 0.8 0.6 025 0.01 70 3 412 06 0.8 30
XGB  gbtree 1 0.7 0 0.15 4 0.25 368 04 0.7 31
XGB  gbtree 0.8 0.7 0.1 0.2 3 1 349 6 0.9 32
XGB  gbtree 0.8 0.9 001 0.15 90 0.25 233 0.7 1 33
XGB  gbtree 0.8 0.5 2 0.4 4 0 350 10 0.85 34
XGB  gbtree 1 0.6 0.1 0.3 150 0 375 50 1 35
XGB  gbtree 04 0.4 0.25 0.025 90 3 470 09 0.6 36
XGB  gbtree 0.5 0.5 0.01 0.3 3 0 358 0.6 0.9 37
XGB  gbtree 0.5 1 0 0.01 30 0 228 0.5 0.9 38
XGB  gbtree 1 0.8 0.1 0.05 40 5 194 1 0.9 39
XGB  gbtree 0.7 0.7 0.5 0.075 20 5 244 1 1 40
XGB  gbtree 0.9 0.6 2 0.15 4 0 280 9 1 41
XGB  gbtree 1 0.4 0.1 0.4 50 0.05 187 0.7 0.7 42
XGB  gbtree 0.7 0.9 0.01 0.2 15 0.01 115 7 0.6 43
XGB  gbtree 0.8 0.8 0.5 0.075 3 1 280 0.9 0.9 44
XGB  gbtree 0.7 04 025 0.3 20 0 452 100 0.6 45
XGB  gbtree 0.9 0.5 0.01 0.005 10 0.5 418 3 0.8 46
XGB  gbtree 04 0.4 4 0.1 30 0.01 403 2 0.5 47
XGB  gbtree 0.5 0.5 0.5 0.15 40 0.25 212 50 0.95 48
XGB  gbtree 0.8 0.7 1 0.01 40 1 286 0.6 0.5 49
XGB  gbtree 04 0.7 0.1 0.4 6 0.05 267 2 1 50
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Table B.15
Top 50 results for hyperparameter tuning with FExtreme Gradient Boosting

Rank Acc Oace Pr O pyr Re ORec F1 OF1 AUCPT JAUC
1 0.900 0.012 0.933 0.014 0.733 0.034 0.821 0.025 0.910 0.024
2 0.896 0.015 0.913 0.021 0.736 0.048 0.814 0.030 0.908 0.024
3 0.896 0.013 0916 0.011 0.735 0.043 0.815 0.027  0.908 0.021
4 0.901 0.017 0.909 0.022 0.758 0.041 0.827 0.032  0.907 0.018
) 0.898 0.013 0.915 0.022 0.742 0.044 0.818 0.027 0.907 0.019
6 0.894 0.012 0.936 0.023 0.711 0.039 0.807 0.026 0.907 0.022
7 0.899 0.012 0.940 0.024 0.721 0.029 0.816 0.022 0.907 0.021
8 0.897 0.016 0.926 0.022 0.729 0.040 0.815 0.032 0.907 0.017
9 0.896 0.017 0.933 0.024 0.7Y19 0.048 0.811 0.034 0.907 0.020
10 0.896 0.017 0.908 0.032 0.740 0.035 0.815 0.030 0.906 0.021
11 0.896 0.011 0.924 0.024 0.727 0.040 0.813 0.023 0.906 0.021
12 0.896 0.015 0.912 0.029 0.738 0.036 0.815 0.028  0.906 0.022
13 0.897 0.015 0.908 0.021 0.744 0.040 0.817 0.028 0.905 0.025
14 0.899 0.010 0916 0.012 0.745 0.028 0.822 0.020 0.905 0.021
15 0.898 0.014 0.916 0.019 0.740 0.043 0.818 0.028 0.905 0.022
16 0.891 0.009 0.927 0.017 0.706 0.027 0.801 0.019 0.905 0.023
17 0.893 0.013 0.906 0.019 0.734 0.039 0.811 0.026 0.904 0.020
18 0.894 0.015 0.910 0.019 0.735 0.046 0.812 0.030 0.904 0.021
19 0.897 0.013 0.958 0.014 0.701 0.042 0.809 0.029 0.904 0.020
20 0.896 0.013 0.909 0.019 0.740 0.038 0.816 0.026  0.904 0.025
21 0.897 0.012 0.922 0.014 0.732 0.034 0.816 0.024 0.903 0.023
22 0.893 0.016 0.931 0.019 0.711 0.042 0.805 0.033 0.903 0.024
23 0.894 0.016 0.905 0.019 0.738 0.047 0.812 0.032 0.903 0.023
24 0.893 0.013 0.954 0.022 0.691 0.037 0.801 0.028  0.903 0.020
25 0.895 0.017 0921 0.021 0.726 0.049 0.811 0.034 0.902 0.024
26 0.895 0.011 0.952 0.018 0.700 0.032 0.806 0.022 0.902 0.024
27 0.892 0.016 0.915 0.020 0.721 0.046 0.806 0.033 0.902 0.021
28 0.896 0.016 0.907 0.014 0.742 0.053 0.815 0.032 0.902 0.023
29 0.891 0.011 0.948 0.021 0.689 0.034 0.797 0.023 0.902 0.023
30 0.894 0.017 0941 0.024 0.706 0.044 0.806 0.034 0.902 0.025
31 0.896 0.013 0.901 0.013 0.750 0.042 0.818 0.026 0.902 0.018
32 0.896 0.020 0.897 0.026 0.751 0.050 0.817 0.038 0.901 0.023
33 0.896 0.010 0.914 0.018 0.736 0.037 0.815 0.021 0.901 0.018
34 0.897 0.021 0.895 0.024 0.757 0.052 0.820 0.039 0.901 0.024
35 0.893 0.017 0.895 0.020 0.743 0.050 0.811 0.034 0.901 0.024
36 0.894 0.015 0.916 0.019 0.729 0.040 0.811 0.030  0.901 0.026
37 0.892 0.016 0.878 0.022 0.760 0.039 0.814 0.030 0.901 0.018
38 0.894 0.009 0.940 0.019 0.705 0.036 0.805 0.021 0.900 0.018
39 0.890 0.015 0.906 0.019 0.720 0.040 0.802 0.029 0.900 0.026
40 0.890 0.017 0.896 0.019 0.733 0.053 0.806 0.035 0.900 0.024
41 0.894 0.020 0.910 0.028 0.731 0.050 0.810 0.039 0.900 0.023
42 0.894 0.010 0.909 0.022 0.736 0.034 0.813 0.020 0.900 0.018
43 0.896 0.014 0.917 0.012 0.731 0.045 0.813 0.029 0.899 0.024
44 0.891 0.017 0.910 0.022 0.720 0.044 0.804 0.033 0.899 0.022
45 0.896 0.017 0.901 0.020 0.748 0.043 0.817 0.033 0.899 0.025
46 0.891 0.013 0.959 0.011 0.678 0.037 0.794 0.029 0.899 0.025
47 0.894 0.020 0.911 0.017 0.730 0.054 0.810 0.040 0.899 0.025
48 0.893 0.018 0.908 0.020 0.729 0.050 0.808 0.037 0.899 0.025
49 0.892 0.014 0.943 0.017 0.695 0.040 0.800 0.031 0.899 0.028
50 0.889 0.015 0.890 0.012 0.736 0.051 0.805 0.030 0.899 0.018
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Table B.16
Top 50 hyperparameters for
hyperparameter tuning with AdaBoost

Model Alg n E, Rank

ADA SAMMER 0.9 498 1
ADA SAMMER 0.9 479 2
ADA  SAMME.R 0.8 468 3
ADA SAMME.R 09 421 4
ADA SAMME.R 1 427 5
6
7
8

ADA SAMMER 0.9 416

ADA SAMME.R 0.9 414

ADA  SAMME.R 0.7 490

ADA SAMME.R 09 371 9
ADA SAMME.R 0.9 354 10
ADA SAMME.R 1 421 11
ADA SAMMER 0.9 367 12
ADA SAMMER 0.8 418 13
ADA SAMME.R 0.7 478 14
ADA SAMME.R 0.8 398 15
ADA SAMME.R 0.8 425 16
ADA SAMME.R 0.8 392 17
ADA SAMMER 0.8 389 18
ADA SAMMER 1 399 19
ADA SAMME.R 0.7 418 20
ADA SAMME.R 0.8 381 21
ADA SAMMER 0.8 376 22
ADA SAMME.R 0.7 407 23
ADA SAMME.R 0.7 411 24
ADA SAMME.R 0.6 475 25
ADA SAMME.R 0.7 403 26
ADA SAMMER 1 355 27
ADA SAMMER 0.7 383 28
ADA SAMMER 09 317 29
ADA SAMME.R 0.7 366 30
ADA SAMMER 1 329 31
ADA SAMME.R 0.7 352 32
ADA SAMMER 0.6 395 33
ADA SAMME.R 0.8 297 34
ADA SAMME.R 0.8 300 35
ADA SAMME.R 0.7 349 36
ADA SAMME.R 0.8 308 37
ADA SAMMER 1 308 38
ADA SAMMER 1 317 39
ADA SAMME.R 0.5 453 40
ADA SAMMER 1 294 41
ADA SAMME.R 0.5 441 42
ADA SAMME.R 1 249 43
ADA SAMME.R 04 494 44
ADA SAMME.R 04 494 44
ADA SAMME.R 0.7 301 46
ADA SAMME.R 0.6 312 47
ADA SAMME.R 1 260 48
ADA SAMME.R 0.8 246 49
ADA  SAMME.R 0.7 284 50

80



APPENDIX B. MODEL PERFORMANCE BENCHMARKS

Table B.17
Top 50 results for hyperparameter tuning with AdaBoost

Rank Acc Oace Pr O pyr Re ORec F1 OF1 AUCPT JAUC
1 0.884 0.017 0.868 0.028 0.739 0.035 0.798 0.031 0.881 0.025
2 0.884 0.018 0.873 0.031 0.734 0.034 0.798 0.031 0.880 0.026
3 0.883 0.017 0.883 0.032 0.720 0.030 0.793 0.031 0.878 0.026
4 0.883 0.014 0.871 0.022 0.733 0.029 0.796 0.025 0.878 0.026
) 0.885 0.015 0.879 0.025 0.732 0.032 0.799 0.027 0.878 0.024
6 0.883 0.014 0.872 0.020 0.733 0.031 0.796 0.025 0.877 0.025
7 0.883 0.014 0.872 0.020 0.732 0.032 0.796 0.026  0.877 0.025
8 0.881 0.016 0.881 0.028 0.7v17 0.031 0.790 0.030 0.877 0.025
9 0.881 0.014 0.869 0.018 0.7Y30 0.034 0.793 0.027 0.877 0.025
10 0.882 0.015 0.874 0.021 0.725 0.035 0.792 0.029 0.877 0.025
11 0.884 0.015 0.877 0.024 0.732 0.030 0.798 0.026 0.877 0.023
12 0.882 0.014 0.870 0.016 0.730 0.034 0.793 0.027 0.876 0.025
13 0.883 0.017 0.883 0.032 0.721 0.031 0.794 0.031 0.876 0.027
14 0.880 0.016 0.879 0.028 0.712 0.031 0.786 0.030 0.876 0.024
15 0.881 0.015 0.882 0.027 0.715 0.025 0.790 0.026 0.876 0.026
16 0.883 0.017 0.883 0.032 0.719 0.028 0.792 0.029 0.876 0.026
17 0.881 0.014 0.883 0.026 0.713 0.027 0.789 0.026  0.876 0.026
18 0.883 0.014 0.890 0.027 0.714 0.025 0.792 0.025 0.876 0.026
19 0.881 0.013 0.874 0.024 0.724 0.027 0.792 0.024  0.876 0.023
20 0.879 0.016 0.8v8 0.027 0.709 0.033 0.785 0.030 0.876 0.025
21 0.880 0.014 0.880 0.027 0.712 0.025 0.787 0.025 0.876 0.026
22 0.881 0.013 0.885 0.022 0.712 0.025 0.789 0.023 0.875 0.027
23 0.879 0.016 0.878 0.022 0.709 0.037 0.785 0.031 0.875 0.026
24 0.879 0.017 0.877 0.026 0.712 0.036 0.786 0.032  0.875 0.026
25 0.879 0.018 0.884 0.035 0.703 0.032 0.783 0.033  0.874 0.027
26 0.877 0.015 0.872 0.021 0.709 0.032 0.782 0.028 0.874 0.026
27 0.881 0.016 0.873 0.030 0.724 0.029 0.791 0.028 0.874 0.024
28 0.878 0.017 0.878 0.029 0.706 0.033 0.782 0.032 0.873 0.026
29 0.877 0.015 0.867 0.022 0.714 0.031 0.783 0.027  0.873 0.026
30 0.877 0.018 0.878 0.034 0.703 0.030 0.781 0.032 0.873 0.026
31 0.878 0.016 0.867 0.029 0.719 0.028 0.786 0.028 0.873 0.025
32 0.878 0.018 0.879 0.034 0.706 0.032 0.783 0.033 0.872 0.027
33 0.876 0.017 0.880 0.029 0.696 0.034 0.777 0.032 0.872 0.026
34 0.878 0.016 0.875 0.031 0.712 0.027 0.785 0.028  0.871 0.029
35 0.879 0.015 0.8v6 0.028 0.712 0.027 0.785 0.027  0.871 0.028
36 0.879 0.019 0.882 0.033 0.706 0.035 0.784 0.035 0.871 0.028
37 0.878 0.017 0.874 0.030 0.709 0.031 0.783 0.031 0.871 0.028
38 0.877 0.014 0.866 0.027 0.715 0.027 0.783 0.025 0.871 0.023
39 0.879 0.015 0.869 0.031 0.720 0.024 0.788 0.026  0.871 0.024
40 0.874 0.015 0.877 0.024 0.691 0.033 0.773 0.029 0.870 0.026
41 0.875 0.017 0.865 0.030 0.711 0.033 0.780 0.031 0.869 0.023
42 0.874 0.015 0.877 0.023 0.694 0.031 0.775 0.028 0.869 0.027
43 0.875 0.015 0.866 0.025 0.707 0.030 0.779 0.028 0.868 0.025
44 0.871 0.018 0.872 0.027 0.688 0.038 0.769 0.034  0.868 0.029
44 0.871 0.018 0.872 0.027 0.688 0.038 0.769 0.034  0.868 0.029
46 0.873 0.017 0.864 0.025 0.702 0.036 0.775 0.031 0.868 0.028
47 0.873 0.017 0.875 0.029 0.691 0.034 0.773 0.033 0.867 0.028
48 0.874 0.016 0.866 0.026 0.706 0.035 0.778 0.030 0.867 0.026
49 0.875 0.018 0.871 0.038 0.702 0.027 0.778 0.031 0.867 0.031
50 0.873 0.019 0.866 0.030 0.700 0.041 0.774 0.036  0.866 0.028
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Table B.18
Top 50 hyperparameters for hyperparameter tuning with a Multilayer
Perceptron

Model SV n HLS o AF Rank
MLP  adam adaptive (100, 50, 50) 0.01 logistic 1
MLP  adam  constant (50, 100) 0 logistic 2
MLP  adam  constant (100,) 0.001  logistic 3
MLP  adam constant (50, 400) 0.00001 logistic 4
MLP  adam  constant (300, 100) 0.001  logistic 5
MLP adam  constant (200, 100) 0 logistic 6
MLP  adam adaptive (200, 300) 0.0001 logistic 7
MLP  adam  constant (200, 200) 0.1 logistic 8

MLP  adam constant (300, 300, 100) 0.01 logistic 9
MLP  adam constant (200, 300, 100)  0.001 logistic 10

MLP adam  constant (50, 100) 0.0001  logistic 11
MLP  adam adaptive (200, 100) 0.1 logistic 12
MLP  adam adaptive (300, 300) 0.001  logistic 13
MLP  adam adaptive (100, 100) 0.1 logistic 14
MLP  adam invscaling (400, 100, 50) 0 logistic 15
MLP  adam adaptive (200, 200) 0.001  logistic 16
MLP  adam adaptive (400, 400) 0.1 logistic 17
MLP  adam invscaling (50, 100) 0.25 logistic 18

MLP  adam invscaling (400, 200, 100) 0 logistic 19
MLP adam constant (300, 100) 0.0001  logistic 20
MLP  adam constant (300, 300, 100) 0.0001 logistic 21

MLP  adam invscaling (200, 100) 0.25 logistic 22
MLP  adam  constant (100, 50, 50) 0 logistic 23
MLP  adam  constant (300, 300) 0.00001 logistic 24
MLP  adam invscaling (300, 100) 0.5 tanh 25
MLP adam adaptive (100, 50, 50) 0.2 tanh 26
MLP adam adaptive (300, 50) 0.1 logistic 27
MLP sgd adaptive (50, 50) 0.001 relu 28
MLP  adam invscaling (200,) 0.01 relu 29
MLP  adam adaptive (300, 400) 0.01 logistic 30
MLP  adam constant (200, 100) 0.1 tanh 31
MLP  adam adaptive (200, 50) 0.00001  tanh 32
MLP  adam invscaling (100,) 0.2 logistic 33
MLP  adam  constant (200,) 0.0001 relu 34
MLP  adam adaptive (300, 100) 0 tanh 35
MLP adam  constant (200, 200) 0.2 logistic 36
MLP  adam constant (200, 300, 100)  0.0001 tanh 37
MLP adam  constant (400,) 0.0001 relu 38
MLP  adam constant (200,) 0 tanh 39
MLP  adam invscaling (200, 100, 50) 0.2 tanh 40
MLP  adam adaptive (200, 50) 0.5 tanh 41
MLP  adam invscaling (300, 100) 0.25 tanh 42
MLP  adam invscaling (200, 100, 50) 0.9 tanh 43
MLP  adam  constant (300, 300) 0.2 tanh 44
MLP  adam invscaling (50,) 0.25 relu 45
MLP  adam adaptive (200, 100, 50) 0.5 tanh 46
MLP adam  adaptive (200, 300, 100) 0.01 tanh 47
MLP  adam constant (200, 200, 200) 0.1 tanh 48
MLP  adam invscaling (200, 100, 50) 0.001 tanh 49
MLP  adam invscaling (100, 300, 100) 0.1 tanh 50

82



APPENDIX B. MODEL PERFORMANCE BENCHMARKS

Table B.19
Top 50 results for hyperparameter tuning with a Multilayer Perceptron

Rank Acc Oace Pr O pyr Re ORec F1 OF1 AUCPT JAUC
1 0.747 0.022 0.611 0.047 0.547 0.075 0.572 0.042 0.625 0.029
2 0.749 0.011 0.652 0.067 0.452 0.111 0.521 0.071 0.615 0.028
3 0.740 0.017 0.671 0.074 0.362 0.071 0.461 0.060 0.615 0.038
4 0.742 0.017 0.616 0.053 0.496 0.064 0.544 0.019 0.615 0.029
) 0.718 0.068 0.608 0.098 0.480 0.180 0.505 0.065 0.609 0.044
6 0.750 0.023 0.630 0.018 0.486 0.158 0.532 0.120 0.609 0.050
7 0.740 0.017 0.660 0.097 0.434 0.165 0.488 0.121 0.608 0.036
8 0.738 0.010 0.668 0.051 0.339 0.109 0.436 0.080 0.605 0.032
9 0.735 0.010 0.624 0.061 0.456 0.166 0.501 0.091 0.605 0.026
10 0.734 0.022 0.650 0.085 0.364 0.119 0.450 0.085 0.603 0.045
11 0.735 0.024 0.609 0.056 0.463 0.123 0.512 0.083 0.603 0.033
12 0.734 0.011 0.696 0.066 0.283 0.084 0.390 0.090 0.602 0.016
13 0.737 0.021 0.671 0.084 0.364 0.149 0.445 0.106 0.601 0.042
14 0.730 0.012 0.608 0.077 0.488 0.160 0.512 0.110  0.598 0.025
15 0.725 0.023 0.587 0.076 0.512 0.113 0.532 0.041 0.597 0.046
16 0.729 0.014 0.706 0.062 0.237 0.084 0.345 0.087 0.597 0.033
17 0.724 0.021 0.664 0.110 0.376 0.208 0.430 0.111 0.596 0.027
18 0.737 0.014 0.663 0.053 0.344 0.118 0.436 0.107  0.595 0.036
19 0.730 0.024 0.625 0.098 0.410 0.088 0.483 0.039 0.594 0.056
20 0.735 0.012 0.640 0.079 0.414 0.114 0.485 0.064  0.594 0.033
21 0.727 0.024 0.583 0.062 0.500 0.088 0.530 0.048 0.591 0.048
22 0.722 0.011 0.647 0.097 0.346 0.175 0.414 0.096 0.591 0.026
23 0.730 0.024 0.607 0.084 0.500 0.157 0.521 0.100 0.589 0.046
24 0.735 0.018 0.636 0.075 0.420 0.112 0.489 0.064  0.587 0.033
25 0.733 0.016 0.670 0.040 0.303 0.152 0.394 0.121 0.587 0.031
26 0.728 0.019 0.602 0.078 0470 0.111 0.511 0.066 0.583 0.026
27 0.721 0.018 0.611 0.073 0.341 0.192 0.392 0.189 0.583 0.040
28 0.688 0.002 0.250 0.387 0.002 0.003 0.005 0.006 0.582 0.148
29 0.725 0.018 0.686 0.097 0.281 0.150 0.361 0.167  0.580 0.026
30 0.731 0.023 0.635 0.074 0.349 0.117 0.436 0.105  0.580 0.049
31 0.733 0.014 0.623 0.055 0.408 0.114 0.478 0.075 0.575 0.025
32 0.731 0.019 0.629 0.089 0.428 0.157 0.479 0.114 0.574 0.035
33 0.733 0.018 0.712 0.061 0.267 0.113 0.367 0.139 0.574 0.042
34 0.720 0.021 0.693 0.128 0.253 0.165 0.327 0.1564  0.572 0.061
35 0.728 0.021 0.597 0.050 0.407 0.115 0.473 0.084  0.568 0.034
36 0.725 0.010 0.623 0.056 0.344 0.106 0.428 0.083  0.567 0.025
37 0.727 0.013 0.644 0.058 0.332 0.145 0.412 0.109 0.565 0.027
38 0.692 0.043 0.583 0.143 0457 0.222 0.444 0.165 0.564 0.057
39 0.718 0.018 0.575 0.047 0.433 0.112 0.481 0.068 0.564 0.030
40 0.717 0.025 0.622 0.088 0.318 0.196 0.379 0.146  0.560 0.076
41 0.731 0.030 0.586 0.058 0.422 0.238 0.445 0.223  0.560 0.108
42 0.730 0.027 0.578 0.072 0.400 0.205 0.446 0.181 0.555 0.090
43 0.728 0.024 0.507 0.258 0.355 0.237 0.393 0.224 0.553 0.096
44 0.719 0.021 0.571 0.126 0.308 0.228 0.359 0.190 0.551 0.085
45 0.689 0.034 0.643 0.159 0.314 0.282 0.319 0.174  0.551 0.024
46 0.712 0.045 0.555 0.140 0.400 0.274 0.405 0.214  0.549 0.091
47 0.711 0.009 0.587 0.047 0.332 0.230 0.372 0.172 0.548 0.018
48 0.706 0.022 0.567 0.068 0.466 0.194 0.473 0.111 0.545 0.030
49 0.721 0.011 0.600 0.030 0.342 0.124 0.419 0.106 0.544 0.026
50 0.714 0.015 0.631 0.078 0.200 0.035 0.302 0.046  0.542 0.068
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APPENDIX B. MODEL PERFORMANCE BENCHMARKS

B.6 Threshold tuning full results

Table B.20
Full results for threshold tuning

Model Acc Oace Pr opr Re ORe F1 OF1 T or
XGB 0902 0.013 0.888 0.042 0.795 0.035 0.837 0.022 0.283 0.138

Note. Acc = Accuracy, Pr = Precision, Rc = Recall, T = Threshold. Next to each performance

benchmark its standard deviation (o) is given.

Table B.21
Full results for threshold tuning that balances the cost of misclassifications

Model  Acc Oace Pr opy Re ore F7.92 op7990 T or
XGB 0.421 0.080 0.354 0.034 0.999 0.002 0.971 0.003 0.001 0.001

Note. Acc = Accuracy, Pr = Precision, Rc = Recall, T = Threshold. Next to each performance benchmark

its standard deviation (o) is given.
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