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Abstract 

Premixed Charge Combustion Ignition (PCCI) promises good prospects for cleaner diesel 
combustion. PCCI is based on the idea of early diesel injection during the compression 
stroke. This early injection, allows for better mixing between the diesel and entrained air , 
creatiug more homogeneous and leaner mixtures. These lean homogeneous mixtures produce 
less hannful emissiou such as NOr and particle matter during combustion. 

To increase the mixing between the early injected fucl and entrained air. in-cyliuder flow 
structures are of importance. Intake manifolds are designed to create a rotational motion of 
t he a ir charge around an axis parallel to the cylinder axis (swirl) and/or a rotational motion 
around an axis normal to the perpendicular the cylinder (tumble). 

To investigate the in-cylinder flow structures a flowbench setup was constructed. which is 
a stationary blown Proteus cylinder-head with a glass dummy-cylinder and cyclone mounted 
on top. This glass dummy-cylinder allows for Particle Image Velocimetry rneasurements (PIV) 
to visualize the flow structures present. 

The flowbench is capable of providing engine intake flows and pressures. The setup is ade­
quate to perform stationary flowbench test . All pa rts are modular to allow for easy access and 
mainteuance. The subframe allows for easy rernoval of the cylinder-head. The modularity 
allows for other cylinder-heads to easily be installed. Although the setup was build to obtain 
PIV data, pressure drop over the cylinder-head , absolute pressure in the tubing and mass 
flow are also measured. The flows and pressures can casily be tuned rnauually. 

The dummy-cylinder and glass window in the cyclone allow for PIV rneasurcments inside 
the dmmny-cylinder (axial and tangential). An incorporated optical inlet tube should allow 
for flow visualization in the inlct tubing. 

A seecling device has been constructed to seed the flow with DEHS particles. The parti­
des wcre illuminated nsing a 10 Hz Quantcl Twins BSL50 laser with 50 m.J pnlse encrgy. The 
PIV images wcre obtained with a Kodak Megaplus 1.0 CCD camera with a resolution of 1008 
x1018 pixels and a Nikon AF-Nikkor 50mm 1:1.4D lens. 

The data was correlatcd using PIVview software aud the obtained velocity data was exported 
for fmther analysis i11 lVIATLAB. Although a very stringent outlier defi11itio11 was applied 
to the data. on average 10% of the obtaiucd vectors were rejccted. A verage velocity fields 
were coustructed for the various measuremeut points as well as Reynolds decompositions and 
instautaueous fields. The obtained data was used to calculate the uonnalizcd fluc:tuations, 
uonu alized turbulent kinetic euergies and angular velocities. These variables gave more in­
sight in the actual flow strncturcs present in the cylindcr at valve-lifts uuder invcstigation. A 
proper orthogonal decompositiou was preformed on the data to visualize different strnctnres 
within the flow. These new results give an incrcased understauding of the in-cylinder flows 
and can be used for fntmc CFD validation. 



Samenvatting 

Premixed Charge Combustion Ignition (PCCI) belooft goede vooruitzichten voor schonere 
verbranding. PCCI is gebaseerd op het idee van vroege diesel injectie tijdens de compressie 
slag. Deze vroege injectie zorgt voor een betere vermenging van de diesel en de lucht in de 
cilinder, wat leidt tot meer homogene en armere mengsels. Deze meer homogene en armere 
mengsels leiden tot afname van schadelijke emissies zoals NOx en roet , die ontstaan tijdens 
de verbranding. Om de vermenging van brandstof en lucht te verhogen zijn lucht-stromingen 
in de cilinder van belang. Inlaat-stukken worden ontworpen om een draaiende beweging te 
genereren rondom een as parallel aan de cilinder-as (swirl) of loodrecht daarop (tumble). 

Een blaas-opstelling is ontworpen om deze lucht-stromingen te onderzoeken. Deze blaas­
opstelling is in feite een Proteus cilinderkop met daarop een glazen buis (als cilinder) en een 
afvang-cycloon gemonteerd. Door deze glazen buis kunnen Particle Image Velocimetry (PIV) 
metingen worden gedaan aan de lucht-stromingen die aanwezig zijn in de cilinder. 

De blaas-opstelling kan motor-stromingen en drukken nabootsen. De opstelling is geschikt 
om stationair doorgeblazen experimenten uit te voeren . Alle delen van de opstelling zijn mod­
ulair , wat zorgt voor makkelijke toegang en onderhoud. Het subframe zorgt ervoor dat de 
cilinderkop makkelijk verwijderd kan worden. De modulariteit van de opstelling zorgt er ook 
voor dat andere cilinderkoppen makkelijk kunnen worden bevestigd. Hoewel deze opstelling 
gebouwd is voor PIV metingen worden ook de drukval over de cilinderkop, de absolute druk in 
het inlaatkanaal en de luchtmassastroom gemeten. De stromingen en drukken zijn eenvoudig 
handmatig te wijzen. 

De glazen buis en het glazen raam in de afvangcycloon, maken het mogelijk om zowel axiale 
als tangentile PIV metingen te doen in de cilinder. Een optische toegankelijk inlaatstuk geeft 
de mogelijkheid om de inlaatstroming in de aanvoerbuis te meten. 

Een deeltjes-generator is gebouwd om DEHS deeltjes toe te voegen aan de stroming. Deze 
deeltjes zijn belicht met een 10 Hz Quantel Twins BSL50 laser met 50 mJ pulse energie. De 
PIV plaatjes zijn verkregen met een Kodak Megaplus 1.0 CCD camera met een resolutie van 
1008 xl018 pixels en een Nikon AF-Nikkor 50mm 1:l.4D lens. 

De data verkregen is gecorreleerd met PIVview software en de daaruit verkregen vectoren 
zijn verder verwerkt met MATLAB. Ondanks een erg strenge outlier-detectie werd gemid­
deld maar 10% van de vectoren afgekeurd. Gemiddelde snelheidsvelden zijn verkregen voor 
verschillende meetpunten, evenals instantane velden en Reynolds decomposities. De verkre­
gen data is gebruikt om genormaliseerde schommelingen in de stroming te berekenen evenals 
genormaliseerde turbulente kinetisch energien en hoeksnelheden. Deze variabelen geven meer 
inzicht in de stromingen die aanwezig zijn in de cilinder. Een Proper Orthogonal Decom­
position (POD) is toegepast op de data om de verschillende structuren in de stroming te 
visualiseren. Deze nieuwe resultaten geven een betere begrip van de in-cilinder stromingen en 
kunnen gebruikt worden voor toekomstige CFD validatie. 
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Chapter 1 

Introduction 

The most efficient internal combustion engine (ICE) , to power road-vehicles is the diesel en­
gine. Hence most heavy duty vehicles, like trucks, ships and trains, are equipped with diesel 
engines. The drawback of this engine is their harmful emissions like particle matter (PM) or 
soot and nitrogen oxides (NOx)- PM and NOx are very unhealthy to humans and nature. 
Governments are therefore actively regulating the emissions of PM and NOx- These restric­
tions are major impediments to diesel engines meeting future emissions standards and are the 
focus of extensive current research. 

The main problem in assuring cleaner emissions lies within the working principle of a diesel 
engine. The engine works by the compression ignition method, meaning that air is entrained 
in the cylinder, during the compression stroke this air is compressed by the piston. When the 
piston reaches Top Dead Center (TDC), diesel is injected. Due to the high temperature and 
pressure of the compressed air inside the cylinder the diesel spray will ignite instantly, and 
combustion is achieved. The problem with this type of combustion is the lack of premixing 
between the diesel and air. When the spray is injected near TDC it penetrates the air and 
slightly later it burns from the outside inwards by diffusional combustion as seen in picture 
1.1. This type of combustion produces numerous soot particles, since the fuel is not able to 
burn conventionally due to the locally shortcoming of oxygen. High combustion-temperatures 
inside the cylinder result in nitrogen oxides formation. 

There are two ways to deal with this problem, the first being after-treatment systems like 
the Diesel Particle Filter (DPF) which is installed in many trucks at the moment. This filter 
retains the soot particles emitted by the engine. To deal with the nitrogen oxides a selective 
catalytic reduction (SCR) is implemented. This is chemical process which takes place inside 
to the exhaust pipe to rid the exhaust gasses of NOx- While these systems are currently used, 
they are very complex systems and are very costly to implement . 

Emissions can also be reduced by altering the combustion process itself. Exhaust Gas Recir­
culation (EGR) is currently used, to lower the combustion temperature inside the cylinder and 
thus reduce the emissions of NOx. Although EGR reduces NOx emissions it has the tendency 
to increase soot emissions [1 8] [27]. These problems could be solved by a new combustion pro­
cess currently researched. This combustion process, Premixed Charge Compression Ignition 
(PCCI) , has the potential to combine low emissions with high efficiency. 
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F igure 1.1: Schematic illustration of SI , CI and P CCI combustion [35] 

1.1 Premixed Charge Compression lgnition 

The basic difference between a gasoline engine and a diesel engine. lies in their combustion 
procesc;es. In a gasoline engine the fuel and air is premixed in the intake manifold before 
it enters the cylinder. Inside the cylinder the charge is compressed and finally ignited by a 
sparkplug. as can been seen in picture 1.1. This type of combustion is know as Spark Ignition 
(SI) combustion. SI engines tend to have less particle matter emissions due to the good pre­
mixiug of air and fuel. which starts in the intake manifold. The mixture prior to combustion 
inside a SI engine is more or less homogenous. 

In a diesel engine the charge is self-ignited by the pressure and temperature near TDC , 
this is known as compression-ignition (CI). This method does not allow for any premixing 
between the diesel and air , and thw; gives rise to harmfully emissions like soot. 

Premixes Charge Compression Ignitiou (PCCI) of Homogenous Charge Compression Igni­
tion (HCCI) as it is sometimes reforred too, combines the combustion processes of both SI 
aud CI-eugincs. Dy injectiug diesel carly in the compression stroke the diesel has t ime to mix 
with the air present in the cylinder. During compression the pressure will rise till it reaches 
the ignitiou pressm e for diesel. at which point the diesel will igni te . Ideally the ignition of 
the mixture starts multiple spots (or instautaneously) over the entire mixture. so no (or less) 
propagatiou of the flame front is needed. Figure 1.1 illnstrates this process. Most impor­
tantly t he diesel and air should be mixed homogenously in order to obtain homogenously 
cornbustion of the charge over the cylinder, resulting in complete combustio11 of t he diesel 
and a significantly reduction in soot emissions. PCCI engines eau have efficienci<~s as high as 
compression-ig11i t ion. direct-iujection (CIDI) eugines (an advanced versiou of t he commonly 
known diesel engine) . while producing ul tra-low emissious nitrogen oxides (NO x) and partic­
ulate mat.ter (Soot). PCCI eugines eau operate on gasoliue. diesel fuel. aud most a lternat ive 
fucl s [11]. 
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1.1.1 Advantages of PCCI combustion 

PCCI combustion has several advantages over conventional engines. Relative to SI gasoline 
engines, PCCI engines are more efficient than SI engines, approaching the efficiency of a CIDI 
engine. This improved efficiency results from three sources[ll]: 

• The elimination of throttling losses, SI engines are regulated by a throttle valve 
which induces losses, PCCI engines work by limiting the amount of fuel injected. 

• The use of high compression ratios, similar to a CIDI engine. 

• Shorter combustion duration, since it is not necessary for a flame to propagate 
across the cylinder. Combustion starts at multiple point, instead of centrally at the 
spark-plug. 

PCCI engines have lower engine-out NOx than SI engines, although the overall emissions NOx 
emissions of SI engine vehicle are lower, since SI-engines allow for a three-way catalysts in 
the tailpipe to remove NOx from the exhaust gasses. 

Relative to CIDI engines, PCCI engines have substantially lower emissions of soot and NOx 
this is a result of the dilute homogeneous air and fuel mixture in addition to low combus­
tion temperatures [11]. The charge in an PCCI engine can be made dilute using excess air , 
Exhaust Gas Recirculation (EGR) or a combination. Because the mixture will auto-ignite, 
flame propagation is not required and thus dilution levels of the mixture can be much higher 
than the levels tolerated by either SI or CIDI engines. In a PCCI engine, the mixture will 
start to ignite when the temperature is around 800 to 1000 K ( depending on the type of fuel). 
During combustion this temperature will rise but complete combustion can be achieved at 
temperature below those at which significant NOx are produced [11]. In contrast, in CIDI 
engines, minimum flame temperatures are 1900 to 2100 K, high enough to make unacceptable 
levels of NOx [14]. Additionally, the combustion duration in PCCI engines is much shorter 
than in CIDI engines since it is not limited by the rate of fuel/ air mixing [11]. The mixing 
takes place during compression of the mixture. This shorter combustion duration gives the 
PCCI engine an additional efficiency advantage. 

Finally, PCCI engines may be more economical to produce than current CI engines since 
they would likely use lower-pressure fuel-injection equipment and require a less complex and 
rigorous emission control system. Current CI engine use high-pressure injection systems such 
as common-rail diesel injection to obtain better air-fuel mixing. 

However for PCCI to work, the mixing between fuel and air during compression needs to 
be optimized. A promising solution is to use in-cylinder air structures to enhance the mixing. 
Therefore engineers are trying to visualize and optimize the airflow into the cylinder as well 
as injection timings and techniques to optimize PCCI combustion. 
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1.2 In-cylinder air structures 

Heavy-duty diesel engines are usually turbocharged, this implicates tha t the air is slightly 
pressurized when it enters the cylinder through the intake manifold and intake runners . The 
intake manifold and in particular the intake runners are designed to give the air a certain 
momentum and direction upon entering the cylinder. Three main in-cylinder air structmes 
are of importance. 

Swirl is the organized rotation of the air charge about the cylinder axis or an axis par­
allel to this axis. Swirl is created by directing the intake flow into the cylinder with an initia! 
angular momentum [18] . This momentum is created by the mold of the int ake runners. While 
some decay in swirl occurs during the engine cycle. due to friction with the cylinder wall. the 
intake generated swirl usually persists throughout the compression, combustion and expan­
sion processes [18]. A gra phical representation of swirl is given in picture 1.2 . 

Squish is the motion of air which is generated when the upwards moving piston reaches 
the cylinder head towards the end of the compression stroke. Air is forced into the bowl-in­
piston chamber. Squish enhances the swirl during compression since the angular momentum 
is conserved. and as the moment of inertia of the air is decreased its angular velocity must 
increase [18] [46]. A graphical representation of squish is given in picture 1.3. 

Tumble is the motion which is induced the air moves over the valve. Basically the valve 
is an obstmction in the intake stream, air collides with the va lve and tumbles into the cylin­
der. T11mble is produced in the early stage of the compression stroke an<l distorted in the late 
stage of the stroke [30]. A graphical representation of tumble is given in picture 1.4. . 

Of these three structures swirl and tumble can be altered by the intake manifold setup. 
Bath swirl and tumble can store kinetic energy during the intake and compression strokes 
and the energy is converted into turbuleuce near top <lead center ; thus. faster burning can 
be achieved from the higher turbulence levels [44]. Tho11gh it is clear tha t the primary effect 
of swirl and tumble on c:ombustiou rate is due to turbuleucc enhancemcut, the quantitative 
relationship between the two is not easy to establish because of the diffi c:ulties of quantifying 
the trnnsient rotationa l mean motion and especially of evaluating tmblllenc:e inteusity within 
the cylinder [19]. However. velocity field measurements and numerica l simulatious both show 
rapid clec:ay of tumbling motion accompanied by significant turbulence enhancemeut before 

Figure 1.2: Swirl Figllre 1.3: Squish Figure 1.4: Turnble 
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TDC. According to Heywood, tumble vortices persist until about the end of the intake stroke 
and then become unstable and break down into three-dimensional turbulent motions [18]. 
In general, with both swirl and tumble, turbulence tends to be roughly homogeneous and 
isotropic near TDC [19]. Fluctuation near TDC could be increased by 25-50% due to swirl 
or tumble, their combined effects not being simply additive[19] [31]. 

Around TDC swirl is the most dominant air structure [18] [29]. Swirl can significantly in­
crease mixing between fuel and air during compression. This in turn can lead to a reduced 
burning period and increased thermal efficiency. The swirl (possibly in combination with 
squish) can be particularly important for combustion of lean mixtures. Lean mixtures re­
duces the combustion temperature and thus the NOx emissions. In general swirl improves 
flame propagation speed, reduce cyclic variations , and expand the lean limit, though excessive 
rotational motion can have deleterious effects on induction system flow resistance and also on 
heat transfer and thermal efficiency [19]. 

1.3 Test methods 

Currently car and truck manufactures tune their intake runners to obtain good in-cylinder 
swirl. The problem manufactures face is how to test there cylinder heads for swirl. This is usu­
ally clone in aso called flowbench [28] [51], which is basically a setup in which a cylinder-head 
is stationary blown through with air. The cylinder-head is usually provided with pressur­
ized air , and a dummy cylinder , usually just a tube with the same internal diameter as the 
bore, is positioned on the cylinder head. A light-weight paddle wheel is positioned inside this 
dummy cylinder , pivoted on the centerline (with low friction hearings) , mounted between 1 
and 1. 75 bore diameters down the dummy cylinder [18] as in figure 1.5. The rotation rate of 
the paddle wheel is used as a measure of the air swirl. Since this rotation rate depends on the 
location of the wheel and its design, and the details of the swirling flow, many manufactures 

Vane 

Revolul 10,, se-n~o, 

Revolu,,on 
soeed 

Figure 1.5: Paddle wheel method [25] 

Dens ,ty 

Flow V -

Figure 1.6: Swirl impuls method [45] 

5 



(Jaguar .... etc) replac:ed this tec:hnique by the impulse swirl meter illustrated in figure 1.6. A 
honeycomb flow straightener replaces the paddle wheel: it rneasures the total torque exerted 
by the swirling flow [18]. 

Bath of these measurement devices give an indication of the swirL either in the form of 
a rotational speed or in the form of a torque. Although these measurement-methods are 
used throughout the industry, they lack to visualize the actual swirl present and. instead 
give a nnrnber corresponding to the momentum which the swirl is exert ing. Swirl is a highly 
fluctuating phenomena bath in time as in position in the c:ylinder. These methods lack the 
possibility to show these variation in swirls . These methods can only be used on an already 
manufactured cylinder head therefore the cylinder head can ouly be tuned for swirl by trail 
and error [46]. 

A more sophisticated model to analyse swirl is being investigated. The field of Computa­
tional Fluid Dynamics (CFD) offers very promising prospects to visualize swirl inside cylin­
ders without manufacturiug a cyliuder head and testing it in a ftowbeuch. CFD solves the 
Navier Stokes equations fora given flow problem. In order to solve these calcula tions certaiu 
boundary conditions are needecl as well as reference rneasurements to validate the model. 
These reference measurements should visualize the actua l behavior of t he in-cylinder swirl as 
function of different variables (such as: valve lift , clistance from the cylinder head and pressure 
difference over the valves). CFD has the potential to significantly reduc:e the research costs 
of cylinder hcads and can improve the understanding of the intake-runner-swirl c:o rrelation . 
providing engineers the possibility to cletermine swirl ratios prior to ma1111facturing. 

1.4 Focus of this report 

111 this project a stationary flowbench is build to investigate t he in-cylinder flow as a func:tion 
of clistance from the cylinder head and valve-lift. The flow will be measured by Particle Im­
age Velocimetry (PIV) in order to visualize the "smaller" structmes inside the cylincler. The 
overall goal is to obtain an accurate swirl velocity field in order to be used as a benchmark 
iu a yet to be devdope<l CFD model of the cylincler lieacl. The goal for this specific project 
is to obtain sufficient quali tative data to support the developed CFD model. 

First this report will cliscuss the t heory used to develop a fi owbench and important vari­
ables used in these measuremcnts. Seconclly the theory bebind swirl will be elaborated. key 
variables will be introduced and eq11atio11s will be presented to estirnate t he swirl rmmbers. 
This will be followed by genera! t heory on PIV together with the requirements to obtain 
qnalitatively good results . lt will also claborate the software used to analyse the PIV images. 

The following cl1apter will be devoted to the build test setup and t he different design con­
siderations that were deliberatcd. as well as the choices that wcre 1uaclc during the PIV 
analyse. After t his elaboration of the setup. problerns t hat arose dming the measuremeuts 
will be discussed followed by the rcsults and aualyzes. Finally conclusions will be drawn and 
recommendations will be presented for futurc participauts in this research. 

6 



Chapter 2 

Theory 

Flow field visualization has developed over the last few decades, mainly due to the rise of high 
power laser technology. In times prior to laser technology flow field visualization was mainly 
clone by intrusive measurement devices, such as hot-wire anemometry. The main drawback of 
these intrusive methods is , that a measuring device needs to be probed inside the flow , thus 
disturbing the flow. This can lead to inaccurate flow measurements . Besides this problem, 
intrusive measurements usually only measure locally at the position of the probe. 
Laser technology allows for non-intrusive measurement methods , such as Laser Doppler 
Anemometry (LDA) , Particle Tracking Velocimetry (PTV) and Particle Image Velocime­
try (PIV). These methods have the advantage that the do not disturb and are therefore more 
likely to produce more accurate measurements. Besides LDA, these techniques are able to 
visualize bigger volumes of the flow. 

In this research the PIV approach was chosen to characterize the in-cylinder swirl motion. 
This was mainly clone due to the nature of the flow investigated. Swirl is highly turbulent 
two-dimensional flow pattern that will occur perpendicular to the flow inside a cylinder. In 
case of turbulent flows, a whole spectrum of eddies occur with maximum dimensions related 
to the flow domain and minimum dimensions in the order of a few millimeters for laborato­
rium experiments. In order to observe these large ranges of eddy sizes, a high particle density 
is needed. This means that it is impossible to track the individual particles. Therefore, the 
mean displacement of particles in a small region of the image(s) (the interrogation area) has 
to be calculated, leading this research to the PIV approach. 

This chapter will start by explaining how stationary flowbench setup are usually constructed 
and what important variables can be extracted. It will elaborate the swirl motion and give 
key variables to indicate this swirl as well as length scales used to range the eddies produced 
by the swirl. Furthermore it will explain the working principles of PIV and the considerations 
that need to made during flow field visualization using PIV software. 
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2 .1 Flowbench measurements 

A flowbench measurement curreut ly is the most practical way of determining the flow­
characteristics of any given cylinder head. The industry has implemented the flowbench 
measurement . to analyse their cylinder heads and compare them to each other. A flowbench 
setup operates without a moving piston. insteacl a clummy-cylincler is positioneel to allow free 
flow of the a ir. At the exit of the dummy-cylinder a swirl measuring device is posit ioneel to 
measure the swirl procluced. A typical flowbench is clepictecl in figure 2.1 

During Flowbench measurcments, the valve is usually set at a certain valve-lift. Normally the 
pressure-drop over the cylinder head is kept constant , and the combination of pressure-drop 
and valve-lift produce a mass flow of air. Although it also possible to operate the flowbench 
with a set mass flow. and to mcasure the pressure-drop. 

Historically two types of flowbench measurements werc developed the AVL-mcthod and the 
Ricardo-method. The main clifference between these techniqucs lies withiu the operating prin­
ciple. Ricardo cousiders the intake process to start at Intake Valve Opening (IVO) and end 
at Intake Valve Closing (IVC) and the total intake flow quantity is clepenclent of cam profile 
and valve open du rat ion . AVL on the other hand assumes that the intake process takes place 
only betweeu Top Dead Center (TDC) and Bottom Dead Center (BDC) for 180 crank angle 
degrees and the instantaneous flow velocity in the valve gaps is proportional to the instan­
taneous piston speed. AVL defines a 'stanclard lift curve' for the flow parameter integration. 
Thereforc. a simple conversion bctween the Ricardo and AVL flow parameters is not possible. 
Furthermore Ricardo uses a blowing flowbench where air is blown through the cylincler head 
by a blower , whercas AVL uses a suction pump clownstrearn of the dummy-cylinder. to suck 
through the cylinder head as summarized by Xu [51]. In this report the Ricardo method is 
used. 
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Figure 2.1: Stationary Howbeuch accordiug to Ricardo [8]. swirl-irnpuls-metcr (1). dumrny­
cylindcr (2) . cyliuder head (:1) . tra11sition (4). air-tank (5). tmbulencc-filter (6). pressm e­
gauge (7). flow-mcasuremcnt (8). blower (9). air-filter (lü) 
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2.1.1 Pressure-drop 

An important parameter in the Ricardo flowbench measurement is the pressure-difference 
(öp) over the cylinder head. This öp is defined as the difference between the pressure inside 
the intake-manifold and the pressure inside the dummy-cylinder. Although this öp is freely to 
be chosen, Ricardo does dictate a öp of 254 mm water column (2.5 kPa) to allow comparison 
between the different measurements. This öp is chosen to assure fully turbulent flow in the 
intake-manifold so that the loss of velocity head is independent of the pressure drop or flow 
rate. In that case the swirl-properties are also independent of the used pressure-drop. To 
assure this fully turbulent flow in the intake, Xu [51] defines three different Reynolds-numbers: 

Red= 
p·Vd·D 

µ 
Reynolds-number in inner-seat [-] (2.1) 

ReL = 
p • Vv -L 

µ 
Reynolds-number in valve-gap [-] (2.2) 

ReB = p• Vc •B 
Reynolds-number in cylinder [-] (2.3) 

µ 

Equation 2.2 is the smallest of the three equations stated above and, thus determines the 
pressure-drop which needs to be used. Partington [34] reports that the non-dimensional 
properties of the engine port flow become substantially independent of the pressure drop 
when the port Reynolds-number (ReL) exceed 60.000 at low valve lifts and 90.000 at high 
valve lifts. Xu [51] on the other hand states that the Reynolds-number in the valve-gap 
(ReL) should at least be 10.000. In most cases a öp of 2.5 kPa is sufficient for these numbers. 
However experience showed that flow-properties become independent of pressure-drop, at a 
pressure drop of 10 kPa [8]. To allow comparison between measurements in literature and 
the measurements of this report the öp in this report has been set at 10 kPa. 

2.1.2 Flow-coefficients 

A basic requirement of the port and valve assembly design is to enable the engine to have 
high volumetrie efficiency (in the order of 90% for naturally aspirated diesel engines [18]) for 
achieving high torque and power. During the early stage of engine development , the perfor­
mance of the port/valve assembly in terms of the air flow capacity is usually assessed under 
steady flow test conditions, using the ratio of the measured mass flow rate to the theoretically 
calculated flow rate through a reference flow area in the port/valve assembly. 

If the flow is considered to be incompressible and isentropic, the theoretic velocity (½h) 
which the flow should have after leaving the valve passage can be determined by equation 2.4. 
Note that after this passage the flow reaches the atmospheric end-pressure, assuming that the 
dummy-cylinder is connected to the atmospheric surroundings. 

l/' -M·Öp Vfh- --, 
p 

(2.4) 

where pis the density of air in the intake which can be determined with equation 2.5. 

Tr ef P 
Pin = 1.293 · T T, · -p, + ref re f 

(2.5) 
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in this equation the reference-c:onditions are set at 273 K and 1013.25 mBar. Based on ½1i. , the 
flow area A and the density Pin the theoretica! mass flow ri?,th through the reference passage 
can be determincd by equation 2.6 . 

. ~ 
m1,h = y ----;;---P- · Pin · A (2.6) 

The real mass flow rn is lower than the theoretica! mass flow rhu1 due to compressibility­
effects. the imperfect geometry of the intake manifold and the presence of valves. Using this 
mass flow. several key variables (explained in the following subsections) can be introduccd. 
These variables scale the real and theoretic: mass flow by the fract ion -til- and therefore to 

m1h 

what extent t he actual flow approaches the theoretica! flow . 

J 

! 

L ! , --
f-

J ) 

I , 

; 

-, \l 1 llll'l 

. . : 1 ll. ' 

Figure 2.2: Scheme of valvc geometry for calculating mean geometrie area [18] 

Flow coefficient C F 

The flow coefficient CF , which increases with valve lift , reflccts the restric:tion by the port ge­
ometry. when the gap area between the valve and seat lips bccomcs comparable to or beyond 
the port throat area. Since a large proportion of charge enters the cylindcr at higher valve 
lifts. the influence of the flow coefficieut to the engine breathing capacity is more important. 

The flow coefficicnt. CF. correspouds to the flow area in the port, eithcr the minimum geo­
metrie area (port throat) or the valve inner seat area, in which the valvc stem blocking effect 
can be included or neglccted. Xu [5 1] chooses this flow area Aas the inside of the valve-seat 
(inner-scat diameter D) . as shown in figure 2.2. This flow area is independent of the valve-lift 
L. the area can be dctennine<l by eq11ation 2.7. 

7f 2 
A=n·-· D , 

4 
(2.7) 

with n the 1111mber of valves. The flow coefficient can accordingly be determincd by cquation 
2.8. 

rn 
CF' = - - -­

A . ½1i . P 

10 
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Using C1 only, however, will not reflect clearly the difference in the flow capacity at smaller 
valve lifts simply because the scale of C1 at low valve lift is too small. Therefore another 
coefficient is introduced the discharge coefficient Cv 

Discharge coeffi.cient Cv 

The discharge coefficient Cv, which decreases with valve lift, reflects the flow restriction pro­
duced by the valve and seat lips at low valve lifts which then determine the flow orifice area. 
In fact, the geometry of valve and seat lip are critica! to the flow at lower valve lifts [51] [18]. 

To determine the discharge coefficient Cv, the passage of the valve gap is set as the ref­
erence surface. However this surface is ambiguous. Partington [34] defines the reference 
surface as: 

2 [ L . ] L A v = n · 1r · D · cos (3 l + D · sm /3 cos /3 · D . (2.9) 

Equation 2.9 represents the minimum geometrie surface with dimension Lv , taking into ac­
count the seat angle (3. Also used is: 

Ap = n · 1r · D · L. (2.10) 

In equation 2.11 the passage is modeled as a cylinder with diameter D and height L. Surface 
Ap is also referred to as the valve curtain. The discharge coefficient can be determined by: 

m 
Cv-----

- A · vth · p' 

with A either Av or Ap. 

2.1.3 Compressibility effects 

[-] (2.11) 

The methods for characterizing the intake flow under steady flow conditions are based on 
a basic assumption that the flow is incompressible because the flow velocity in the port is 
relatively low and the pressure drop is relatively small. Note that in the steady flow test , 
when the Reynolds number or pressure drop increases , errors in the measured statie flow 
coefficient due to the assumption of incompressible flow also increase. Using the calculations 
of compressible flow the error can be estimated [51]. At 10 kPa of pressure drop the speed vth 
is 128 II]' or Mach 0.37. Equation 2.12 describes the theoretica! mass flow through a passage 
accounting for compressibility effects [51] [48]. 

inth = A · Pin 

With this mass flow rrith a flow coefficient can be expressed according to: 

in 
CF = -.-. 

ffith 

(2.12) 

[-] (2.13) 

In equation 2.12 'Y can be replaced by 1.4, since the medium used in the flowbench is air. 
Accordingly when the small difference between stagnation temperature and ambient temper­
ature are neglected, it appears that the theoretica! mass flow is overestimated by 4.5% [51]. 
Therefore the flow- and discharge coefficient will be underestimated by 4.5%. 
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2.2 Swirl characteristics 

Cylinder heads and intake manifold are specifically designed to increase the swirling motion 
of the intake air. The importance of port design and to some extend the general lack of under­
standing its operation. is reflected by the multiplicity of different configurations which have 
been employed throughout the history of intake-manifold design . A few of them a re sketched 
in figure 2.3 Figure 2.3a shows the simplest possible arrangement . which is axisymmetric and 

Figure 2.3: Illustrat ions of typical inlet port designs. ( a) idealized axisymmetric 
port , (b) directed or tangential port , ( c) deflector or shroudcd valve, ( d) helical port [22]. 

consist of a valve in the coaxial passage; the passage may contaiu vanes to impart rotation 
to the in coming flow. sometimes termed pre-swirl [22]. This is scarcely a practical design , 
although it is sornetimes approached in racing engines . 

Figure 2.3b. shows are more practical design. the directed or tangential ports which have 
curved passages of generally variable and non-circular section, althongh without protuber­
anccs apart from the valve guide. Their main feature is that they are deliberately arranged 
to cause the flow to exit nou-uniformly from the valve orifice in preferred directions[22]. The 
expcrimcntal Proteus cylindcr-head 11sed in this research is equipped with tangent ial intake 
ports as can been seen in figure 2.4. 

The configuration shown in figure 2.3c resembles a tangential port b11t it has a defiector 
or shroud embodies either to the exit of the port or on the valve itself. again this is designed 
to impart a preferent ial direction to t he outgoing flow [22]. The concept of the valve shroud 
is vcry useful for research or development purposes because it is easy to implement. bu t in 
practical applications it suffers from excessive prcssure losses (reduced volumetrie efficiency) 
a t high flow rates associa ted with higher engine speeds. and from the uecd to reta in the valvc 
from ro tation . 

Finally figurc 2.3d 1s a rcpresentative of the helical class of ports. difforing from t he di­
rectcd design in having a helical trough cast into the inner surface. the hmction of which is to 
provoke rotation about the cylinder axis [22]. The flow performance of the helical intake port 
has great influence on Dl diesel engine combustion and performance a11d so the helical port is 
usua lly an importa11t. well-designed and sophisticated cngi11c part [:39]. A great advantagc of 
helical ports is tha t the need for the relat ively long straight sect ion in the directional port is 
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obviated and it is sometimes preferred in situations where the directional port, which if fairly 
shallow, would interfere with the head cooling passages [46] The drawback this design is that 
many errors or deviations may occur during the casting and machining processes, which can 
lead to severe deviations in produced swirl [39]. 

2.2.1 Proteus Cylinder head 

The Proteus cylinder head is designed with tangential inlet runners , which are oriented in the 
same direction, meaning the channels both contribute to establishing a swirl motion inside 
the cylinder. Shroudless valves are installed in the cylinder head, so the swirl is generated by 
the intake runners only. Figure 2.4 shows how the tangential intake runners are casted within 
the cylinder head. 

Figure 2.4: Section (from the valves inwards) of the Proteus cylin­
der head with the position of the dummy-cylinder indicated in 
yellow and the air flow direction indicated in red. 

Figure 2.5: Cast of the 
Proteus intake mani­
fold for one cylinder 

The flow generated by this intake manifold is complex. Initially the flow will be direct ed into 
the cylinder. Figure 2.5 shows steep bend just before the valves. This bend is incorporated 
in the design to accommodate for the valves. This bend guides the intake air over the valves 
into the cylinder creating in-cylinder air structures. As the air is guided over the valves it 
is likely that a jet will appear in the valve passage , this jet will directed into the cylinder , 
but still have a tangential component imposed by the tangential port. Therefore at some 
distance from the cylinder head , this jet will collide with the cylinder wall and cause a global 
rotation (swirl) around an axial axis within the cylinder. The jet in the valve passage might 
also experience tumble as a result of the geometry of the valve passage and the valve design. 

The three-dimensional in-cylinder flow pattern , the degree of swirl and tumble, largely de­
pends on t he mass flow of air and the valve lift . In general the swirl center does not line up 
with the center of the cylinder and varies in time and position from the cylinder head. At low 
valve lifts and mass flows the impuls of the jet is insufficient to create global rotations and 
the flow pattern is complex. At a large enough distance from the cylinder head though , the 
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flow will become one-dimensional again. due to dissipation of the swirl and tumble vortexes. 

2.2.2 Analysis of Swirl patterns 

Evaluating swirl or tumble strength in engiue cylinders is far more difficult than assessing 
the engine breathing capacity. The main issues concerned are the techniques for measuring 
the flow. and the method to calculate the data. which involves the definitions of Swirl Rat io ' 
and 'Tumble Ratio. The process to define the tumble rat io is actually 'borrowed' from the 
conventional way of defining t he swirl ratio [51] . 

The most aften used swirl parameter is the engine swirl rat io. which has been broadly defined 
as: 

Charge vortex rotation speed (w8 ) 

R s = Engine speed ( ~l) ' [-] (2. 14) 

Where N is the crankshaft revolution speed in Revolution Per Minute (RPM). 

Under steady flow test conditions . the charge vortex rotation speed is commonly calculated 
assmning that the charge motion is a solid-body rotating flow which , at the end of induction 
process . has momentum equal to the sum of the angular momentum introduced during the 
whole induction process. The swirl ratio is calculated by integrating the rig or stationary swirl 
numbers (Nsr ) as a function of crank angle during t he indnction process and then divided by 
the fictitious engine speed. Omitting the derivatiou of the equations. the Ricardo Swirl Ra tio 
(RsR) is: 

tangent-ialsw'irlvelocity 
RsR = --- - - - --- ­

i.dealvelocüy 
[-] (2. 15) 

Wherc o,l and o,2 are the inlc t valve open and close position crack anglcs respectively and 
NsR is the Rig Swirl Number defined as: 

8 
Nsr = - - --- · f. 

rr1, · B · vth 
[- ] (2. 16) 

The swirliug flow is normally charactcri zed by the moment of angular 111oment11m about a 
chosen axis. The angular momentum flux iu the engine cylinder. Î , is a function of crank augle 
<luring the induction proccss . In the stcady flow test . it is a function of valve lift for a given 
flow rate or prcssure drop. The linear ratio of this ang11la r momentum flux to the fictitious 
eugine speed corresponcling to t he test concli tion is called the Rig Swirl N umber ( N~r) in the 
Ricardo systcm [5 1]. 

In erp1atio11 2.lG t he augular momentum flux is still unknown. To detennine the angular 
momentum fl11x. I. t he clerivative of the inertia of the air mass is uccded. Equatiou 2.1 8 gives 
the rclation for the deri vative of the solid-body inertia. 

. 1 2 
J=-·r'n·r 

2 
(2 .17) 
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The angular momentum flux , i correlates to equation 2.18 by: 

j= j.w. [Nm] (2.18) 

Determining the angular momentum flux in the actual flow is less easy. For each axial position 
z a integral will have to be solved across the cylinder surface. Equation 2.19 shows this integral 
[45]. 

j = fo 2

1r lor p · ½an · Vax · r 2 
· dr · d</> [Nm] (2.19) 

In equation 2.19 the axial and tangential velocities are still unknown, however the solid-body 
assumption implies that the tangential velocity of the flow is proportional to the radius of the 
flow eddy [6] according to equation 2.20 [45]. 

½an= w. r. 

The axial velocity is defined by equation 2.21 [6]. 

4-m 
Vax = ---~ 

p. n. B2 

(2.20) 

(2.21) 

So if it possible to determine the tangential velocity component for each axial z position over 
all valve lift during IVO and IVC, one is able to calculate the corresponding Ricardo Swirl 
Ratio (RsR)- Corresponding measurements have been clone at the flowbench in literature 
and data is available. 

2.3 Particle Image Velocimetry 

Particle Image Velocimetry (PIV) is a flow visualization technique which yields a two dimen­
sional flow field of a given area of interest. PIV works by adding small particles (seeding) 
to the liquid or gaseous flow of interest (figure 2.6). These particles are carefully chosen to 
follow the flow they are seeded into perfectly. PIV works as follows: 

• Two separate laser pulses are generated and are passed through lenses which converts 
the pulses into a two dimensional sheet. 

• The seeded particles pass through these laser sheet and scatter light. 

• A camera, which is synchronized with the laser records these scattering particles onto 
two separate frames. 

• The two frames are divided into interrogation areas 

• The interrogation areas of the two frames are digitally compared with each other, using 
a correlation-function, and small displacements between the two images are identified. 

• A reference grid and the timing between the two consecutive frames provide the data 
to determine the velocity vector between two separate interrogation areas and a ve­
locity field can be constructed by assembling the individual velocity components per 
interrogation area. 
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F ig 11 rc 2.6: Graphical representat ion of Particle Image velocimetry [6] 

In PIV measure111ents it is im portant to achieve small displacement of t he particles to ensure 
accurate correlation of t he interrogation areas by the correlat iou-function. T he displacement 
of t he particles should a pproximatcly by a qnarter of the interrogatiou area. So in a 64 x 64 
pixel inter rogatiou area. particle-displacement may not exceed 16 pixels [2] [3] . 

Another freq11e11tly occurriug problem is t hat in many Îll-C"y!inder rneasurements the 011t­
of-plaue vclocity is higher than the in-plane velocity. result ing iu the loss of particles over t he 
two i11 mges. T his is <luc to the t hi11 laser-sheet in the out-of-plane direct ion to gain optima! 
light intensity. as eau been seen in figure 2.G. To gain optima! result with PIV some c:onditions 
need to he met: 

• An interrogat ion area choseu should at least contaiu 8 - 10 particles [5] [12]. T his 
guarantees that at every iuterrogation area on t he image plane there is a high probabili ty 
of obtainiug a velocity vector t hat rcpresents the average n10tion of the particles in t hat 
spot [3] . but not so high that the particles overlap to produce spcckle . 

• T he t iming chosen betweeu the two laser pulses sho11ld be short e11011gh for t he par ticles 
to remai11 with in the laser slwet [5] [12]. t hus red 11ci llg out-of-pla 11e particle. T l1011gh 
t he timing should be long enough to record displacemeut of part icles between the two 
fram<:'s. 
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• The laser intensity should be high enough to gain enough scattering of the particles [38] 
to record frames with high a Signal-to-Noise-Ratio (SNR). Noise is present in the form 
of background light and other disturbances. 

• The seeding should be carefully selected to obtain good flow tracking. This poses 
limitations to the weight and size of the chosen particles. 

When these conditions are met , the PIV measurement is assumed to represent the flow char­
acteristics at the region of interest. The PIV process is graphically expressed in figure 2.6. 

2.4 Laser 

The quality of PIV measurements depends, among other variables, on the laser used. To gain 
optimal PIV images, the laser source should have certain properties: 

• A uniform beam profile so it can be shaped into a homogeneous 2D light sheet. Distur­
bances in the beam profile lead to disturbances in the light plane which can adversely 
affect the measurement [15] [23]. 

• High intensity to obtain enough particle scattering [38]. 

• The emitted light intensity should preferably be the same over the two consecutive 
frames to obtain optimal PIV results. In this way the scattering in both frames is 
identical which allows for better correlation [5]. 

• The two consecutive laser pulses need to be triggered, with little time between the them 
( ~ 10 µs) [38]. 

• The light emitted source ideally be monochromatic with a wavelength in the visible 
spectrum in this way a regular camera can be used. Additionally monochromatic light 
implies that little light is lost when using opties, due to reflections (approximately 5% 
per lens). 

• The repetition-rate of the laser should be reasonable, in order to do multiple measure­
ments in a short time [38]. 

• The duration of laser pulse should be short enough to "freeze" the motion of the particles 
during the pulse exposure in order to avoid blurring of the image [38]. 

Although variety of lasers is available to meet the requirements above, a double-cavity Q­
switched laser is the best choice for PIV measurements. Since this laser consists of two 
separate laser cavities, and can be externally triggered to shoot two consecutive laser pulses 
at any given interim between the pulses, although the repetition rate of the lasers might be 
low ( ~ 10 Hz). The Q-swi tch in these lasers allows for maxim urn charge of the laser medi urn 
and therefore the lasers are able to shoot at high intensities ( ~ 50 - 300 mJ per pulse). The 
pulses are produced in the order of 10 nanoseconds, which is enough to illuminate the parti­
cles, but still short enough to freeze the particles in a frame. The monochromatic nature of 
the laser implies little losses when using opties and allows for a regular camera to be used. 
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The laser beam exiting the laser is a two-dimensional round beam. This beam has to be 
converted into a two-dimensional laser sheet. For this conversion opties are needed. A spher­
ical leus is placed in front of the beam to couvert the beam to a point. Secondly, a negative 
cylindrical lens is used to stretch the sheet in one direction. thus creating a sheet ( as can been 
seen in figure 2. 7). 

------~ 
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Figure 2.7: Creation of a light sheet by means of opties [47] 

2.5 Seeding 

One of the key components in PIV is the seeding partides . The technique depends heavily 
on the choice of the particles. These particles can be either solid particles or liqnid droplet s. 
Solid particles are difficult to disperse and tend to agglomerate while liquid droplets evaporate 
rather quickly [38]. In literature oil droplets are frequently used [24] [38] [26] these partides 
usually offer the advantage of not being taxie ( depends on the sort of oil), they are able to 
stay in air at rest for hours and do not significantly change in size under various conditious [38] . 

Seeding oil droplets is usually done by atomization and condensation teclmiqnes. The chal­
lenge in seeding these particles is to obtain a homogeneous distribution of the particles within 
the airfiow. This can be achieved by mixing using fiuctuatiug or turbulent fiows or by seeding 
the particles in several different places. The droplets are nonnally created by rneans of an 
aerosol generator which uses Lazkin nozzles, as shown in picture 2.8 and 2.9. 

In the Laskin process cornpressed air fiows through a submerged nozzle arrangement to 
create a high co11ce11tration of sma.11 liqnid droplets in an polydisperse aerosol. The Laski11 
consists of a stainless steel tube with an outside diameter of 6 mm and an internal diameter 
of 4 mm. The end of this tube is plugged and four holes of 1 111111 are drilled around the 
circumfcrence just above this plug. The other end of the tube is connected to air-supply. Just 
above these holes a stainless steel disc is mounted around the tube as can been seen in fig­
m e 2.8 and 2.9. This disc contains four feed-holes located directly above the holes in the tube. 

The Laskin Nozzle principle works as follows: 
Compressed air if fed down a supply tube to four radial holes . Just above these holes a disc 
is secmed with four adjacent holes a bove the air exits. The nozzle arrangement is immersed 
in the fluid to be nebulised. As the compressed air flows a t high vclocity out of the radial 
holes. oil is drawn i11 to the airfiow and offectively atomizecl into the small air bubblcs created. 
which then grow and move to the surface of the liquid whero they burst. therefore relcasing 
the generatcd particles they contain i11to the air abov<~ the liquid [13]. The ovcr-pressure 
creatcd in the unit vessel creatc an air outflow in which the atomized particles an:) entrained . 
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Figure 2.8: Schematic of a La.skin nozzle Figure 2.9: Visualization of an air jet emerging 
from a La.skin nozzle. The white circle and arrow 
indicate rising bubbles emerging from the liquid 
feed holes [24] 

Just below the exit an impactor plate can be installed to retain the bigger particles. This im­
pactor plate is a round stainless steel disc which leaves a gap of about 2 mm for the flow to exit. 

The process is quite aggressive and aerosols with mean particle diameters in the range of 
0.4 - 1.5 can be generated. To create larger mass flows multiple nozzles are required. Varia­
tions in air-supply pressure can allow for lower mass flows, these can be obtained by using a 
reducer [1 3]. 
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2.5. 1 Fluid Mechanica} Properties 

Ideally t he density of the particles pp would be t he same as the density of the fluid under 
investigation p J · in this way the influence of gravitational forces can be neglected. However 
this is seldom the case. since the density of fluids and gases tend to differ. The following 
charncteristics of particles mainly depends on particle-rnass, shape and dimensions. In order 
to investiga te the following behavior of a particle the forces npon this particle need to be 
analyzed. 

In genera! the forces exhibited on a particle in a cylinder head swirl are gravitational forces 
(F,J and frictional forces (Fw) which a re defined by: 

- n. dp3 -
Fq = (pp - P f) . -6- . g. 

Fw = k · ( Ûv - û 1), 

with k = 3 · n · µ · dp, 

[N] 

[N] 

[k:] 

(2.22) 

(2.23) 

where dp is the diameter of the particle, g is the gradational constant. IL is the dynamic 

viscosity of the fluid. Üp is the particle velocity. Ü1 is the fluid velocity and k is the viscous­
drag-coefficient of a sphere in a Stokes flow. It is legitimate to use the Stokes approximation 
if spherical particles are observed i11 a viscous fluid at a very low Reynolds number . 
Another important force in which is induced by swirl is the centripetal force, which is char­
actcrized by: 

[N] (2.24) 

The gravita tional force and the centripetal force both scale with d/ , while the "driving" 

force (Fw) in this motion scales only with dp as can been seen from equatious 2.22. 2.23 
and 2.24. This imposes a limitat ion to the dimensions of the seediug particles used in PIV 
measurements and thus also to the mass of the part iele [8]. 
The gravitat ional induced vclocity Uq can be deduced from equation 2.22 and 2.23: 

(2.25) 

In a nalogy to equatiou 2.25. an estimate can be derived for the velocity lag of a part.iele iu a 
continnously accelerating fluid : 

(2.26) 

The step response of Up typically follows au exponential cmve if t he particle deusity is nmch 
greater t.han the fluid deusity (pp » p J) [38]: 

- - [ t ] Uµ(t)=Ur 1- exp-(-) 
T s 

(2.27) 
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with relaxing time T 8 given by [38]: 

2 Pp d2 
T8 = d · -- ('==:'. -) 

P 18 · µ v 
[s] (2.28) 

Analyzing equation 2.28 yields that if dp decreases, the relaxation time decreases and therefore 
the exponential term in equation 2.27 will approach zero. Equation 2.27 can than be deduced 
to Ûp( t) ~ Ü f ( t). Thus smaller the smaller the diameter of the particle the better the following 
characteristics are irrespective of the density of the particle compared to the density of the 
fluid. Note that the equations above only apply for Stokes' drag, which implies that the 
particle Reynolds number is smaller than unity. 
In this experiment turbulence will play an important role, the airflow is most likely to exit 
the valves very turbulent, thus local Reynolds numbers can be very high. Therefore another 
solution, which describes spherical particles in turbulent flow will be given. 
In literature [20] equations can be found to describe turbulent flow tracking of a spherical 
particle. They assume shear effects and centrifugal forces to be negligible if the density ratio 
is large (pp » p f). They reduce the equation of motion by Basset [20] to a solution for the 
amplitude ratio of the instantaneous particle and fluid velocities: 

Ûp ( Wc
2 )-½ 

ÛJ = l + c2 ' 

with Wc = 2 · 7f • f c 

[-] 

[N] 

(2.29) 

Where Ûp and Ûf are the instantaneous particle and fluid velocity, fc is the highest turbulence 
frequency and C is the characteristic frequency of particle motion. For Stokes'resistance, C 
equals the inverse of the relaxation time T 8 [33]: 

18 · w · PJ 
Sk2 · Pp . 

(2.30) 

w is the angular frequency of the turbulent motion in equation 2.30 and Sk is the Stokes num­
ber, a characteristic non-dimensional frequency of the particle response, which is expressed 
as: 

[-] (2.31) 

In order to obtain good flow tracking, the optima! particle diameter (dp) has to be chosen. 
Using the equations in this section the maximum particle diameter can be specified. According 
to [20] equation 2.29 is often equaled toa maximum of 0.99 as criterion. When equation 2.29 
is rewritten this yields: 

dp :S Jo.4082 · ~ ' 
J e Pp 

[m] (2.32) 

Were Je is the highest turbulence frequency. Equation yields a result , the diameter of the 
particles used in PIV measurements should be smaller than the calculated value of dp when 
these particles are going to be used in highly fluctuating flows. 
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Another problem with seeding occurs in boundary layers. which are always preseut in rcalistic 
flow . In these boundary layers particles tend to spin due to the velocity gradient. this spinning 
ind11ces a lift-force. Frorn the Kutta-joukowsky theorern it follows that the spinning partic:le 
experience a lift-force: 

t~ = -p · u. r , 

with U the flow velocity, y t he direction normal to the flow and 

r = A ü -fds, 

[N] (2.33) 

(2.34) 

the circnlation around the partic:le. with S t he partic:le perimeter and t t he tangential velocity 
on this perimeter. Frorn equation 2.3:3 an analysis of the particle dynarnics in t he boundary 
layer can be drawn. In 2D a pproximation to the physical boundary layer. the particle spins 
with au angular velocity 

t::,.U dU 
w- - -- -

- R - dy ' 

meaniug the circulation equals 

, 1 2 dU 
I = - w · R · 2 · 1r · R = - · 1rd · -

2 µ dy 

This readily leads to 

1 2 dU 
F, 2n = - · p · 1r · d · U- . 

y , 2 µ dy ' 

(2 .35) 

(2.36) 

[N] (2.37) 

as t he corresponding 2D lift-force . The velocity gradient in the boundary layer is positive, 
implying a lift-force directed away from the wal!. Equatiou 2.37 shows that the lift-force is 
strongly particle diameter dependcd . This force removes particles frorn t he direct vicinity of 
t he wal! and t hus creates a zone close to the wal! were no particles are present. Visnalization 
in bonndary layers is thus only possible if the particles expericncc no-apprec:iable lift -force: 
eq uatiou 2.:rn and 2.37 ituply that s11ch part ic:les must be light and small [47] . 
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2.5.2 Optica! Properties 

The light scattered by particles, under illumination, is a function of the ratio of the refractive 
index of the particle to that of the medium it is dispersed into, the particles' size, their shape 
and orientation. Furthermore, the light scattering also depends on polarization and observa­
tion angle [38]. 

Rayleigh scattering from particles is too weak for PIV. For spherical particles with diam­
eter dp , which is larger than the wavelength of the incident light À, Mie's scattering theory 
can be applied [38], these conditions are typical for PIV measurements. In this theory the 
relation between intensity of incident light and the intensity of the scattered light is given by 
[47]: 

(2.38) 

with Is is the intensity of the scattered light and I 0 is the intensity of the incident light. 
Equation 2.38 once again shows that dp is the crucial parameter in choosing seeding particles. 
When the particle diameter becomes too large however, much larger than the wavelength of 
the incident light, diffuse scattering occurs. For diffuse scattering the effective surface of the 
particle determines the relation between incident and scattered light intensity [38]: 

(2.39) 

Equation 2.38 and 2.39 illustrate that small particles are preferred. Figure 2.10 shows that 
Mie' scattering is also depended on the observation angle. In most PIV setups, the camera is 
positioned at a 90 degree angle towards the laser sheet, resulting in reduced Mie' scattering. 

Figure 2.10: Light scattering of a 1 µm oil droplet in air, light intensity is given in logarithmic 
scale [38]. 
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2.6 Camera 

The camera plays an important role in PIV measurements, the camera provides the recorded 
images, from which the velocity profiles can be determined . PIV measurements definitely 
benefit from t he technology of digital photography. Immediate image availabili ty and thus 
feedback during recording as a cornplete avoidance of photochemical processing are a few of 
the apparent advantages brought with electronic imaging [38]. 

The most frequently used sensors in digital cameras is the Charge Coupled Device (CCD) . 
When a photon enters a CCD sensor, this photon is converted to an electron , thus the CCD 
sensor couverts light in to electric charge. These sensors are placed in an array of many indi­
vidual CCD sensors, each sensor represents a pixel. and togcther these pixels form the total 
image displayed. The smaller the CCD sensors are. the more detail a picture can have, on 
the other hand the array of CCD sensors could also be extended in order to gain more det ail. 
In general one can say. the more pixels a sensor has , the more detail it can display. Ideally 
a part icle used in PIV should have the size of two pixels on the CCD a rray. This can either 
be done by carefully choosing the camera or by using lenses to enhance the picture before it 
reaches the CCD chip. 

Over the past two decades . the CCD had found the most widespread use. However, rapid 
developmeut of chip technology in the early 90s of the last century allowed manufacturing 
of Complementary Metal Oxide Semiconductor (CMOS) sensors with an improved SNR and 
resolutiou [38]. These State-of-the-art CMOS cameras have a good image quality. However. 
the image quality of state-of-the-art CCD cameras is still better. Thus, for high precision PIV 
measuremeuts. which requires double frame cameras with high sensitivity and small pixels in 
order to avoid t he peak-lockiug effect, a CCD camera should be applied [16]. To capture high 
speed events, a CMOS camera must be applied to get a sufficient frame rate[Hi]. 

The pixel size of the camera is a lso of importance. Wheu the pixel size of t he sensor is 
too large. it wil! be harder to distinguish the differeut particles and to meet the optimum 
criteria were 1 partic:le is depicted on about two pixels [38]. 
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2.6.1 Diffraction Limited Imaging 

Whenever plane light waves impinge on an opaque screen containing a circular aperture they 
generate a far-field diffraction pattern on a distant observing screen. By using a lens, for 
example an objective in a camera, the far field pattern can be imaged on an image sensor 
close to the aperture without changes [38] . However, if this image is a point , like the particles 
illuminated in PIV, the image does not appear as a point on the observing screen, but forms 
a circular diffraction pattern as seen in figure 2.11. These circular diffraction patterns are 
of interest since they represent the smallest particle image that can be obtained for a giving 
imaging configuration ( camera and lenses). The diffraction limited minimum image diameter 
ddif can be determined by: 

ddif = 2.44 · F · (M + 1) · À, [-] (2.40) 

where F is the f-number of the lens, defined as the ratio between the focal length f and the 
aperture diameter Da. In PIV, this minimum image diameter ddif will only be obtained when 
recording small particles , of the order of a few microns, at small magnifications [38]. 
If lens aberrations can be neglected , the following equation can be used for an estimate of the 
parti de image diameter d7 : 

[m] (2.41) 

With equation 2.40 it is possible to estimate the depth of field of the image configuration: 

ö z = 2 · F · ddif · ( M + 1) / M 2
. [m] (2.42) 

These aperture based properties can be used in PIV. Assuming that particle scattering is 
sufficient, the aperture diameter can be reduce in order to obtain more depth of field and a 
larger ddif f. This significantly enhances further PIV processing, since the particles tend to be 
depicted somewhat larger on the CCD camera and a thicker laser sheet (in the out-of-plane 
direction) can be used, reducing the loss of out-of-plane particles. 

Figure 2.11: Airy patterns for a small (top) 
and larger aperture diameter (bottom) [38] 
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F dT (µm] óz (mm] 
1 1.387 0.648 
1.4 1.941 0.907 
2 2.772 1.296 
2.8 3.881 1.815 
4 5.544 2.592 
5.6 7.761 3.629 
8 11.087 5.185 
11 15.244 7.129 
16 22.173 10.370 
22 30.487 14.258 

Figure 2.12: Theoretica! values for diffraction 
limited imaging of small particles (.X = 532 nm, 
M = [ 1]_8 ], dp = 1 µm) [38] 



2. 7 Turbulence scales 

The full complexity of in-cylinder flow can be characterized in terms of the average velocity 
U. the ftu ctuating velocity u. and the characteristic: length or integral scale L. 

To obtain the average velocity. the instantaneous veloc:ity (U) is usually measured multiple 
times. These measurements are then averaged to obtain the average veloc:ity. By subtracting 
the i11stantaneous veloc:it ies from the average veloc:ity (Ü) the fluctuating veloc:ity is obtained 
(u) [44] . Equation 2.43 shows this relation, which is know as a Reynolds decomposition . 

(2 .43) 

Similarly the turbulence intensity u' can be determined by: 

(2.44) 

Whcre N is the munber of times that the velocity is measurcd (number of measurements) 
Deterrnining characterist ic length L of the flow is considerably more difficult, si11ce the velo c:­
ity flu ctuations in in-cylinder flows have a wide range of different length and time scales. In 
figm e 2. 13 this can be clearly seen. and represents the turbulent eddy structure preva iling in 
and around the jet-like flow issuing from the inlet valve during induction. A range of length 
scales is present. The largest eddies are those produced by the shearing action of the jet and 
have dimensio11s comparable or greater than the valve lift (wit hin the jet) or valve diameter 
(in t he surrounding ftuid) [22] . These eddies are depicted as l i11 figure 2.13. 
The iutegral length scale (l) of these large eddies is defined as the integral of the antocorrela­
tion coefficient (Rx) of the flu ctuat ing velocity at two adjacent points in the flow (R,r ) with 
respect to a variable distance between the points and is a measm e of the large scale st ructmc 
of the How field [44]. 

Figure 2.1 :i: Tmbulent cddy strnctm e in the cylinder dming induction [22] 
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[m] (2.45) 

where 

[-] (2 .46) 

Adjacent to the integral scales a time scale was determined. The integral time scale of 
turbulence lt is defined as a correlation between two velocities at a fixed point in space, but 
separated in time. 

[s] (2.47) 

where 

[-] (2.48) 

However these large eddy are inherently unstable and break down in a cascade process to 
form ever smaller eddies. Finally they will dissipate in the thin shear layers interspersed 
throughout the flow in the form of spaghetti-like structures, due to viscous dissipation (as 
can been seen in figure 2 .13). 

Rx 

Figure 2.14: Variation of spatial correlation coefficient, with distance, and definitions of 
integral and micro length scales [22] 

The Taylor microscale, indicated as ,\ in figure 2.13, is a measure for the distance between 
the smallest eddies or, equivalently, the magnitude of the turbulent strain field [22] [44]. The 
Taylor microscale is defined by the intercept with the abscissa of the parabola coinciding in 
level and curvature with the Rx function at xo i.e. as can been seen in figure 2.14. The 
corresponding length and time scales are: 

-2 
À=~-~ 

(~) 
ÖX t=to 

[m] (2.49) 

Àt = 
-2 

(~) 
ÖX t=to 

[s] (2.50) 
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Fina lly the sma llest eddies. depicted as T/ in figure 2.13. are c:ommonly referred to as the 
Kolruogorov mic:roscale (v) which. accordiug to dimensional analysis. is related to the rate of 
turbulence dissipation per unit mass [22]. 

[m] (2.51) 

with 1/ . the kinematic viscosity of the gas. This qua ntity is of interest in connection with 
molecular mixing and reaction proc:esses. which occur in the Kolmogorov cddies [22]. In 
engines 17 is in the order of 10 µm [32]. The turbulence dissipation or dissipa tion rate is 
defined form ally as: 

(2 .52) 

The Kolmogorov time scale is defined as: 

[s] (2.53) 

It is a curio11s experimental fact t hat the a mount of energy consmned in a fl11ctu ati11g flow has 
no thing to do with the viscosity. but is determined entirely by the large turbulent scales ( l). 
That is. t he a mount of energy taken from the average flow is detennined by the process of 
creating the largest cddies [32] . This energy is passed on to the ever smaller eddies a nd finally 
dissipates by viscosity. If u is a t urbulent velocity scale, the root mean square fl uctuating 
velocity. and l is a length scale of t he most energetic eddies . t hen it is an experirnental fact 
that: 

(2.54) 

In this case u can be calculated a nd l is defined as either the valve lift of valve diameter as 
stated beforc. 

2.8 Correlation Techniques 

In order to visualize the vector field with PIV. a correlatiou techniqne needs to be applied 
to t he set of images. The images a re divided into m11lt iple iuterrogation areas and these are 
iudividually examined. In principle therc are two correlation techniques which allow for this. 
au to-correlation and cross-correlation. 

Auto-corrclatiou is used whenever the two images are saved in oue frame. this is a single 
photo frame which is illuminated twice. If corrcla tiou is applicd to this picture three corrc­
lat iou peaks appcar. t he zcro-displaccme11 t pca k and two smaller displacement pea.ks. these 
pcaks are eq11al in sizc. but not in direct ion. This technique a.llows for good corrclation but 
is uot capable of predicting the oricntation of the flow. Espccially in swirliug flows this can 
cause problems. 
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Cross-correlation depends on two separate shot images, which are identified as being image 
one and two. The sequence of images is therefore fixed, and the correlation can now determine 
the displacement and direction of the particles. In this case only one correlation peak will 
appear and this will be the general displacement of the interrogation area. Cross-correlation 
is preferred if the camera has the option of shooting two separate image, due to the reliability 
of this technique. 

Correlation is the most important step in the PIV process, however the total process can 
be divided in three clear steps: pre-processing, correlation and post-processing. These three 
steps and there importance will be briefly discussed. 

2.8.1 Pre-processing 

The final result of the PIV correlation process largely depends on the quality of the images 
used to correlate. The setup should be designed in such a way that the optimal pictures 
can be shot, however 100% clear pictures will never be obtained. Image pre-processing can 
be applied to achieve image contrast enhancement. The correlation scheme correlates pixels 
with the same intensity. Therefore brighter particles have more influence on the correlation 
peak than less bright particles. Imperfections in these correlation peaks can occur, when for 
instance the laser intensity between the two frames fluctuates or a reflection over-illuminates 
certain parts of the measurement area. These effects can impose negative outcomes since 
the correlation algorithm. The correlation algorithm will always correlate, but the question 
remains if the outcome of this correlation is the righteous. This correlation can be enhanced 
by means of pre-processing. Some of these technique will be briefly discussed below: 

Mask appliance can be used to reduce the area which will be correlated, by applying a 
mask, parts of the measurement area can be eliminated. For instance a CCD sensor is 
normally square, when a cylinder is be observed a mask could mask the corners which 
are not of interest. 

Background subtraction is useful when the background is dominant and disturbs the mea­
surement. In this case a picture of the background is taken and is subtracted from each 
picture taken. However one needs to be aware that the background which is subtracted 
equals the background in the pictures for best results. This means that all reflections 
from the background should also be present. Therefore the background image can be 
recorded without tracer particles, but with laser-sheet or by the calculation of an aver­
age or minimum intensity image from a large number of images with tracer particles, 
at least about 35 [38]. 

Invert computes the negative of the image by turning bright pixels into <lark ones and vice­
versa. This is useful when the particles used are darker than the background. The 
detection algorithm requires bright data on a <lark background [36]. 

Median filter applies a median filter to the area of pixels set. Effectively this filters out 
bright spots which are greater than a given area. This is especially useful for removal 
of large reflection spots. 
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Dynamic thresholding (Histogram clipping) performs a percentage-based thresholding 
of the image. This operation determines the minimum or maximum cut-off thresholds 
by smmning up the individual bin-counts of the image histogram. The threshold is 
value is determiued when t he percentage of pixels in the sum exceeds the percentage 
specified by the user [36]. 

High-pass filter works by subtracting a lowpass-filtered version of t he input image. The 
kem el size of the lowpass filt er can be specified [36]. High-pass and low-pass filters are 
uscd to perform image modifications and noise reduction. It effectively makes the image 
sharper. 

Binarize binarizes the the image data by setting pixel va.lues ahove the specified threshold to 
white (255) and lower values to black (0) [36]. This way there is less intensity difference 
resnlting in better correlation. The correlation scheme account for particle intensity. 
When the specified minimum intensity is too high. a lot of data will be lost ; particle 
images with intensities lower than t he minimum intensity are made black and do not 
play a rolc in the calculation of the average in-plane displacement. 

Anti-alias This function is effectivcly a 2x2 pixel lowpass fil ter which damps out spmious 
uoise in the image, effectively smoothing the graphics [36]. 

2.8.2 Correlation 

Cross-correlation is normally used to correlate two separatcly shot PIV images as told in the 
introduction of section 2.8. However t here are many different correlation techniques within the 
field of cross-corrclation. each yields a slightly different correlation signa! or peak. Chang­
i11g the correlation technique could improve the measurement.. Three of these correla tion 
techniqnes are described below: 

Phase-correlation (Phase-only Filtering) uses spectra! filtering to eliminate amplitude 
information during the fast Fourier transform (FFT) based evaluation of the corrclation 
1nap [:1G]. This increases the sigual-to-noise rat io and reduces u11desired inftue11ces due 
to e.g. wal! reftections. This technique provides a contrast normalization effect due to 
t he fa.et that the contribut.ion of all sampled part.iele images is normalized. 

Nyquist Frequency filtering removes the highcst. spat.ia! frequency components iu the 
cross-power spectrum (Fourier transform of the correlatiou functio11). This eau be of 
use in the removal of camera noise artifacts (iuterlacing. multi-chaunel readout. etc.) . 
The corrclation plane window shonld be used in diaguosing the functions performance 
[:36]. 

Multiple Correlation esse11tia lly calculates t he correlation from at least two sliglttly spa­
tially separated correlation planes. An approach bascd on multiplication of corrclatiou 
planes was firs t proposcd by Hart. [17]. By calculatiug the product or sum of these 
corrclation plaues a new correlat ion plane resnlts which icleally contaius only the single 
displacement peak. Due to the raudorn position of t he noise peaks . which are preseut 
in all standard correlntion pla11es. t he final correla tion plane will show no or strongly 
reduc:ed uoise peaks. Hcnc:e. this procedure effectivcly increases the detcctahility of the 
correlation peak associated with the part.iele shift[:36] . 
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The algorithm requires additional processing time depending on the number of ad­
ditional correlations calculated and does not perform equally well on all images. A 
careful adjustment of the offset between the sample positions is sometimes necessary. 
If correlation planes are too far displaced from each other the correlation signal may 
be lost entirely in high gradient flows. The correlation plane window should be used in 
diagnosing the functions performance [36]. 

When the number of repeated correlations is higher (more than 3) then the averaging 
mode should be preferred to the multiplication, because this approach is less susceptible 
to loss of correlation in one of the repeated correlations [36]. 

These correlation techniques can further be improved by the use of digital interrogation 
schemes. These techniques further expand the correlation capabilities of the techniques de­
scribed above. These techniques are: 

Multi-pass interrogation The interrogation of the image is repeated at least once more. In 
the following passes the image sample positions are offset by the integer shift determined 
in the preceding pass. Once the residual shifts are less than one pixel a re-evaluation of 
the respective point is no longer necessary (e.g. convergence). The maximum number 
of interrogation passes can be specified. Two to three passes are generally sufficient for 
convergence [36]. 

Multiple pass interrogation not only increases the data yield due to the higher amount 
of matched particle images, but also reduces the so called bias-error [49]. Outlier de­
tection is used to validate intermediate data sets. This is an addition to the correlation 
techniques before and differs from multiple correlation by not multiplying or averaging 
the correlation peak, but merely interrogates the interrogation shifts. 

Grid refinement schemes - is set for a certain grid size which is bigger than the final grid 
size. The technique works by decreasing the grid till the desired grid size and correlating 
on each intermediate grid size. Intermediate results are used for the next interrogation . 
In this way particle displacements which are bigger than the chosen grid size can still 
be correlated. This technique increases the dynamic spatial range, which is the ratio of 
the largest observable length scale to the smallest observable length scale [33]. 

Iterative window deformation - deforms the interrogation areas to improve the correla­
tion. The correlation technique normally works with rectangular interrogation areas, 
when flows are not uniformly and gradients are high many in-plane loss of pairs appear. 
To compensate for this the window deformation technique was introduced, it shapes the 
grid elements in such a way that the least particles are lost and thus the most correlation 
peaks appear. It is especially useful in highly sheared flows such as boundary layers , 
vortices and turbulent flows in general [38]. 
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2.8.3 Post processing 

T he final step in t he processing sequence is t he post p rocessing. T he previous explained steps 
improve the correla tion algorithm and therefore t he obtained result . However the correlation 
algorithm will always correlate particles . whether this resul t is physically possible or not . 
Since t he correlation is based on the st atistical correlat ion of imaged subregions to determine 
local flow vclocit ies . it is subject to inherent errors t hat arise from fini te tracer partide num­
bers, sample volume size. and image resolut ion. T hese errors. in ext reme cases. a re relat ively 
easy to detect as t hey tend to vary substantially from neighboring vectors in both magnit ude 
and direction. Despite t his . correcting these errors is often d ifficult as preseut computer al­
gorithms Jack the irmate pattern recognition ability of humans. The human perceiver is very 
efficient in detecting these out liers [38]. Furt hermore. such errors need not present t hemsel_ves 
in obvious manners [l]. 

In post processing criteria can be given to detect which calcula ted vectors are physically 
righteous and which are false . Several algori thms are developed over the years and can be 
used to detect and replace these physically false vectors. which are called outliers: 

Maximum displacement filter Any displacement vector exceeding t he specified magm­
tude is considered to be an outlier [36]. 

Maximum displacement difference cornputes t he magni t ude of t he vector d ifference be­
tween the vector in question aud its eight smrounding ueighbors . When this difference 
exceeds the specified value for more t han 4 neighbors , then the analyzed vector is labeled 
to be an ou tlier [36] . 

Normalized median filter Applies a median fil ter to each vector along wit h its eight neigh­
bors . A vector is an out lier if t he difference to the median displacement value is greater 
thau the given threshold [36]. 

Dynamic m ean value filter In priuciple t his filt ers works the same as a median filter but 
also checks the U aud V component of t he vector wi t h its eight neighbors. Works 
cspecially well in shocks and high turbuleuce ftows . siuce vectors tencl to change i11stan­
ta11eo11sly in t hese shock and t urbulence flows [38]. 

Minimum Signal-to-noise filter Here the signal- to-uoisc rat io in the corrdation plane . 
defürnd as the quotient of correlation peak height wi th respect to the mean correlation 
level, is nscd to validate the data . However its use is qnestionable because mismatched 
part icle images or stat ionary background features can a lso produces high levels of cor­
relat ion [:38] . To use this outlier detect iou cit her t he background fea t ures should be 
a bse11t or they should removed by a preprocessing fil ter . 

Ratio P eak 1 - Peak 2 Good correlation is defi ned by a high correlation peak. by setting 
a minimum ratio bctweeu t he first and second peak. small (less correlat i11g) peaks are 
rega rded to be 011 t liers . The main d ifference between Pcak Ra t io and Minimum Signal­
to-11oise fil ter is t ha t t he prior looks a t t he ratio bctwee11 t he highest and t he second 
highest correlation pcak. While t he Minimum Signal-to-1toise fil ter looks a t t he highest 
correla tion pcak wit h respect to the mean correlation level. Peak R at io is t herefore a 
st ricter out lier dctectiou scherne. Care has to be taken using this filt er wlien seeding 
levels are low since high correlation cocfficients rnay arise from mismatched a reas. 
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Minimum correlation - Low correlation in a interrogation area is likely to be due to low 
correlation and thus loss of particles. Imposing a minimum correlation percentage could 
identify outliers. However it is of lesser importance for the actual validation of PIV 
data,a s low correlation values do not necessarily point to invalid displacement readings. 

Global histogram filter - Uses the assumption that the difference in velocity between 
neighboring vectors must be lower than a certain threshold. With this filter a two­
dimensional histogram is made by plotting the velocities or displacements, recovered 
from the correlation peaks, of all vectors in a single plane. A rectangular or circular 
box is calculated circumscribing the highest accumulation of the correlation peaks [38]. 

Outliers can either be completely removed from the data set or they can be interpolated. This 
interpolation applies a bi-linear interpolation over its eight neighbors to estimate the replace­
ment vector. When several of the immediate neighbors are also outliers then a Gaussian­
weighted interpolation scheme is used [36]. Another possibility is to try a lower order peak, 
but this is discutabel, since the lower peak might be noise or a mismatched area. Finally in 
the multi-grid technique it is possible to check if the outlier can be replaced by a vector which 
arises from a greater interrogation area. If none of the alternative correlation peaks fulfill the 
validation criteria, the image can be locally re-evaluated with the next largest interrogation 
sample in the multi-grid processing scheme. 
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Chapter 3 

Test Setup & Data evaluation 

This chapter explains how the setup is constructed and what design considerations are made. 
This information could be important for future participants in this research, this chapter will 
explain why certain components were chosen and will provide a greater insight in the design 
of the setup. 

3.1 Design Considerations 

The first concern in building a setup, is its placement. The requirements to install the setup 
and guarantee proper operation should therefore be identified. The requirements are: 

• House a heavy duty cylinder-head 

• Connection to a 983 m3 /h pressurized air-supply (maximum flow at maximum valve 
lift) This can be calculated using the formulas 2.6 and 2.7 from section 2.1.2: 

inth = 
2 · 10 · 103 7r 2 

1,293 · 1.293 · 2 · 4 · 0.0374 = 0.3533 (3.1) 

Q _ inth · 3600 _ 1.272 · 103 = 
983

_ 4 th - p - 1.293 7 (3.2) 

Note that this is the maximum theoretical mass flow, disregarding CD and CF since 
these variables have yet to be determined. 

• It should be placed in an enclosed room, due to safety requirements concerning pres-
surized setups and laser equipement. 

The most obvious location to meet all of these requirements is inside the engine cells . An 
engine cell can be enclosed and each cell has a connection to the 1000 m3 /hour 8 bar(gauge 
pressure) air-supply. 

Due to limited space the setup is rotated from a horizontal orientation to a vertical one 
as is indicated in figures 3.1. It is assumed that this orientation does not influence the 
measurements since the particles are chosen small enough (1 µm) to have good flow flowing 
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charactC'ris tics. This implies tha t any gravitational effects on the part icles can be neglected. 
This orientation a lso meaus that the sct11p wil! be rather high. to maintaiu ea:;y access to all 
componeuts. a second story is added to the sctup. 

T-junction 

Transition 
round to 
square 

Straightener 

Seeding tube 

Main frame 

Mixing tube 

Optical inlet 

Transition 

Dummy cylinde 

Cyclone 

Cyli nderhea d 

Subframe 

Figurc 3.1: Scl1e111atic representat ion. I3lack: Cydoue; Blue: Subframe; Gray: Cylindcr head ; 
Grc,<111: Iu!et piping; Red: Mainframe 
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3.2 Experimental setup 

Although the construction of this setup seems very straightforward, some design issues need 
to be considered before building it. To optimize the compatibility of the setup to different 
cylinder heads it was decided to build the setup out of separate modules. In this way it is easy 
to replace and service all components. This also allows for easy alterations on the cylinder 
head. In essence the setup consists of two main constructions, the main frame with its piping 
and the subframe with the cylinder head as seen in figure 3.1. Both structures and their 
substructures will briefly be discussed in the next sections. 

3.2.1 Optical access 

To allow for PIV measurements the setup needs optical access for the laser sheet to pass 
through. Two flow patterns are of interest in this investigation, the inlet flow and the in­
cylinder flow. Both flows are important in CFD analysis. 

To allow for optical access in the cylinder, the dummy cylinder is composed entirely out 
of glass. This glass has the internal diameter of the bore of the cylinder (130 mm) and a 
wall thickness of 5 mm, this is chosen to allow for pressurized measurements inside the glass 
cylinder. Between the cylinder-head and the glass tube a rubber u-profile is positioned to 
seal the transition and to avoid contact between the glass cylinder and cylinder-head. The 
rubber ring also allows for some play, since the glass cylinder will be clamped between the 
cylinder-head and the cyclone. There is 2 mm of rubber between the glass and metal of the 
cylinder-head, the rubber ring is 5 mm high and puts 2 mm of rubber around and inside the 
circumference of the dummy cylinder as can been seen in figure 3.2. 

Figure 3.2: Dummy cylinder Figure 3.3: Optical inlet tube 
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The optical inlet channel allows for PIV measurements inside the inlet channel. The most 
difficult requireme11t to this part. was that it could not disturb the flow inside the inlet chan­
nel and the access was large enough to allow for good visualization of the flow. Therefore the 
glass is posi tioned in such a way that the internal dirnensions of the channel are preserved 
and t he slots in the channel are made as large as possible . 

The optica! inlet channel is a sandwich construction. In the sides of a bigger dime11sioned 
rectangular stainless steel tube, gaps are milled. This t ube allows for 15 mm thick miter-cut 
glass windows, while preserving the inner dimensions of the inlet channel as can been scen in 
figure 3.3. Small openings are kept between the glass windows and the rectangular t ube to 
allow for sealing. The glass windows and rect angular tube have t he same height dimensions. 
This assembly of glass and steel is clamped between to steel fl anges with a rubber gasket in 
between to e11sure sealing . The whole assembly can been seen in figure 3.3. 

3.2.2 Main Frame and Piping 

The mainframe is the basic structure of the setup . it houses the inlet piping and provides 
room for t he subframe to be placed underneath. The piping is attachee! . by stru ts, to the 
second story of t he main frame, in this way the piping can be hoisted from the cylinder-head 
to remove the subframe from underneath. The subframe is designed to be easily removed by 
means of a pallet wagon, whenever maintenance or alterations are needed to the cylinder­
head. 
The piping is made from square stainless steel channels which have outer dimensions of 120 
millimeter and wall thickness ten millimeter. The pipi11g is square since t his allows easy opt i­
ca! access . due to straight walls. The i11ner dimensions of the channels are chosen in order to 
cope with the large airflow. The wall thickness is c:hosen to withstand an internal pressure of 
three bars. whic:h is the maximum intended pressurize during measurements. F inally st ainless 
steel is c:hosen as material due to its durabili ty and strength. 

The p iping is c:omposed out of several individual clemountahlc parts whic:h will be explainecl 
iu t able 3.1. The are joint by flangcs wi th rnbbcr gaskcts in between them. Figm e 3.1 shows 
all t he c:ompo11e11ts and their rela tive posit ion in the piping system . All but one. which is 
the bleed valve it is posit ioned on top of the T-juuction as can been seeu in figurc :t 5. The 
sceding chan11cl is positioneel after the straightener in order to keep the straightener clean. 
Preforably the straightener would be place clirectly after the seecling cha1111eL sincc inhorno­
gcnei ties in the flow improve mixing of t he seeding as stated in section . Howevcr due to the 
11ature of t he seeding the st raightener would be oil dogged and t he st raightening proper t ies 
would deterioratc. 
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Table 3.1: Parts of piping system 

Component Length Function 
Bleed valve 3 inch safety valve for pressuring the setup, prevent pres-

sures inside exceeding 3 bar(g) 
T-junction 2 inch connection for supply hose to piping and bleed 

valve 
Transition round to square 285 mm allows for smooth transition of round 2 inch ge-

ometry to square 100 x 100 mm geometry 
Straightener 500 mm is fitted with a honeycomb to straighten out any 

inhomogeneities in the air flow . It is constructed 
from plastic plates, the channels of the straight-
ener are 1 x 1 mm, the honeycomb is secured in-
side the piping using sikaflex kit 

Seeding tube 300 mm allow for a seeding nozzle to be inserted at differ-
ent depths, to supply seeding to the flow 

Mixing tube 800 mm allows for the seeding particle to set in the flow 
and obtain a homogeneous distribution of seeding 

Optical inlet 300 mm allows for optical access as described in section 
3.2.1 

Transition 110mm converts the flow from a 100 x 100 mm rectangular 
flow area to the complex geometry of the cylinder-
head inlet 

Cyclone 400 mm allows for free outflow of the air and allows optical 
access to the dummy cylinder. 

3.2 .3 Subframe and Cylinder head 

The subframe houses the cylinder head as well as the pressure sensors used in the setup. The 
cylinder head is attached to the subframe by four M18 rods. The rods fit in the cylinder head 
bolt holes, spacers assure that the valves are still operational. Figure 3.1 shows the assembly 
of the subframe and cylinder head. 

The first cylinder of the cylinder head is used for testing. The valves can be adjusted by 
two bolts, which have a center hole through which a dial gauge presses down on the valve 
stem. This allows for accurately measurement of the valve opening, since play is minimized. 
With this system the actual valve lift can be observed to an accuracy of 0,01 mm. This is 
important since the momentum of the flow might increase the valve lift during measurement. 

The outlet cyclone is fastened to the cylinder-head by means of studs to the cylinder head, as 
can been seen in figure 3.4. The sealing between the cylinder-head and glass tube is assured 
by a rubber ring. While a rubber o-ring inside the cyclone ensure sealing between the outlet 
cyclone and glass dummy cylinder. 
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Actuation 
Hose to piping Mass flow meter valve Reducer Supply hose 

Figure 3.4: Air supply. ground level 

3.2.4 Air supply 

Figurc 3.5: Air supply. first story 

The air connection point to the university air grid is situated underneath the engine cell. A 
high pressure 2 inch supply hose is used to connect the setup to this air supply. The hose 
guides the air to a reducing valve. Straight after this reducer valve an actuatiou valve is 
situated to easily cut off flow to the setup. This valve also allows for easy removal of the mass 
flow meter (see chapter 3.3.4). All piping used around the actnation valvc consists of two inch 
easy attainable stainless steel pipes . Calculations show that this is capablc of supporting the 
intended volume flow at 4.5 - 8 bar. 

A second hosc connects the mass flow meter the air flow to a coutrol valve at the first story 
where it is connected to a control valve. This control valve allows for manually adjnstments. 
The layont of the air supply can be seen in figures 3.4 aud 3.5. 

3.2.5 Seeding 

In a flowbench mass flow wil! change with valve lift. In order to obtain good seediug density 
(8 - 10 particles per interrogatio11 area) t he seeding flow should thcrcfore also increase with 
valve lift. The range in betwccn which. the seedi11g device should work is approximately O -

983 [ o/j]. To allow for t his range a Laskiu device with (î i11depe11dently councctable Laskin 

11ozzlcs was constructed . A11d a reduci11g valve is installed in the seeder a ir supply to allow 
for variations in pressure a11d th11s sceding. 

These Laskin dcvices usually use oil to disperse into seecling. The optima! particle diameter 
ueeded eau lw dctcrmincd using formula 2.5.1 from scction 2.5.1. The fonnnla is rcpcatcd for 
completeness: 

µ 
0.4082 · -. - . 

.fc ·Pµ · 
[m] (3.3) 

The dynarnic viscosity (µ) of air at room ternperatmc is 1.85 io- 5 [ ~
0
]. the de11sity of oil 

(pµ) is normally in the order of 900 [ 
1
~J ] and finally the highest turbuleuce scalc Je nccds to 

be <le tenniue<l. The smallcst scalcs in fluctuat iug flow is the Kolmogorov micro sca!C's as mcn­
tioned in section 2. 7 using fornrnla 2.5:~ and 2.54 the time scale can be detenuiued . Ass111ning 
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the characteristic length to be the valve lift (15 mm) and typical fluctuating velocities of 20 
[7:;'], a Kolmogorov time scale of 5.30 µscan be calculated. This corresponds toa frequency 
of 188.6 kHz , which in terms solves equation 3.3, dp = 0.2 µm. However this length is much 
smaller than the spatial resolution by PIV analysis, which is 2.13 mm in this experiment . 
Using this length and formula 3.4 the highest turbulence scale f c can be calculated. 

f 
_ Wc _ V 

c - 2·7r·r - 2·1r·r' 
[Hz] (3.4) 

with r the smallest time scale and V the typical fluctuating velocities. The highest turbu­
lence frequency using the spatial resolution is 1.49 kHz resulting in a dp of 2.3 µm. Particles 
smaller than this size can follow the turbulent fluctuations of the flow up to 1.49 kHz at an 
accuracy of 95%. Since the method of Laskin is proven and capable of producing seeding with 
a particle diameter of 1 µm this dp was chosen in this experiment . Note that with t his data 
all variables in section 2.7 can be calculated . 

The seeding medium initially chosen was silicon oil with a viscosity of 100 cSt . Using sil­
icon oil in a Laskin device ensured 1 µm droplets to be produced [26] [24] . However the 
silicon oil is very adhesive and accumulated on the glass during operation t hus disturbing the 
measurement. 

Anot her frequently medium used for seeding medium is Di(2-ethylhexyl)sebacate (DEHS) 
[24] [42]. This oil has the same properties of silicon oil (see table 3.2, the only difference is 
that DEHS is less adhesive than silicon oil and therefore measurements can be prolonged. 
Less frequent cleaning of the glass surfaces is needed , which allows longer measurement ses­
sions. Table 3.2 states the properties for silicon oil and DEHS. The volumetrie particle size 
distribution of DEHS under different conditions can be found in appendix C. 

Table 3.2: Properties of Silicon oil and DEHS [40] 

Physical property Silicon oil DEHS 
Chemical formula (-Si(CH3)20-)n C26H50O4 

Density 965 1 ¾& 1 914 1 ¾& 1 
Vapor pressure 7 hPa at 25 ° C 5 -10-3 hPa at 37 ° C 

Kinematic Viscosity 1 -10-41~21 2.52 -10-51 ~2 1 

Refractive index 1.403 1.454 
Surface tension 2.09 -10-2 [ mt ] 3.2 -10-2 [mt] 
Typical droplet size after atomization l µm l µm 
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3.3 Peripherals 

To preform PIV 111casurcments and collect data concerning the setup. additional equipement 
was used outside the constructed setup. Such as a laser and camera to obtain PIV mcasure­
ments and pressurc sensors to log the pressures inside the set.up. This section will ela borate 
on this equipement. 

3.3.1 Laser Equipement 

In this experiment two lasers a re used , both lasers are Neodymiurn-doped YAG lasers. which 
means that the active media of this laser are Yttrium Alurninmn Garnet (YAG) crysta ls . 
These lasers a re optically pumped using a fi ashlamp, pumping cnergy to the lasing material. 
Nd:YAG lasers produce a infra rcd-light a t a wavelength of 1064 nm. Inside the laser cas­
ing this wavelength is frequency-doublecl using a nonlinear crystal. After separation of t his 
frequency-cloubled portion , the light energy at a wavclength of 532 nm has rednced to a bit 
less than ha lf of t he original light energy. This laser is operatccl with a so-called Q-switch 
mode. whic:h allows for the laser energy to leave the lasing medium in a very short time ( ~ 5 
urn) at high powers ( ~ 60 mJ per pulse). 

Initia lly a Quantel Brio Twins laser was usecl which had a rcpetitiou rate of 10 Hz and 
an effectivc pulse-energy of 60 111J. U ufortunately this laser broke clown cluring experiments, 
due to a lPakage in one of the cavi t ies, a nd a replacemcnt had to be found. The replace­
ment was a Quantel Twins BSL 50 which is based on the sarne principle as the Brio Twins 
and actually uses the same Brio ICE power supply as the Brio Twins. The Twins BSL 50 
has a repetition rate of 15 Hz and an effective pulse-energy of 50 mJ. The specificat ions of 
both lasers can be fo11nd in appendix D. The laser beam was converted to a sheet usiug a 
converging lens with s focal point of 75 mm and a diverging leus with a focal point of 25 mm 

:3.3.2 Camera equipment 

The camera used in this experiment is a CCD type Kodak ES 1.0 camera. The maximum 
captme rate is 15 frames per second at single exposure and :30 fra mes per second at double 
t riggered exposure. The latter is used in this setup, since two laser pulses will be generated 
at 10 I-Iz. The umxirnum resolu tiou of the CCD chip is 1008 (H) x 1018 (V) pixels and cach 
pixel is 9 µ ,111 x 9 µw. The CCD chip is capable of detecting 10 bit digita l images giving 1024 
gray levels per pixel, resulting in high detail coutrast. The camera is used in combination 
with a Nikon AF-Nikkor 50mm l:1.4D leus. 

3.3.3 Triggering 

To sync the cam era and laser a Standford DG535 Digital Dclay /Pulse Generator is used . 
This pulsc generator provides fonr precisely-time<l logic transitions or two independent pulse 
ontpu ts . The clelay resolntiou on all channels is 5 ps. Additionally t his pulse generator has a 

To chanucl which is uscd to t riggcr t he camera. The other 4 channcls are used to trigger the 
two Hashlamps and q-switches of the double cavity laser. The timing schcme can bee11 seen 
in figm c :~.6. 
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User Trigger 

Flashlamp Trlggerlng 

Q-swltch Trlggerlng 

Camera Transfer Pulse 
(lntemal Camera Signal) 

--+! 20µs .-

Transfer Pulse Oelay 
First light strobe 
Must occur within 
This time period 

two acquisitions 

33ms 

Second light strobe 
must occur within 
this time period 

Figure 3.6: Triggering of laser and camera 

3.3.4 Data acquisition 

This setup also allows for pressure and mass flow measurements, these peripherals will be 
further elaborated in this section. 

Air flow measurement 

The setup contains a Micro Motion CMF200 Mass flow meter capable of measuring up to 

13300 [ 'f!] or 10300 [ 77,_
3

] • The mass flow meter uses the Coriolis effect to measure mass 

flow. 

Pressure measurement 

The setup contains two pressure meters, a Honeywell S900 pressure difference meter capable 
of detecting pressure difference in the range of 0 - 16 kPa. And a Cerabar T absolute pressure 
meter produced by Endress and Hauser which has a range of 0 - 4 bar. The absolute pressure 
meter is connected to the intake manifold of the cylinder-head and measures the pressure 
inside the piping and intake manifold. The pressure difference meter is on one side connected 
to the inlet manifold and on the other side to t he outlet cyclone, effectively measuring the 
pressure difference over the cylinder-head ( valves) . 

3.4 Data processing 

During the PIV measurements 500 pairs will be taken, corresponding to 500 PIV sets . These 
sets will be analyzed using PIVview [36] and MATLAB. This section examines the influence of 
the correlating techniques and which pre- and post processing options on velocity calculations. 
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3.4.1 Outlier definition 

To quant ify the number of righteous vectors , firstly the definition for an outlier should be 
determined. Section 2.8.:3 already mentioned the different options for outlier detect ion. The 
most widely used outlier definition is the normalized median filter with a threshold of 2 - 4 
[50] [10]. This report uses the same outlier detection as well as the ratio peak 1 - peak 2 of 
2. The is a very strict outlier definition it can be applied since seeding levels are high. The 
idea bebind applying this outlier detection is that only the highly accurate (reliable) data 
remains. Due to the share volume of the data set enough highly reliable vectors will remain 
to plot the results. 

Displacement are very small in the data set. due to the high out-of-plane velocity so there is 
no poiut in using maximum displacement and maximum displacement difference as an out­
lier definition. Although the dynamic mean filter (DMF) works well in shocks and turbulent 
flows. it smoothes the obtained vector field. The DMF compares the U an V component of the 
vector with its eight neighbors. if it differs the vector is regarded as an outlier. This implies 
that very small structures inside the flow (range 2 - 4 interrogation areas) will be regarded 
as outliers. The working principle of minimum SNR and minimum correlation detection are 
about equal to ratio peak 1 - peak 2 only less stringent. And finally the global histogram filter 
was not chosen due to the fact that this filter overlooks the entire generated vector fi eld and 
regards the displacement inside this vector field to be within a certain threshold. However 
some velocities are higher than this threshold and are therefore incorrect labeled as outliers. 

Basically three options for out.lier replacement exist in PIVview: Try lower peaks , interpola­
tion and re-evaluate with large sample (multi-grid only). Of these three options the latter is 
chosen. the multi-grid interrogation scheme will prove to be very competeut in correlating the 
pixels . Try-lower peaks couuters the previous outlier detection of ratio peak 1 - peak 2. and is 
therefore disregarded. Interpola tio11 is a optiou. but the data set is large eno11gh to disregard 
the outliers . It is assumed tha t a disregarded vector is of more value to the reliability of the 
generated vector fie lds than interpolated vectors. 
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3.4.2 Pre-processing 

To investigate which combination of pre-processing steps should be applied, one of the better 
image sets was used and processed. The first step was to apply a mask to isolate region of 
interest as can been seen in figure 3.8. The correlation methods was set to multi-grid refine­
ment (starting at 128 x 128) since this technique increase the dynamical spatial range [38] . 
Initially no outlier definition was defined. The final interrogation window was set to 64 x 64 
pixels with an overlap of 75% resulting in 3600 vectors. 

The mask disabled 660 vectors (19 .0%). After applying the ratio peak 1 - peak 2 of 2 and 
normalized median filter with a threshold of 3, the disabled vectors rose to 1068 (24 .2%) . 
Different pre-process methods were tested, the table below show the results: Test 11 proved 

Table 3.3: Outlier detection under different pre-process conditions 

Median Dynamic High-pass Binari- Anti-
Test filter thres- filter zation alias Outliers 

(3X3) holding (lüpx) tresh=130 3 x 3 gauss 
1 No No No No No 24.2% 
2 Yes No No No No 23.6% 
3 No (5% - 95%) No No No 23.0% 
4 No No Yes No No 25.5% 
5 No No No Yes No 25.8% 
6 No No No No Yes 20.1% 
7 No No Yes No Yes 20.9% 
8 Yes (5% - 95%) No No No 20.4% 
9 No (10% - 97%) No No No 22.8% 
10 No (5% - 95%) No No Yes 19.8% 
11 No (10% - 97%) No No Yes 19.9% 

Valve lift: 4 [mm], Distance: 90 [mm] ; Mass flow: 91.6 [~] 

to show the least outliers and therefore it was chosen to apply a dynamic thresholding filter 
(DTF) of (10% - 97%) to the data as well as an anti-alias filter. The DTF removes the 10% 
of the darker pixels and 3% of the brightest. The darker pixels are likely to be noise and the 
brightest particles are due to glass scattering. The anti-alias filter blends the edges of the 
particle, making it slightly bigger, thus obtaining better correlation. 

Although test 10 gave slightly better results for this particular situation it assumed that 
the more stringent DTF setting of test 11 reduces more noise of darker pixels while still sup­
pressing glass scattering. 
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F igure 3.7: O riginal obt ain PIV picture Figure 3.8: PIV picture wit h mask and pre­
processing . dyuamic t hresholding fil ter (10% -
97%) and ant i-alias 

Va lve lift: 4 [mm] . Dista11ce: 90 [mm]; Mass flow: 91.6 [~] 

3.4.3 Correlation t echnique 

By kceping the pre-processing steps constant, altering the correlation teclmiques. t he mul t i­
grid scheme is tested to be the most accurate scheme. Table 3.4 shows t he results of t he 
d ifferent correlat ion scheme investigated . 

Note that gri<l refinement is standardly set a t 128 x 128 in table 3.4 or otherwise noted . 
Table 3.4 confinns mult i-grid refinement to be the opt imum correlation algorit me. T he iui t ial 
sampling window does not affect t he outlier outcome . but does so wit h the t ime needed to 
exec:11 t<~ the corrf'lation . However, t he ini t ia.! window is kept at 128 x 128 . alt h011gh it makes 
some cl ifference in t ime selecting a window twice as big as t he iutcrrogation window adds to 
t he reliabili ty of t he generatecl velocity field . 

Alt hongh t imes rnight seem insignificant keep in mincl t hat t he c:orrelat ion has to be execute<l 
f>OO times fo r oue rneasurement. T he sclected schcme ( test lG ) takes roughly 28 miuutcs to 
be completed. without acldi t iona l t ime for t he program to wri te the data to disk, using a HP 
xw4400 workstation wi th an Intcl Core 2 Duo EG600 2.40 GHz (4 MB L2, 1066 MHz FSB) 
from the year 2006. 

N ote that af ter t his pre-processing. corrclation and ou t lier detectiou only 19. 7% - 1 !)% 
0.7% is considerecl out lier , while using stringent settings . 
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Table 3.4: Outlier detection under different correlation condit ions 

Correlation technique Algorithm Outlier Time 
1 Phase-correlation Single-pass interrogation 28.0% 2.06 [s] 
2 Phase-correlation Multi-pass interrogation (3) 26.9% 5.30 [s] 
3 Phase-correlation Multi-grid refinement 21.1% 11.03 [s] 
4 Nyquist Frequency Filtering Multi-grid refinement 19.7% 7.98 [s] 
5 Nyquist Frequency Filtering Multi-pass interrogation (3) 26.9% 5.17 [s] 
6 Nyquist Frequency Filtering Single-pass interrogation 27.5% 1.47 [s] 
7 Multiple correlation Single-pass interrogation 23.2% 3.59 [s] 

(Multiplication) 
8 Multiple correlation Multi-pass interrogation (3) 22.7% 7.00 [s] 

(Multiplication) 
9 Multiple correlation Multi-grid refinement 19.6% 8.92 [s] 

(M ultiplication) 
10 Multiple correlation Single-pass interrogation 26.5% 3.50 [s] 

( A veraging) 
11 Multiple correlation Multi-pass interrogation (3) 26.1% 6.59 [s] 

( A veraging) 
12 Multiple correlation Multi-grid refinement 19.9% 6.63 [s] 

( A veraging) 
13 Multiple correlation Multi-grid refinement 19.9% 6. 14 [s] 

( A veraging) 
Nyquist Frequency Filtering 

14 Multiple correlation Multi-grid refinement 20.6% 14.22 [s] 
( A veraging) 
Nyquist Frequency Filtering 
Phase-correlation 

15 Multiple correlation Multi-grid refinement 20.0% 12.24 [s] 
(Multi plication) 
Nyquist Frequency Filtering 
Phase-correlation 

16 Multi-grid refinement 19.7% 3.34 [s] 
17 Multi-grid refinement (96 x 96) 19.7% 3.09 [s] 
18 Multi-grid refinement (160 x 160) 19.7% 4.31 [s] 

Valve lift: 4 [mm], Distance: 90 [mm]; Mass flow: 91.6 [~] 
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3.4.4 Peak-locking 

When particle images become too small. the peak-locking effect may arise. This effect means 
t hat the displacements tend to be bi a.sed towards integral values . The effect increases as the 
part icle image diameter (dla.i,) is reduced which is a clear indication t hat a bet ter subpixel 
peak estimator should be chosen [38]. This effect can be observed in t he actua l displacement 
data. by plotting the displacement histogram such as given in figures 3.9 and 3.10. In genera! 
standard 3-point subpixel peak estimators do not preform well when the particle image size 
is smaller than 1.5 pixel, which is the case in this project. Table 2.12 shows that the particle 
image size is 1.9 µ,m . this while the pixels of the used camera are 7 µ,111 indicating tha t a 
single part icle in this experiment is smaller t han t he pixels of the CCD-chip. This problem is 
red uccd during pre-processing where t he ant i-alias fil ter is used. This fil ter blurs the part icles . 
which makes t hem bigger in size. resulting in better correlation. vVhen figure 3.9 and 3. 10 
are observed no big differeuces appear between the chosen sub pixel peak fits. Note that the 
scale for horizontal displacernent is slightly different . Thercfore this report uses the normal 3 
poiut gauss peak estimator . 
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Fignrc :3. 9: Histogram 11sing 3 point Gauss Figure 3. 1() : Histogra.111 11sing least squa res 
es timator Gauss estimator 

Valvc lift: 4 [mm] . Distauce: 90 [mm] ; Mass flow: 91.G [1] 
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Chapter 4 

Results 

Tangential measurements were preformed at various distances from the cylinder-head and 
at various valve-lifts. The distances from the cylinder-head were varied between 30 and 130 
millimeters and the valve-lift varied from 1 to 5 millimeters. Axial measurements were pre­
formed at various valve-lift (1 - 5 millimeters) trough the center of the cylinder and with the 
laser-sheet at the axis an axis over the valves. 

In all individual experiments 500 image-pairs were taken. resulting in 500 correlating pairs. 
These pairs were correlated using PIVview (the used settings are elaborated in section 3.4.3). 
The correlation by PIVview results in single data files per correlation which contain the ve­
locity fields corresponding. For further data-analysis MATLAB is used. 

This report will show the obtained from PIV as well as results obtained from the pressure 
and mass flow data. 
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Figure 4. 1: Indication of tangential measurement Figure 4.2: Plot indicating the heights of 
planes and axial measurement area . The cylinder- t he axial measurements. The injector is 
head is positioned at z = 0. positioned at x & y = 0. 
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4.1 PIV results 

In PIV analyses the srnallest length scale which can be measured is of importance, it detcr­
mines which structures can be visualized. The correlation in PIVview was clone with a 64 x 
64 pixel interrogation window with 75% overlap. The resul ts contain 60 x 60 vectors. The 
pixel to millimeter relation in the tangential experiments is around 7.5 pixels per millimeter. 
indica ting that the smallest observable length scale in this experiments is 2.1 millimeter. The 
distance between the camera and laser-sheet is kept constant throughout t he experiment re­
sult ing in a fixed length scale. 

In the axial experiments the pixel to millimeter rat io is around 13.5 indicating that t he 
spatia l resolut iou in these measurements is 1.2 millimeter. In these measurements the camera 
is also kept at a fixed position. Figurc 4.1 indicates the area of the axial measuremeuts and 
t he posit ion of the tangent ial measurements, whilc figure 4.2 indicates the heights of the axial 
measurements . 

4.1.1 Quality of the images 

An important issue in evaluating PIV rcsults is the quali ty of the recording . This starts by 
acquiring sharp. det ailed picturcs of the particles in the flow ( as shown in figure 4.~l). These 
picturcs a re further enhanced to optimize the correlation techuiques , as cxplained in section 
2.8. Au outlier definition has been specificd indicating false vectors. PIVview corrclates the 
data accordingly. t he produced data is used for analysis. 

Figu re 4.3 : Raw PIV image obtaine<l dming mcasure111cnt 
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Outliers 

In this report the data has been judged upon its outliers. The quantity of outliers is a measure 
for the quality of the data. Essentially the outlier definition states what is accepted as data 
and what is not. 

PIVview exports, among other variables, the flags of the vectors which were correlated. Each 
individual vector has aflag which indicates how the vectors exported should be interpreted. 
These flags are normalized in MATLAB, were the flag " l " indicates valid data and the flag 
"0" indicates an outlier. By adding all these flag a (3600 x 500) flag matrix is generated. By 
summing this flag matrix over all 500 measurements a grid can be specified, indicating the 
percentage of reliable vectors per interrogation area. 

This grid can provide vital information about the quality of the correlation. Problems in 
the PIV evaluation can be located, for instance if in some region the amount of reliable vee­
tors is significantly lower than the rest this can indicate a problem like a thinner laser-sheet 
at that position and thus more out-of-plane particles. 

Figure 4.4 shows the amount of reliable vectors. This figure shows that in the section of inter­
est on average 80% of vectors are valid vectors , the other 20% are outliers. This might seem 
much but one should keep in mind that the outlier definition is harsh and no interpolation 
is used to substitute false vectors. Although only 80% of the vectors remains these vectors 
are reliable, and are therefore used for further calculations. This is in contrast with the 0.8% 
outliers that were present in the correlation done in section 3.4.3, however the image pair 
used in that section was one of the better in the entire measurement . 
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Figure 4.4: Plot of the quality of measurement 
Distance from cylinder-head = 80 [mm], 
Valve-lift = 5 [mm], Mass-flow = 122.3 [;] 

Figure 4.5: Plot of the quality of measurement 
Distance from cylinder-head = 90 [mm], 
Valve-lift = 2 [mm], Mass-flow = 50.5 [;] 
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In figure 4.4 the circumference of the cylinder can clearly been seen. On this circumfer­
ence the quality seems to be better tha11 in the middle. This has to do with sc:attering a t the 
c:ylinder-wall (as can been seen in figure 4.3) , either sca ttering is present and correlation is 
near 100% or it is absent and c:orrelation is weak. The influence of this on further evalua tions 
is 11egligi ble. Scattering occurs in both frames and therefore correlation will be 100%. but the 
net displacernent will be 0. This indicates that around the circumference it is hard to obtain 
vector information due to scattering and velocities will be lower. However it is in principle 
very harsh to obtain good vector information with PIV in the proximity of a cylinder wall 
due to boundary layers and possible lift effects on the particles as elaborated in section 2.5.1. 

In the case of low correlation the problem is more domina11t, this is caused by actual particle 
scattering reflections on the wall. which is visible in figure 4.3. During measurements this 
" reflective sc:attering" was visible. A mask. placed around the circumference of the cylinder, 
is applied to suppress this effect. However at some positions the effect is so strong tha t the 
part.iele reflection will be visible within the area where the mask is not applied . or the mask 
does not cornpletely enclose the measurement circurnference and the reflective scattering is 
visible. The effect occurs occasiona lly over the measurements and usually only influences one 
or two vec:tors . These vectors will poi11t out of the circumference. which is physically irnpos­
sible . However these effects will be averaged out in a average velocity plot. For comparison 
figure 4.5 shows a better correlating expE)riment. 

Scattering is also the cause of the strange lightening on the left side of figure 4.3, the laser 
light scatters back from the inside circurnference of the dummy cilinder and focusses on on 
point in the cylinder. Although this effect is present , it does not influence the measurements, 
as can been seen in figures 4.4 and 4.5. The effect is present i11 both meas urements. 
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4.2 Velocity field 

The next step is to produce velocity fields. Two fields are of general interest the instanta­
neous velocity field which shows all the small structures present, and the averaged velocity 
field which illustrates the overall motion of the fluid. 

To produce the instantaneous velocity the flag matrix is summed over the measurements, 
and the measurement containing the most reliable vectors is selected for representation. This 
measurement is cropped by the cylinder wall to obtain all vectors within the cylinder. Ad­
ditional MATLAB plots the cylinder wall and inlet-ports for clarity. In figure 4.6 a specific 
instantaneous velocity field is shown. In this figure the eddies can clearly be distinguished, 
these eddies have a short lifetime than the timing between the two consecutive pairs (10 Hz) 
and thus fluctuate over all 500 measured pairs. 

The average velocity field is constructed by summing all righteous vectors and dividing 
through the number of righteous vectors, in this way an average is created without the influ­
ence of absent false vectors. This is shown in figure 4.7. There are no small scale eddies in 
this figure, they are all averaged. The two counter-rotating vortices can be clearly seen. 

4.2.1 Reynolds decomposition 

Although the instantaneous field in figure 4.6 showed more small vortices than the average 
field in figure 4. 7, not all vortices can been seen in an instantaneous velocity field; more vor­
tices become visible after substraction of average velocity of the vortex. This method is called 
decomposition. 
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Figure 4.8: Reynolds decomposition 
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Decomposition by scale denotes separating the tota l vector field into portions having dif­
ferent scales of lcngth or time. The Reynolds decornposition can be viewed as a scale de­
composition in several ways. depending upon the definition of the average velocity [4]. If 
the average velocity is determined by long-time averaging ( as is the case in this report) , the 
decomposition separates the field into a (possible position dependeut) component that has 
infinite time-scale and a fluctu a tion that contains all other componcnts of lesser time-scale . 
By subtracting the average velocity field from the instantaneous velocity field these infinite 
time-scale components will be removed and the cornponents of lesser tirnc-scale will become 
visible. The resulting vectors are the fluctuating velocity vcctors (u) as described in section 2.7 

One of the strengths of Reynolds decomposition is its ability to reveal small-scale struc­
tures. The drawback of this method is that it removes large-scale features (mechanisms) that 
are intimately associated with the average flow. That is why the average velocity field is 
depicted in figure 4.7 and the Reyuolds decomposition in figure 4.8. 

4.2.2 Fluctuations 

The fluctua tiug vclocities extractcd from the Reynolds decomposition tel1 how the flow fluc­
tua tes over time a11d space. By averaging these fluctua tions over the number of measurements 
(500) information about the structures inside the cylinder can be ext racted. The higher the 
fluctuations in the cyliudcr the more instable the flow wil! be a t that position in the cylinder. 
Figure 4.9 shows these assembled fluc:tuations. Note tha t the fluctuation velocities are lower 
than the velocitics in figures 4.G , 4.7 and 4.8 , this is due to the fact that the fluctuating veloc­
ities are calc11la ted by subtracting the average velocity and the instantancous velocity. giving 
rise to smaller vclocity cornponents and this is due to the lower energy of the smaller vortexcs . 

With these fiuctuations it is possible to determine the turbulence dissipation ratc in the 
flow using fornrnla 2.54. l is chose11 as the valve-lift (2 mm) and u is the averagc fluct ua tion 
vector of the total measurement (3600x500 vectors averagcd) resulting in: 

u3 5 52243 
f - - - . = 8.420!) · 101 

- l - 0.002 ( 4.1) 

This turbulence dissipation ra te can in turn be 11sed to fincl the smallest Kohuogorov length 

scale , using fon1111la 2.51. The kincma tic viscosity (v) of air is 15.68 -10- 6 [
11t ]. 

1 1 

(v:') 4 ((15.68-10- 6)
3

)
4 

·17 = - = - --- - = 1.4627-10-5 
f 8.4209 · 101 

[rn.] ( 4.2) 

The Kohuogorov length scalc this measuremcnt (valve-lift = 2 mm. clista 11cc from the cylincler­
head is 90 m111 and mass flow = 50.5 [1]) is thus 14 1w1. This number is in the same order 
as Lumley [:12] sta tes (scctiou 2.7). Formula 4.1 indicates that as fluctuations bec:ome larger. 
the Kolmogorov scale decreases. 
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4.2.3 POD and SVD 

Proper Orthogonal Decomposition (POD) extracts dominant structures from a given ensem­
ble [21]. When the number of collected samples is smaller than t he space discretization, it is 
more convenient to use the Sirovich approach [41] also known as method of snapshots. The 
ensemble can be either generated by detailed numerical simulations or collected experimen­
tally [9]. 

POD provides an optimal set of basis functions for an ensemble of data. lt is optimal in 
t he sense that it is the most efficient way of extracting the most-energetic components of 
an infinite-dimensional process with only a few modes [21]. In POD the fluid variables are 
written as a linear combination of some global modes. These global modes are computed by 
taking snapshots of the time history data of the fluid variables, putting them in a matrix, 
forming a spatial correlation matrix and then computing the eigenvalues/eigenvectors of the 
correlation matrix. Alternatively you can computed the POD modes by performing an SVD 
on the matrix of snapshot data. SVD itself is just a way to decompose a matrix. Since SVD 
is a commando in MATLAB this will be used to determine the eigenvalues of the assembled 
fluctuation matrix. 

If the fluctuations are given as a data set uk(x) where x is the space coordinate and k is 
the snapshot index. Such a set can be conveniently represented as a matrix U = Ujk where j 
= l , ... ,M spans the number of space positions and k = 1, .. . ,N spans the number of snapshots 
Uk- Than it is possible to build a set of modi [7]: 

<l> = { 'P l , 'P2 , ···· ·, 'PN } , (4.3) 

of linear combinations of the snapshots: 

N 

'Pi(x) = L 'l/Jik · uk(x) , ( 4.4) 
k=l 

where \JI = 'lj;1, 'l/J2, ... , 'Ij; N is obtained by sol ving t he eigenvalue problem Cw = >. w, C being 
the space correlation matrix: 

l T C=-•U -U 
N ' 

(4.5) 

Then the snapshot (uk(x)) can be approximated by a linear combination of K modes: 

K 

uk= L eik· 'Pi(x), ( 4.6) 
i= l 

where K is the number of vectors used in the measurement, whereas eik are POD coefficients 
that can be determined by projection of the dat a ensemble onto the POD modes [7]. 

The eigenvalues determined by the SVD commando (or the squares of the singular values) 
are sometimes referred to as 'energies' corresponding to the proper orthogonal modes. In 
this research , where the fluid is considered incompressible, this energy is related to the fluid 's 
kinetic energy. 
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The POD coefficients that are extracted by this method can be used to plot sevcral modes of 
the flow. The first four modes of the instantaneous field in figme 4.6 are depicted in figures 
4.12 - 4. 15. Accordingly it is possible to determine the energy per mode of the instantaneous 
field. This graph is represented in figure 4.10. Mode 1 carries 43% of the total energy in this 
instantaneous field . while mode 2, 3 and 4 respectively carry 6.18%, 4.02% and 2.84% of the 
total energy present in the filed. 90% of the cumulative energy is preserved within the first 
60 modes . 

11 

0.9 

08 

07 
>-
0, 

~ 06 1 
Ql 1 
Ql ' 
> .ai O 5 
:i 
E a 0 4 

0.3 

02 

0 1 

0 
0 

350 

300 

250 

200 

150 

100 ' 

100 · 

150 
0 

50 1 00 150 200 250 300 350 400 450 500 
mode 

Figurc 4.10: Cumulative energy per mode 
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Figure 4.11: POD coefficients of the iustantaneous field 
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Figure 4.12: Normalized mode 1 

Normalized mode 3 

- 60 - 50 - 40 - 30 - 20 - 10 0 10 20 30 40 50 60 
X{mm) 

Figure 4.14: Normalized mode 3 
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4.2.4 Justification disregarding outliers 

To ju::;tify the disregarding of outlicrs. instead of interpolating. a compari::;on is made. The 
worst measurement is selected aud aualyzed with and without interpolation. The results of 
both methods are plotted in figures 4.16 - 4.19 and differ quite severe. First the method used 
in this report will be explicated. 

In thb report the multi-griel correlat ion is used. which progressively scans the PIV images in 
decreasing interrogation windows. The method ::;tarts at a 128 x 128 pixel and progresses to 
96 x 96 pixels and finally 64 x 64 pixel interrogatiou. Whenever this correlation technique is 
unablc to find a correlation peak it re-evaluates the previously evaluated interrogation wiu­
dow and trie::; to find if there is a matching correlation peak. If the correlatiou peak matches. 
the vector is considered as valid data. Wheu there is no conformity between the peaks in the 
small and larger interrogation winclow, the iuterrogation scheme c:onsiders the vector. inside 
the final interrogation window. as an outlier. In this report. these outlier::; are disregarded, 
since they are uot reliable bec:ause they cannot be correlated correctly. 

On the other hand there is the possibility of interpolating these outlier vectors. t he multi-griel 
correlat iou tedrnique is still used. b11 t without re-evaluating. This interpolation applies a 
bi-linear interpolation over its eight neighbors to estimate the replacement vector. All cor­
relatiug vectors are exported as valid data while the replacement vectors a re exported as 
interpolated vectors. The reasou for interpolation is to obtain more smooth vector fields. 
basically the rnis::;ing data is filled iu by using the neighboring vectors to e::; timate the missing 
vector. Various correlation based methods of iuterrogation, combiued with Gaussian sub-pixel 
interpolat io11. are commonly used and with some exceptions continue to ::;how significant ef­
fects of peaklocking [43]. 

To make a comparison between the two methods. t he worst correlating measurement was 
choseu . In the case of replacing the vectors. if possiblc. by a re-evalnation of the previous 
interrogation winclow. a ll vectors flagged valid data were used. This were in total 1258924 
vectors out of 1800000 vectors (3600 vectors x 500 measurements) corre::;ponding to 69.94%. 
11.17% of the vectors was consiclered as all outlier and 18.89% was lost d11e to the mask 
applieation. In this case 69.94% of the vectors (the valid data) was used to ensemble an 
average velocity held. The 18.89% of data lo::;t by the mask is not used i11 the c:alc:ulatiou of 
the average velocity field. therefore cffectively 86.2:3% of the vectors used for average velocity 
calculatiou are valid and 13. 77% are 011 t liers. The avernge vclocity field is thus constructed 
using 86.22% of the vectors in the tC'st section (iuside the mask). 

In the case of replacement of ontliers by interpolatiou 12030Gl vectors ont of 1800000 were 
consiclered as valid data. correspoudiug to GG .84%. 14.26% of the vectors was interpolated 
and 18.!)0% was lost d11e to the mask application. In this case 81.1 % of the vectors was used 
to ensernble an average velocity field. However t he vectors ontside the mask are disregarcled. 
this means that all vectors inside the mask 100% of the vectors are usecl to ensemble the 
averagc vdocity field. 
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Figure 4.16 and 4.17 show respectively the quality of the interpolated outliers correlation and 
the disregarded outlier correlation. The quality of the interpolated outliers is better since the 
intC'rpolated 011tliers are rcgards as rcliable vectors. t.hus increasing the n11mber of relia ble 
vectors with respect to figurC' 4.17. 

Figure 4.18 and 4. 19 show rcspec:tively the average V<~locities of both corrclations. The aver­
age vclocity field of the interpola t.ed vectors is smoother. due to the fac: t tha t 17.58% of the 
vectors is " smoothcd" due to t he interpolation. Although fignre 4. 19 shows a different same 
flow structure than figure 4. 18 the averaged velocit ies. respectively 2.1992 [~ ] and 2.1733 
[ ~ ] ouly differ less than 1 % . 

For ill11stration purposes the worst measurements (fluctuat ious are high in this measurement) 
in this research is shown. In a t.her mcasnrements the difference between quali ty plots and 
average vclocity is less significant (as eau been seen in figures 4.20 and 4.21. Al though figure 
4.1 8 shows a more smoothen velocity field. the vectors in figure 4. 19 are actually rneasured 
and correlated . instead of interpolated. The goal of this research is to obtain good in-cylinder 
velocity data. and by tha t goal outliers a re thus disregarded instead of interpolated. 

4.3 General results of the tangential measurements 

l11 t his research two varia bles were cha11ged. the distance frorn the cylinder-head and the 
valve-lift. The d istance inwards t he cylinder was mcasured wi t h respect to the face of the 
cylinder-head and was in the range of 30 mm to 160 mm. The valve-lift was varied from 1 
nm1 to 5 m111. In alL the chauges in these variables yielded 65 vclocity fields . lt is beyond t he 
scope of this report to show all t he velo ei ty fields obtained ( a set for one vaJ ve-lift is show11 
in appendix E ). lnstead genera! characteristic variables are determined for each velocity field 
and t hey will be plotted for different valve-lifts and distauces from the cylinder-head. 

The variable of most interest is t he average velocity in the t.augent ial plane over t he cyliuder 
at different valve-lifts. Figure 4.22 shows the average velocity over distance from t he cylinder­
head for different valve-lifts. The average t.angential velocity iucreases with distance frorn t he 
cyliuder-head t ill it peak a rn11ud GO mm frou1 the cy liuder-head. At higher valve-lifts the 
mass flow is higher and tlms the average tangential vclocities a re higher as can been seeu in 
figure 4.22. 

Tliis increase in tangential velocity can be expla i1Hxl by the tangent ial inlct. ports of t he 
P ro t.c-:us cylindcr-head shown in figure 2.4 and 2.5 in sectiou 2.2.1. To accouuuodate the valve 
and valve st ern t he intake port is sha ped rather steeply a t the end of t he port. A possible 
explana tion fo r t he increase iu tangeut ial vclocity from :rn mm to 60 mm might !ie in this 
desigu . The intake flow is given a tangent ial moment um by the intake runners. but is di­
nx:ted iuto the cylinder axially. The flow expands in the cylinder reducing in axial velocity. 
giving rise to the tangeutial momentum and starts "swirling". Apparently this rnomenturn 
pC'aks a t around 60 mm from the-' cylinder-head and tcnd to rapidly dccay from there onwards. 
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Another explanation lies within the actual valve design. The valve has an angle to improve 
the sealing of t he intake port when the valve is closed. This seat anglc IJi might direct the 
axial flow into t he cylinder towards the cylinder walls. Whe11 t he flow (jet) impacts the cylin­
der wall it might give rise to increased tangential velocities. Howcver if this was the case 
the average velocity in figure 4.22 would show a distinct pcak at a certain distance from the 
cylinder- head. Instead the course of the average velocity over distance seems more gradual 
and thus incrcases t he credibility of t he first statement. To completely disqualify the jet 
theory. t he fluctuations over distance from the cylinder-hcad are plotted in figure 4.23. If 
the jet would impact the wall this figure would show dist inct fluctuations for all valve-lifts 
at certain positions (the distance of the jet impact would shift with valve-lift ). However the 
fluctuat ions do not evidence this theory. 

Although the fiuctuations in figure 4.23 do not demonstrate any trends , if these fluctua­
tious a re normalized with the average velocity. trends are appearing shown in figure 4.24. 
The flnctuations increase with the d istance from the c:ylincler-head. Fluctuations are clefined 
as the difference between t he average velocity field and the instantaneous flow fields. The 
averagc velo c:ity field describes the main vortex in the tange11tial plane. Whe11 flu ctuat ions 
iucrease. instantaneous velocity fields no longer resemble t he average veloc:ity field. i11d ic:ating 
that the structures present in the instantaneons veloc:ity fields are highly inhomogeneous. In 
other words. as distance from the cylinder-head increases. resemblance between the individual 
instantaneous velocity fields decreases . In fluid dynamic perspective this is a strong indication 
that mai11 flow structures are breaking up into srnaller flow structures. Cohere11t structures 
break- up and form in-coherent strnctures. 

In literatme the term Turbulent Kiuetic Energy (TKE) is frequently used to descri be these 

fluctuations [19] [44]. Although the term TKE implies an encrgy its unit is [ 1
:

1n. illdicating 

that it is just a squared velocity. This TKE should actna lly be measured in 3D . PIV misses 
one component and therefore the fo llowing definition of TKE is given: 

N 

TI< E = ! L ~ [(U - Ü); + (V - V)T] ( 4.7) 
i= I 

Note t hat (U - Ü) 2 w;:is defined as t!te fluc:tuatio11 in sec:tion 2.7. 

TKE can be used to depict the cascade of vortices within a flow field . This cascade of 
vort ices breaking up into ever-smaller vortices was elaborated in section 2. 7. Although the 
normalize<l fluctuations and normalized TKE show similar rcsults. TKE is depicted in figure 
4.25 for complcte11ess . Bath variables increase from 90 mrn ouwards. 

The averagc vclocity as depicted in figure 4.22 is a good varia ble to indicated the magnitude 
of t he velocities containcd in the vector field a t a ccrtain distance frorn t he cylinder-head. 
However this variable has li tt le to 110 value whe11 referring to swirl. Swirl is an axisymmctric 
rotation which can hardly be captured in a cartesian coordinates system. The averagc velocity 
is calculated by avcraging all velocit.ies. indicati ug that two opposite equally-lcngth vectors 
cancel each other out in t his calc11lation. while it is quite possible that t hese two vector give 
risc to a mo111<-1utum abo11t an axis. 
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To obviate this problem, the cartesian coordinates system in which the velocity vectors were 
obtained was converted to a polar coordinate system. Polar coordinates allow for the calcu­
lation of angular velocity, using the formula: 

lvl sin 0 
w = irl , (4.8) 

with v the length (magnitude) of the vector, 0 the angle between the vector and a fixed di­
rection and r the radius from the center of the system to the base of the vector. 

The angular velocity at each distance from the cylinder-head can be calculated using formula 
4.8 as shown in figure 4.26. The angular velocity peaks around 80 mm from the cylinder-head 
and decays from that distance onwards. The difference between the average velocity and 
angular velocity is noticeable, although they both decay at larger distances from the cylinder­
head, there peaks are different and also their magnitudes. The highest average velocity in 
figure 4.22 is 10.6 [~] while the highest angular velocity is 326.6 [r~d] which at a radius of 
0.065 [m] (radius of the cylinder) represents 21.2 [~]. 

One other parameter is of interest, the relation between the average velocity in tangential 
direction versus the average velocity in axial direction. The average velocity in axial direction 
can easily be determined by dividing the mass flow through the cylinder-head by the area 
of the cylinder. The relation between the average axial and tangential velocity is shown in 
figure 4.27. Bigger valve-lift lowers the ratio of average tangential velocity compared to the 
average axial velocity. In other words as valve lift increases average axial velocity becomes 
more dominant than average tangential velocity. 

4.4 Axial measurements 

To visualize the axial flow structures, the camera was positioned directly above the dummy­
cylinder and the laser-sheet was shot parallel to the camera ( through the cyclone). This 
configuration was chosen since scattering tends to be higher if the camera and laser shoot 
though the same glass surface. This configuration also allowed for a larger area to illuminated 
by the laser. Unfortunately the camera was not able to record this large area and thus the 
area was reduced (see figures 4.1 and 4.2). 

The velocity fields at two axial planes were investigated , a plane which was positioned in 
the middle of the cylinder and a plane which was positioned at the middle of valves. The vec­
tor fields are plotted in figures: 4.28 - 4.33 these planes are respectively called axial cylinder 
and axial valves. The results plotted here are representat ive for other valve-lifts. Note that 
the vectors in the average velocity plot in figures 4.30 and 4.31 are plotted with a greater 
scale ( 4 times bigger) to obtain better visualization of the flow structures. Only the length of 
the vector is stretched not their magnitude. 

In axial direction the main flow structure is a jet. The jet induces tumbles clearly seen 
in figure 4.30 at the left side of the plot ([67,-15] and [62 ,12]). In figure 4.31 they can also be 
observed in the left side of the picture([80,-5] and[63 ,10]). 
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The jet breaks up rather quickly after it enters the cylinder, as can been seen in figures 4.28 
and 4.29 , where no clear jet is visible. However it should be noted that valve-lifts were small 
in this experiment and the distance from the cylinder-head is considerable. At higher valves 
lifts or/ and closer to the cylinder-head a more distinctive jet might be observed. 
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Chapter 5 

Conclusions 

The constructed flowbench is well suited to preform PIV measurements of fluctuating flows 
with in the dummy-cylinder. The flow-structures inside the cylinder were visualized for 5 
valve-lifts at 13 distances from the cylinder-head. Average velocity field , instantaneous field 
and Reynolds decompositions were obtained with a spatial resolution of 2.1 [mm]. 

The PIV pairs were correlated with PIVview using a64 x 64 pixel interrogation window with 
75% overlap. A mask to isolate the area of interest. The image was enhanced using a dynamic 
treshold of 10% - 97% and a anti-alias filter. The pairs were correlated using the multi-grid 
correlation, were re-evaluation was done with a bigger interrogation window to obtain more 
valid vectors. Vectors that had a peak 1 - peak 2 ratio of less than 2 or had a normalized mean 
filter threshold lower than 3 were regarded as outliers. These outliers were not interpolated 
but disregarded resulting in 10% vector loss. This decision was taken, since the difference 
between interpolation and disregarding the outliers was less than 1 %. The consensus is that 
disregarding the outlier produces a more reliable result than interpolation. 

The obtained vector fields in PIVview were further analyzed using MATLAB, all results 
presented in this report are output of MATLAB. The visualizations obtained showed that 
initially the flow enters the cylinder axially, after which a tangential motion sets in. This tan­
gential motion (swirl) peaks around 60 [mm] from the cylinder-head and decays from there 
on. At a distance of 100 [mm] the flow begins to break up and fluctu ations become higher. 
Turbulent Kinetic Energy also rises at this state indicating that the flow structures are dissi­
pating. A pattern of two counter-rotating vortices exists with in the flow. 

Axial measurements showed that a jet was present from the valves into the cylinder. This jet 
induced two tumbles on both sides of the jet. Although the jet was present in the average 
velocity field , instantaneous fields proved that the jet broke up rather quickly. 
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Chapter 6 

Discussion & Recommendations 

To give insight into the daily practices of running PIV expe.riments , some of the difficulties 
are explained within this chapter and recommendations are given for further research. 

6.1 Bleed valve 

The bleed valve was installed for security reasons, to prevent the setup from overpressure. 
However after installation the bleed valve was checked and the setup was pressurized. The 
cylinder-head houses 12 inlet valves, and during the pressurized tests at 2.5 bar(g) all inlet 
valves started to leak. Indicating that the pressure was escaping over the inlet valves instead 
of over the bleed valve. This means that the setup is secured against over pressure but that 
the bleed valve currently installed does not have an active function and could be removed. 

6.2 Scattering 

Scat tering is the reflection of light and although this is a wanted effect in PIV, scattering of 
parts other than the seeding disturb the measurement. The optical inlet tube showed exten­
sive scattering during initial measurements. In fact scattering was so intense that no further 
PIV measurements were done of the inlet. 

When light impinges on a glass surface, most of the light will pass through the glass, but 
some (5%) will reflect in arbitrary directions. The problem of the optical inlet tube, lies 
within its design The glass windows are rectangular and flat to fit the geometry of the tubing. 
In PIV the camera is positioned perpendicular to the laser-sheet , so in a rectangular array of 
glass, the reflections of the laser sheet are more likely to impinge on the glass at which the 
camera is focussed , thus deteriorating the images shot. The problem can been seen in figure 
6.3. 

To solve this problem, masking the glass with tape to reducing scattering (figure 6.2 was 
tried as well as painting some parts of the glass. However both methods reduce the measure­
ment area, and therefore non of the solutions were practical. Another option that was tried 
was to dope the seeding. There are commercially available dopes that can be added to the 
seeding and will scatter a slightly shifted wavelength when the are illuminated by laser-light of 
a certain wavelength. When a filter is applied to the camera the shifted wavelength is visible 
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Figure 6.1: Scattering optical inlet 

Figure 6.2: Scattering with tape 

Figure 6.~3: Swirl torque TU/e 

while the origiual wavelength is suppressed and thus the scattering is suppressed. However 
both silicon oil aud DEHS proved not to mix with the dope and therefore doping was uot an 
option. 

6.3 Leakage 

Althongh all parts are sealed by rubber gas kets . leakage is still present in the set up. Two 
parts are responsible for this leakage . the optica! inlet chaunel and the cycloue. Of these 
two part the optica! inlet tube is the most critica! one . since it is located downst ream of the 
meas11rement area. 

Inside the optica! inlet tube. four miter glass pieces are positioned. as can beeu seeu in 
figm e ~l.3. The windows of this part needcd to be large e11011gh to visnal the enti re inside 
lengt h (100 111111 ) of the channel. This meut that the mi ter angles of the glass would allow for 
little irnmla tion betweeu them. Hard contact bctween the glass necds to be avoidecl to he able 
to posit io11 the glass inside the part and to reduce laser scattering withiu the glass . The gap 
hetween t he glass wiuclows was therefore chosen 1 111111 and was sealed with a small liner (0.5 
mm) of sili con kit. Although this kit shoulcl seal the glass fro111 leakage. testing with soapy 
water proved that the optica! inlet tube was leaking. 
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The cyclone is constructed with a plate on top of it which contains a glass window that 
allows optical access. When this plate is removed the dummy-cylinder is accessible, for clean­
ing and modification. The frequently disassembling of this plate and the bad design of it , 
caused it to leak. Many modifications have been made to this part to improve its sealing: 
the plate and cyclone were flattened to ensure better sealing, a slot was milled into the plate 
and filled with silicon rubber and insulation to further ensure sealing and new clamps were 
positioned. Although all of the methods increased the sealing, leakage is still present. 

6.4 Errors in PIV acquisition 

Laser 

The laser provided for this research did not meet the requirements needed for these flows. 
The laser energy per pulse was low, to compensate this problem the laser sheet was chosen 
as thin as possible. This choice resulted in smaller timing between the frames , due to the 
fact that the out-of-plane velocity was higher than the in-plane velocity. This resulted in 
very small pixel displacements over the pictures. Although PIV correlation is best when pixel 
displacement is between 4 - 8 pixels, the laser pulse energy, high axial velocity and thin laser 
sheet limited this research to displacement of around 1 - 2 pixels. 

The reduced laser energy imposed another problem, the f-number of the camera has to 
remain small to obtain enough scattering. This did not compromise the focal depth since 
the laser sheet itself was chosen very thin, but it did compromise the particle image diameter 
ddif· The f-number chosen in this research is 2.0 resulting in a particle image diameter of 
2.772 µm (see figure 2.12) , while the pixels of the camera are only 9 µm. Thus the particles 
are smaller than a pixel, giving rise to peak-locking. To accommodate for this phenomena 
the anti-alias filter was used, this gave satisfactory results. 

Video savant 

To record the images the Videosavant software was used. However this program is not very 
convenient and it make a slight mistake every now and that resulting in outliers. This error 
was randomly present throughout the measurement but was suppressed by the share volume 
of image pairs shot (500). Although these outliers were not used in further analysis they do 
suppress the quality of the images. 

6.5 Error in analysis 

Section 4.3 shows averaged velocity, normalized fluctuation, normalized TKE, angular ve­
locity and ratio of tangential velocity of axial velocity. However the values presented there 
are means obtained and derived from the initial measured velocity field. This velocity field 
is a 3600 by 500 matrix, which is manipulated to obtain the wanted data and consequently 
averaged to obtained the variables. However, this velocity field is measured 500 times, with 
100 milliseconds between two consecutive pairs. The nature of the flow and the large time 
between the two consecutive pairs ensure that the data is statistically incoherent. 
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Ta ble 6. 1: Standard deviation on mean valucs 

Valve lift 1 [mm] 2 [mm] 3 [mm] 4 [mm] 5 [mm] 
Mean [~ ] 4.162 5.865 7.686 8.461 10.05 
Standard deviation I !7f I 3. 160 2. 140 5.940 8.487 3.405 

F igure 6.4: New out let design 

T he average values presented in sectiou 4.3 all have very high standard deviat ions table 
6. 1 shows an example for t he velocity at several valve-lift s at 70 [mm] from the cylinder-head. 

T hese standard deviatious make the presented fig ures less reliable. However these standard 
deviat ions will contamina te any slow-PIV measurement. A solut ion conld be to try high­
speed PIV the t ime resolut ion would increase and thus velocities would change lesser over the 
measm ements increasiup; the statistic relia bi lity. 

6.6 Outlet 

A new out let design could solve two problems which are cmreut ly present withiu the setup . 
F irstly the rubber sealing ring currently positioned between t he glass d111nmy-cylinder and 
cyliu<ler- head seals t he dummy-cylinder. bnt could possibly dist.urb the flow. Secondly t he 
cyclouc is current ly leaking and is not desigued to work at clevated pressm es. These problems 
could be solved with a new design . shown iu figm e 6.4. 

T he 011 t let is coustructed of 2 plates of 10 [mm] P VC . A cavity of wi th the bore of the cyliuder 
is drill0d in the midd le. Allow free passage of t he flow. Aronncl t his cavity a second cavity will 
be milled . which has the same diam eter as t he outer d iameter of the glass dummy-cyliuder. 
This cavity will be only 8 [111111] iu order for t he glass to rest on the P VC insteacl of on the 
uwta l of t he cyliuder-head. T he 8 [mm] edge of t his second cavity will a llow for a u O-riug to 
be placed inside for sealing. 
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Two of these plate can be manufactured and the dummy-cylinder can be clamped between 
these two plates. On the exit-plate a pvc Y-piece can be attached which has roughly the same 
diameter as the glass cylinder ( these are commercially available). Calculations by Hans van 
Griensven show that a round glass piece of 15 [mm] could withstand 3 bar(g) of pressure. This 
glass piece can be installed in the straight pipe to obtain visible access to the cylinder-head. 
On the oblique pipe of the y-piece a valve can be installed to throttle the pressure inside the 
dummy-cylinder. 

This design seals better and does not disturb the flow. The design is better capable of 
pressure measurements due to the reduced glass surface. During this research there was sadly 
not enough time to finish this new design. 

6. 7 Stereoscopie PIV 

Stereoscopie PIV is a method which allows for two camera to focus on the laser sheet. With 
two pais of the same particles shot at a different angle it is possible to obtain the third compo­
nent. Basically stereoscopie PIV is a sart of 3D method. This could possibly allow for better 
swirl torque determination as well as three dimensional patterns, turbulence and fluctuations 
could be obtained. 
Using the cameras the classical way, looking through the cyclone, would not work, the angle 
between the cameras would be to small. Therefore it would be preferred to elongate the 
dummy-cylinder and to place the cameras besides the dummy-cylinder. 
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Appendix A 

List of symbols 

Table A.1: List of symbols 
Symbol) Description Unit 

r Circulation l 11tJ 
A Flow area [m2] 
Ap Valve curtain [m2] 
Av Reference surface [m2] 
B Cylinder-bore [m] 
C Coefficient [-] 
C Stokes resistance [¾] 
CD Discharge coefficient [-] 
CJ Flow coefficient [-] 
D Inner-seat Diameter [m] 
f c Centripetal force [N] 
Fg Gravitational force [N] 
Fy Lift force [N] 
f w Frictional force [N] 

§ Gravitational acceleration [ r~t ] 
I Intensity [-] 
i Flow momentum torque [Nm] 

J Angular momentum [~ ] 
L Valve-lift [m] 
Lv Minimum geometrie surface [m] 
M Magnification [-] 
N sr Rig swirl number [-] 
p Pressure [Pa] 
R Gas constant (8.3144621) [mJ -K ] 
R x Autocorrelation coefficient [-] 
Rt Autocorrelation coefficient time [-] 
Re Reynolds-number [-] 

Continued on next page 
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Table A.1 - continued from previous page 
Symbol D escription Unit 
Rs Engi ne swirl ratio [-] 
RsH Ricardo Swirl Ratio [-] 
Sk Stokes nnmber [-] 
T Temperatm e [oc ] 
u Instantaneous velocity [~] 
u A veragc velocity [~] 
Üg Grav itational induced vclocity [~] 
Üp force [N] 

Üs Frictional force [N] 
V Speed [~] 
½an Tangcnt ial speed [~] 
rx l Inlet valve Open crank angle [o] 
n 2 Inlet valve close crank augle [o] 
~p Pressure difference [Pa] 

'Y Rat io of specific heats [-] 

'IJ Kolmogorov length scale m 2 

s3 

E Turbulencc disipatiou '111 2 

s3 

p Density !IL 
1n3 

À Wavclength [m] 
µ Dynamic viscosity [Pa· s] 
V Kinemat ic viscosity 

[ "''1 w Rota t ioual speed r;d 
·ij} Val ve seat angle [o] 
T s Relaxing t ime [s] 
d Valvc-stem diameter [rn] 

d" P art ic:le diameter [m] 
1 length scale [m] 
lt T mbnleuce t ime scalc [s] 

lll Mass f-l ow [ Á;'] 
11 N 11111ber of valves [-] 
r Radius [m] 
ll F lm:t uat ing velocity [~ ] 
Suffices Description 
T P art icle image 
C Cylinder 
d Inner-scat 
dif di ffract.ion 
diff Diffosiou 
D Discha rg<' 
F Flow 
f F luid 

Continncd 0 11 uext page 
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Table A.1 - continued from previous page 
Symbol Descript ion Unit 
in intake 
0 Incident light 
p Particle 
ref Atmospheric 
s Scat tering 
th Theoretic 
V Valve 
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Appendix B 

M-file 

l tyrf}f; Crcat e d by Pim V erdaasdonk 
2 % Th is f i l e will c ov er t . dat ASCII fil e s crea t e d into . mat f i l e s 

fo r e asy 
3 % pro cessin g by matlab. 
4 % % c r e ate matri:r: wdl all fl'U,C t'Uating ve lo c'it y compon ents for e ach 

snapshot in a col'Urnn 
5 % U f s p e e d v e et or s rn :r:- d i r e c f'i o n 
fi % Vf s p e e d v e et o r s in y- d i r e c i'i o n 
7 % X x- p o s i t i o n 
8 % Y Y-posit-ion 
9 %% D ef e nitions 

10 c lear a l l ; clc ; cl ose a ll ; 
11 DELIMITER = ' ' ; 
12 'YoHEADERLINES inp'Ut ( 'How 'rnany h e aderlin e s ar e 'in the fil e? : ' ) ; % 

HEADERLINES ar e th e lin es of text abov e th e data in th e . dat 

f'il es 
13 HEADEHLINES = 1 ü ; 
14 %vect or s = i nput ( 'How many vee tors ar e in th e f'il e ? : '); % Th e % 

n:mount of vec tor s rl e p e nds on th e interro_qation winrlow 11,se rl . 

15 vccto r s = ~HHlO ; 
16 111 ass flow 1 = in p u t ( ' What i s the mass flow i 11 [ g/ s]? : ' ) ; % This 

'i s th e 'massflow dur in g th e ex periments , 
17 mass fl o w = massflow l / 1000 
18 K l e p l iftl = inp ut ( ' What is the va l ve l ift in [mn] ?: ' ); % 

Val ve. lift is used to ind e nt-ify th e data and for c alculation s 
19 %Kl e plift1 = 1; 
20 K 1 e p 1 i f t = K I e p 1 i f t 1 / 10 0 0 
2 1 Afstand= inp u t( ' What i s the di sta nc e in [mm ] ?: ' ) ; % 

D i s t o, n c e i s u s e ei f o r ,i,rl,(1 e n t i f i c a t i o n of t h e d a t a 
22 %sc al e = inp ut ( ' What is th e se ale used f or plotl'ing ?: '); % Sca l es 

th e vec tors i n qu iver plots. 
2:3 d e l taPl = input( 'What is t h e prcssure d i ff e r c 11 cc [kPa ]? : 
211 D e ltaP = dcltaPl *1000 

82 

' ) . 
' 



25 se a l e = 2 ; 
26 %% de t ermina tion of co ns t an ts 
27 pos = sqrt ( v ecto r s) ; 

matrix 
28 r C i 1 = 6 5; 
29 B =0.130 ; 
30 Pamb = 102358; 
31 Tamb = 2 7 3. 1 5; 
32 T = 20 ; 
33 R = 287 .04 
34 rd% Laad vector fil es in . dat format 

% Numb er of M in th e MrM 

% Radius of the cy lind er 
% Bare of cy lind er 
% ambi en t pressure in Pa 
% absolute t emperature 
% measurement t empera ture 
% Gas cons tant 

35 [l oad_filename, lo a d _fil e p at h]=uigetfile( '*. dat ', 'Choose fil e to 
co nvert . .. ', ' MultiS e lect', ' on ', [ 'D: \ AFSTIJDEREN\tang e nti aa l \' , 
num2str( Kl e plif t 1) , ' rrm\' ,num2str( Afstand) ,' rrm\ DAT ' ]) ; % 'D: \ 
afstuderen\dat is th e startpa th were the dat f i l es are. 

36 i f ( i s e q u a 1 ( 1 o a d _ f i 1 e n a m e , 0 ) ) 
37 return ; %cance l selected 
38 else 
39 fil en umb ers=numel(load _fil e name); %ca l cu late s how many . dat fil es 

will be load ed 
40 end 
41 i = 1; 
42 path; 
43 %% a l l o c a t i o n 
44 

45 XYlN = ze ros ( vectors , 6) ; 
which the data will be locat e d. 

46 Uf 
47 Vf 
48 Vort 

zeros(vectors, fil en umb e rs); 
= zeros ( vectors , fil e n urn bers); 
= zeros(vectors, fil en umb e rs); 

vectors 
49 Fl ag = zeros(vectors, fil e numb e rs); 

vectors 
50 %% 
51 k2 0; 
52 Uu = O; 
53 Vv = O; 
54 %% l o a d i n g t h e . d a t f i l e s 

% 

% 
% 
% 

% 

allocates a matrix in 

allocat es the U vectors 
allo c at es the V vectors 
allocat es th e vorticity 

allo c at es the Plag 

55 for i = 1: fil en umb ers %loop over the . dat 
f i l es 

56 fil ename=lo ad_ fil e n ame ( i) ; 
57 filename2=char ( filename); 
58 fname=fullfile (load_filepath , fil e n a me2) ; 
59 newdata=importdata ( fn ame , DELI1\1ITER, HEADERLINES) ; % 

retrieves the data from th e . dat file 
60 vars = fieldnames (newdata); 
61 load ('vars . mat') 
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62 for j = l:length (v a rs) 
63 a s s i g n i n ( ' b a s e ' . v a r s { j } . ne w cl a t a . ( v a r s { j } ) ) ; 
64 end 

XYUV=dat a; % a s signs th e data to XYUV 65 

66 for k = 1: ve c tors 
fil e 

% loop ove r th e vec tors in th e 

6ï Uf(k .i ) =XYUV(k . 3) ; % r e tr ieve s th e U vec tor and 
po s ts it in th e Uf ve ctor 

68 Vf(k. i) = XYUV(k . 4); % r e tr· ieve s th e V v e ctor and 
po s t s it i n th e Vf vec tor 

69 F lag2(k. i) = XYUV(k , 5); % r e tri e v e s th e Plag v ec tor 
and po s t s it i n th e Plag vec to r 

ïO Vort(k. i ) = XYUV(k,7); % r e tri eve s th e V o rt v ec tor 
and post s 'il in th e Vort ve ctor 

T l %i 
ï2 end 
ï :l end 
ï4 F lag = F lag2 = 3 ; % Yinds al l th e 3 ' s i n th e flag ve ct o r, 8 

rnarks "valid data" and r e t'Urns a O 1 matr'i:c , all th e 3 's are 
marks 1 th e r es t i s marked ze ro s 

ï 5 F l a g l = Flag 2 = 0 ; % R e turn s a matrix c ontaining 1 on o l l 0 
e l e m e nts i n th e . dat fil e O r e pr e s e nts nodata and th e r e for e 
co nta 'ins po 'int out si d e th e mask 

ï6 F la g3 = F lag2 = 5; % a cc ount for in t erpo lat e d v ec tors 
ïï Fl ag = F la g+F la g 3 ; % Build a matrix of v al i d data and 

int e rpolat e d data 
ï8 Mask = sum (F la gl); % Sums all th e v ec t o rs lost th r ough the 

rna sk p e r m easurem ent 
ï9 LosLV c c = min (Mask) ; % Calculat e s th e minirrmm nnmb er of lost 

vec t o rs p e r 
so U = F lag . * Uf ; 
8 1 V = F la g . * Vf ; 

m ea s ure rn ent , i s u s e d f o r v e r t i f i n g t h e rn e as 'Il r e m ent s 
% R e turn s th e Val-id U vect ors 

82 Vorti c it y = F lag . * Vort ; 
83 X = XYUV ( : . 1 ) ; 

. dat fil e {n o t e that 
ex p eri rn ent) 

% R e turn s th e valid V v ec tors 
% R e turn s th r v al i d Vor ici ty vP rtor s 
% E x tra c t s t h e X - p o s it i o n s fr om t h e 
all :c - positions ar e s'irndar for on e 

la s t 

8!J Y = XYUV ( : . 2 ) ; 
. rlat fil e (not e that 

e:1:p e r 'irn e nt ) 

% E :ctract s th e Y - positions frorn th e la st 
all x - p o s i t io ns are s 'im i lar for on e 

85 

86 %% Pro ces sin g th e data 
8ï 

88 % C alculating th e m,ean ve lo c 'iti es for plott'ing 
89 U_mcau sum(U.2) . / sum ((U- =0) .2) ; % c alculat e s th e m ean 

v e lo c ity i n U, l e au e s out the O e l e rn e nts to g e t an a c curat e 
a ve rag e 
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90 V_mean sum ( V , 2 ) . / sum ( ( v- = 0) , 2 ) ; % Calculates the m ean 
ve lo ci ty in V, l e a ve s out the O element s to g e t an accurat e 
average 

91 

92 U_velo = U_meanC isnan(U_mean)); 
terms in U 

93 V_velo = V_meanCisnan(V_mean)); 
terms in V 

94 

% trowing out the NaN 

% trowing out the NaN 

95 U_velo = sum(abs(U_velo)) ./sum(U _velo - 0) ; 
mean velocity in U 

96 V _ velo = sum( abs ( V _velo) ) . / sum( V _ velo - 0) ; 

% determining th e 

% det ermining th e 
mean velocity in V 

97 

98 % Calculating th e mean velocities for furth e r evaluation 
99 U_mean( isnan(U_mean)) = O; % removing the NaN terms 

for furth er evaluation 
100 V_mean(isnan(V_mean)) = O; % removing the NaN terms 

for furth e r evaluation 
101 U_mean = U_mean*ones(l , fi lenumbers); 

th e mean value of U on all th e data 
102 V _mean = V _mean* ones ( 1 , fi len urn bers) ; 

th e mean value of V on all th e data 
103 

% 
file 

% 
file 

104 %½ determining magnitude of vectors and SVD 
105 MAG= sqrt ((U. ' 2)+(V . ' 2)); 
106 StD = std ( std (MAG)) ; 
107 

108 

pro vides a matri x with 
positions 
provides a matrix with 
positions 

109 % searching for b es t measurement for R e ynolds de co mposition for 
platting 

ll0 Flag_measuremen t = sum( F lag, 1) ; % sums the Flags, returns a 
vector of the number of . dat f i l es with th e accumulated flags , 
th e high e r th e numb er th e bett er th e measurem ent 

lll Re = max( Flag_measurement); % finds the maximum numb er of 
Flags 

ll2 Rd = fi n d (Re = Flag_meas ur ement) ; 
113 Rd = Rd ( 1 , 1) ; 

of all best measurements 
ll4 U _reynolds = (U(: ,Rd) - U_mean(: , 1)); 

de co mpo siti on for the U vectors, 
total U_me an matrix 

ll5 

ll6 

V _reynolds = (V(: ,Rd)-V_mean (:, 1)); 
de co mposition for th e V vectors, 
total V_m ean matri x 

ll7 % squaring the velocities 
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% finds the be st m easurements 
% selects th e first measurement 

% Creat es a reynolds 
tak es th e first row of th e 

% Creat es a reynolds 
tak es th e first row of the 



118 U2 
119 V2 
120 u _mean2 
121 V _m ean2 

122 

123 

U.*U ; 
V . *V; 
U _mean . * U _rnean ; 
V _rnean . * V _rnean ; 

124 %% V er tifing middl e lo c ation 
125 

126 

127 % r e .s e t t i n g middl e p o in t 
128 U _trim = fin d ( U _rnean ( : . 1 ) > 0) ; 

vee tors 
129 X _trim = X( U _tr im ) ; 

v e ctors 
130 Y _trim = Y( U _tr i m) ; 

v e ctors 

% sq'Uares 
% .sq'Uares 
% squar e s 
% .sq'Uare s 

% 

% 

% 

1 :r1 s h i f t Y = ( ( max ( Y _tri rn ) +m in ( Y _trim ) ) / 2 ) ; 
middl e point 

% 

1 :r2 s h i f t X = ( ( max ( X _trim ) +min ( X _trim ) ) / 2 ) ; 
rn ·iddl e point 

133 X = X- s h i f t X ; 
middl e point 

134 Y = Y- s h i f t Y ; 
m ·iddl e point 

135 

136 %%towards vector coord'iriat es 
1:i7 

% 

% 

% 

th e u ve lo ci ty 
th e V velo c ity 
th e mean u v e lo city 
th e mean V v e lo city 

fin ding positiv e U--

trirnrning X to pos u 

trimming y to pos U--

d e t ermining n ew y 

d e t e rmining n ew X 

Shifting X to n ew 

Shifting y to n ew 

1:l8 [ thcta . r] = CARTIPOL(X.Y) ; 
1:rn [V _theta. V _r ] = CART2POL(U .V); 
l!J0 r = sqrt((X. ' 2)+(Y. ' 2)); 

% X and Y to polar c oordinat e s 
% U a,nd V to polar c oordinat es 
% d e t e rm,inat'ion of cy lind er 

coordina,te Tin mm 
l!JI r = r./1000; % radi'ltS T in m e t e Ts 
14 2 r 2 = l'* o n c s ( 1 . f i Ic 11 11 m b c r s ) ; % 3 fi O () :r: 5 () () m a, t r i :r: of r . 
14:3 omega= ((ab s(V _r). * sin(V _th e ta)). / (ab s(r2))); % rl e t ermination 

of anqnlar velocity mnega 
l !J!J omega( isnan(omega)) = O; % r e placing nan 

e l e rn e nts by O e l e m e nts 
145 V _omcga_m can = sum( omega. 2) ./ sum((omega - =0 ) .2) ; % c al c ulat e s th e 

m,can ve lo city in omega , l e a ves o'Ut th e O e l e m e nts to g e t an 
ac curat e av e rag e 

146 V_omcga_mca n( i s n an (V _omega_m ean)) = O; % trowing out 
t h e NoN terms in th e to, 

147 V _omeg a _total = su m(abs(V _o111 ega _111 ean)) ./sum(V _ornega _m can - 0) % 
rl e t erm,ining th e m ean velocity in omega 

l!J 8 

149 % fl1J, Ct1J,ati e s in angular ve l ocity 
[:"j() 
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151 V_omega _mean _tot V _omega_mean*ones(l , filenumbers) ; % stretching 
Omega mean 

152 V _om eg a_fluc = omega - V _omega_mean _tot ; % calculat e 
omega flu c tuat i ons 

153 Flu c t a n = abs(sum(V _omega _flu c , 2) ./sum((V _om ega _fluc - =0) 

154 

155 Vth 
156 Vr 
157 

,2)) ; % f i nd m ean flu c tuation s 

V _r.* cos ( V _theta )-V _r.* sin ( V _theta); 
V _r.* cos ( V _theta )+V _r.* sin ( V _theta); 

158 V th_mean = sum(Vth , 2) . /sum((Vth-=0) ,2) ; 

% Tang ential velo ci ty 
% Radial v e locity 

% cal c ulat e s th e m ean 
ve lo ci ty i n Vth , l e a ve s out th e O e l em ents to g e t an accurat e 
ave rag e 

159 Vr_mean sum(Vr , 2) ./sum((Vr - =0) ,2); % Cal c ulat e s th e mean 
ve lo ci ty i n Vr , l e a ves out th e O e lem ent s to g e t an ac curat e 
averag e 

160 

161 Vth_v elo = Vth_mean(-isnan(Vth_mean)) ; 
t erms i n Vth 

162 Vr_v e lo = Vr_mean(-isnan(Vr_mean)); 
t erms i n Vr 

163 

% trowing out th e NaN 

% trowing out th e NaN 

164 Vth _v e lo = sum(abs(Vth_ve lo )) ./sum(Vth_ve lo - 0); % de t e rmin i ng 
th e m ean ve lo c ity i n Vth 

165 Vr_v e lo = sum(abs(Vr_velo)) ./sum(Vr_ve lo -= 0) ; 
th e m ean ve lo ci ty in Vr 

166 

167 

168 

169 

1 70 %% c a l c u l a t i n g d i f f e r e n t p r o p e r t i e s 
171 

172 %% Cal cu l a t i ng T ur bu len ce 

% de termining 

173 Turb _s t epl = ((sqrt(U2+V2)-sqrt(U_mean2+V_mean2)) . "2) ; % 
int e rm e d i a t e s t ep to d e t erm i n e th e turbul e n ce, made for th e s ak e 

of r e produ c ab i lity 
174 Turb_measurement = sqrt (sum( Turb_stepl). /sum( Turb _st e pl -=0)); % 

c al c ulat es th e ave rag e turbul en ce p er m easurem ents 
175 Turb = sum( Turb _measurement) / sum( Turb _measurement - =0) ; % 

c al c ulat es th e ove ral turbul ence of th e total m easurem ent 
176 

1 77 %% c a l c u l a t i n g T u r b u l e n c e i n t e n s i t i e s 
178 

179 T u r b _ i n s _s t e p 1 = s q r t ( ( sum ( ( U-U _mean) . " 2 ) ) . / sum ( ( ( U-U _mean ) . " 2 ) - = 0) 
) ; % i nt e rm e diat e s t e p to de t erm i n e tu e u compon ent of th e 
turbul e n ce i nt e nsiti es 
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180 Turb _ius _ste p2 = sqrt ( (sum( (V-V_mean). • 2)) ./sum( ( (V- V _mea11). • 2) -=0) 
) : % interm e d ·iat e st e p to det e rmin e th e v compon ent of th e 
turbul e nce intensit-i e s 

18 1 Tnrb _in s _meas urern e n t = sqrt ( ( ( Turb _in s _st e pl). · 2) +((Turb _in s _s t e p2) 
. · 2)) ; % furth e r c ompl e ting th e turbul e n ce in t e nsity 
m eas ·urern ent 

182 T11 r b _i n s = sum( Tur b _in s _rn eas ur e m e n t) . / sum( Turb _in s _me as ur c m en t - = 0) ; 
% c alculat es th e ov e ral turbul e n ce intensi ty of th e 

total m easurem ent 
183 

184 c lear T u r b _i 11s _st e p 1 T u r b _ j n s _step 2 T u r b _i 11 :-; _m eas uremen t 
% sav e s m ernory 

185 

186 %% ca l c ulat-ing Turbul e nt k:in e tic energy 
187 

188 TKE_step l = (U- U_mean). ' 2 ; 
c a l cu lat ·ion turbul e nt k:in e t ic energy 

189 TKE_stcp2 = (V-V _mean) . · 2; 
ca l c ulation turbul e nt k:'in e tic energy 

190 TKE _ste p3 = ( 0. 5 * ( TKE _stepl+TKE_step2)) ; 

%int e rm e diat e s t e p 

%i nt e nn e d ·i,at e st e p 

1,n 

in 

191 TKEl = sum(TKE _step3) ./sum(TKE_step3 -=0) ;%c al c ulation of turbul e nt 
k:'inet-ic e n ergy 

192 TKE= mean ( TKEl) ; 
193 

194 cl ear TKE_step l TKE _stcp2 TKE_step3 TKEl % .rnv e s m emory 
195 

196 

197 %% c a l c u l a t a t i n g F l n et 'Il a t i o n s 
198 

199 FL_U = abs(U- U_mean) ; 
200 FL_ V = abs (V- V _mean) ; 
201 FL_TOT = sqrt ( ( FL_U . . 2) +(FL_V . . 2)) ; 
202 

% ·rnatri :r flu ct uaf'lons U 
% matri:i: fluctv.ations V 

% Total fluctv,ations 

203 FLUCx = sum(FL_U . l) . / sum((FLU -=0) .1) ; % c al c ulating me(J,n ve ctor 
flu c X 

204 FLUCy = sum(FL_V.l ) . / sum((FL_V - =0) . 1) ; % c al c nl(J,t-ing ·m ean ve ctor 
f /11, c Y 

205 

206 TOT _}'LUC_)( 
207 TOT SLUC_Y 
208 

sum(FLUCx) ./sum(FLUCx -=0); % C(J, l c u.lating m e(J,n fln c X 
sum(FLUCy ) ./sum(FLUCx -=0); % c al c ulating m ean flu c Y 

209 1)/rf){; C a l c v. l a t i n g S w i rl 
210 

21 1 % id e al ga s la w 
212 rho= (( Pamb+D eltaP) *1000) /( Ih(T+Tamb)) ; 
21:3 % .steps to d e t erm ·in e swir l 
2 14 vo l f l ow = mass fl ow /rho; % volume.flow 
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215 vax = vo l flow /( p hrci l A2); % axial ve l ocity 
216 stepLswk r. A 2 ; % r squared 
217 step2 _swk = stepLswk*ones( l , fi lenumbers); 
218 step3_swk = step2 _swk. * Vth; 
219 swk=rho. * vax. * step3_swk; 
220 clear stepLswk step2_swk step3_sw k 
221 

222 V _theoret i c = s qrt ((2*DeltaP)/(rho)); 
V _th eo r e tic 

223 Nsr = (8*swk)/(mass fl ow*V_theoret i c*B ); 
Rig number 

224 

225 ff'd½ Sa vi ng known DATA 

% matrix of r square d 
% Vth times R squared 
% swirl calculation 
% saves maemory 

% calculation of 

% calculation of Swirl 

226 e va l in ('base' , [ 'save DATA_' , num2str ( K l ep lif t l ) , ' _' , num 2str(Afstand) 
] ) ; %saves th e DATA to . mat 

227 

228 ff'd½ analys e measurement 
229 X _ v e c = XYlN ( [ 1 : pos ] , 1 ) ; 
230 Y _vee = XYlN( [ 1: pos: v ee tors ] , 2) ; 
231 Z = sum ( Flag , 2) ; 
232 

233 

234 Zm= [] ; 
235 for p = 1 : pos 
236 Zm(: , p) = Z(pos*(p - 1)+1:pos*p); 

237 end 
238 

flags 

% g i v e s a x- v e c t o r f o r s u r f p l o t 
% g i v e s a y- v e c t o r f o r s u r f p l o t 
%sums flag ov er 3600 vectors 

% bui l ds a surfac e of 

239 Zm2 = Zm'; % translates Zm 
240 NAN = find (Zm2==0); % finds NaN terms 
241 Zm2(NAN) = NaN ; % removes Nan terms 
242 Zm3 = ( Zm2 . / ( f i 1 e n u m be r s ) *1 0 0) ; % c a l c u l a t e s p er c ent a g e of v a l i d 

vectors 
243 

244 

245 ff'd½ Trim data f or plot tin g 
246 U _m ean_plot U_mean (: , 1) ; 

platting 
247 V _mean _p lot V_mean (: , 1) ; 

platting 
248 U_in s = U(: , Rd) ; 
249 V _in s = V(: , Rd) ; 
250 

251 

% gzves 

% gzves 

% gzv es 
% gzv es 

252 %trim data to c yl in d er conditions 

the 

the 

th e 
the 

average u vectors for 

average V vectors for 

instantanious u vec tors 
instantanious V vec tors 

253 c y L t r i m = fin d ( s q r t ( ( X. A 2 ) + (Y. A 2 ) ) < r c i 1 ) ; 
254 X _ p 1 o t = X ( c y L t r i m ) ; 
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255 Y _plot = Y( cyLtrim); 
25fi U _m ea t1-plot = U _mea11 _plot(cyLtrim); 
257 V _mcan _plot = V _mea11 _plot ( cy L trim); 
258 U _ins = U _ i 11 s ( c y L t r i m ) ; 
259 V _ i 11 s = V _ i u s ( c y L tri 111 ) ; 

260 U _r e y no Id s _ p 1 o t U _re y n o 1 d s ( c y L t r i m ) ; 
26 I V _r e y no I d s _ p I o t = V _re y u o 1 d s ( c y L t r i m ) ; 
2()2 

26:3 s w k =s w k ( c y L trim ) ; 

2G4 Swk=lO00 *sum (sum ( sw k )) %/Nmmj 
2fö V _omega _ total 

2GG 
267 %% singl e valu e d e co mpo sitio n 
2G8 [Ul.S.Vl]=svd (V e loc it y .0) ; 
269 R= ( V c I o c i t y ' * V e 1 o c i t y ) ; 

% Econorny si z e 
% A uto c ovar'ian ce rna t rix ns 

* ns dimension 
270 [ c V . D] = ei g ( R) ; 

eiq e nv e ctors, D is e ig e nvalu e s in 
27 1 [L. l]=sort(diag(D)) ; 

% solv e : e V is 
diaqonal matrix 

% .sort e ig e nvalu e s in 
asc e ndin g ord e r - I is sort e d index v ec tor 

272 c Valu e= zeros ( 1. filcnumbers); 
273 cVec=zeros ( fil e uumb ers. fileuumb e rs); 
27,1 for o == 1: lengt h (D) 
275 cV alu e( length (D)+l-o)=L(o); % E-i_q e nvalu e s sort e d in 

d e scendinq order 
27fi eVec(: , length (D)+l-o) =eV(: .I (o)); % Eig e nv e ctors sorted in 

th e same ord e r 
277 end; 
278 c V a lue ( length ( e V a lue)) =0; 

be z e ro 
279 mcucrgy=e Val u c / sum( c Val u e ) ; 

asso c iated wit h mode m 
280 tmp=zeros(vcctors*2.file1111u1bcrs); 
281 normtmp=zeros ( v e e tors *2 . fi l c numb e rs); 
282 phi=zeros ( vee tors *2. fil e n nm bers) ; 
28:l for i == l:length(D) % for i = l :10 

% last e i_qenval'/1, e s hould 

% relat 'i ve enerqy 

284 tmp(:.i)=V e loc ity HVec( :.i); % find mode 
285 normtmp (: . i )=norm( tmp (: . i)) ; 
286 phi (:. i )=tlllp (: . i) / norm( tmp (:. i)) ; % normali ze mode 
287 end; 
288 s n a p s b o t f i c Id =Rd ; 
28D Mllloclcnumber=input( 'C u to ff Mode number M]: '); 
290 N111ocleu11mber=input( ' C11toff Mode 1111rnbe r N ] : ' ); 
29 1 phimea11= p hi (: . 1: J\/I modeuu1nber ); 
292 phicoh e r e ut=phi (: .Mmoclenumber:Nmoclemuubcr); 
29:3 aa ll =Ve l oc ity (:. s u aps h otf i c ld) '* phi; %co l'/J,rnn of POD coeff (a) for 

on e instantan e ou.s v e l o c ity f i e ld 
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294 aallsvd=Veloeity (: , snapshotfield) '*Ul; 
295 save PODeoefLonesnapshot aallsvd 
296 aall2=Veloeity ' *phi;% Mxlvf matrix containing all POD coeff(all 

mesurements) 
297 a a 113 = a a 112 . ' 2 ; 
298 aal l 4=mean( aal 13) ; 
299 a a 115 = a a 114 . / sum ( a a 114 ) ; 
300 save PODeoefLallsnapshot aall2 
301 amean=Veloeity (:, snapshotfield) '*phimean; 
302 aeoherent=Veloeity (: , snapshotfield) '*phieoherent; 
303 u=zeros ( veetors *2 , length ( aall)); 
304 for i =l:length ( aall) 
305 u(:,i)=aall(i)*phi(:,i); % 7688 vectoren x 50 modes 
306 end 
307 s i z e u = s i z e ( u ) ; 
308 modes=sizeu (2); 
309 u a 11 =sum ( u , 2 ) ; 
310 IJ7JJG Calculation of the "mean" part of the POD as defin e d by choosing 

M 
311 for 
312 

313 end 

i = 1: length ( amean) 
u ( : , i ) =amean ( i ) * phimean ( : , i ) ; % 

314 umean=sum( u , 2) ; 
315 

316 %% Singular values from SVD 
317 Singularl=diag(S); % Singular values from SVD 
318 

319 % Platting 
320 

figure ( 1) 321 

322 mag_ins = sqrt ( ( U _ins. ' 2) +(V _ins. ' 2)) ; % d e termin e s magnitude of 

323 

324 

325 

326 

327 

328 

329 

330 

331 

332 

333 

vectors for platting 
cirel e ([-32.87 , 27.4] ,44.75/2 ,1000 , 'k ') % draws a inl e t valv e 
hold on 
e irele ([26.67 , 32.4] , 44.75/2 , 1000 , ' k ' ) 
hold on; 
ex= [ - 6 5: 1: 6 5]; 

outlin e 
cy=sqrt(65 ' 2-ex. ' 2); 

outlin e 
plot ( ex , ey , 'k ') ; 
plot ( ex ,-ey , 'k '); 
hold on 

% draws a inl e t valv e 

% calculation for cylinder 

% calculation for cylinder 

% plots cylinder outline 
% plots cylind e r outline 

quivere4 ( [ X _plot] , [ Y _plot] , [ U _ins] , [ V _ins] , se ale); hold on 
draws th e vectors 

% 

set ( gca , 'XLim ' , [ - 6 5 6 5] , 'YLim ' , [ - 6 5 6 5] ) ; 
chang es th e x and y plot rang e 
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334 set ( gca. ' XTi c: k ' . [ - 6 0: 10: 6 0] . ' YTick' . [ - GO: 10: 6 0]) ; % s e ts 
n ew tic ks 

335 c bar ( ' y l ' .[min(nrng _in s) : round (( rnax ( m ag _ins)/ 10) ) :round(rnax(mag _iu s 
)) ]. 't itl e'.'m/ s' , 'gap', 7) ; % creates th e c olorbar 

336 title ([' inst anta neou s v e locit y field Valve Lift '.num2str( 
Kl e pliftl).' Di stancc '. num2str(Afstand) ]) % titl e of th e 
graph 

337 ylabel ( 'Y-P os i tion [rrn11] ') ; 
338 xlabel ( 'X-Po s ition [mm] '); 
:339 saveas ( gcf. [ ' In sta nt a n eo u s_f i c ld _ ' . num2str( Kl ep ! i ft 1) . ' _ ' .num2str( 

Afs tand)] . 'pd f ' ) ; 
340 saveas ( gcf , [ 'I ust a nt aneo us _field _ ' ,num2str( Kl e pliftl) , ' _ ' .num2str( 

Afstand)].' jpg '); 
34 1 % 
342 figure (2) ; 
3,13 surf (X _vec. Y _vec ,zm:1); 
:~44 axis e qual; 
345 hold on; 
346 title ( [ ' P e r ce n tage of r e li ab l e vectors per in terrogation area 

Valve Lif t '. num2str ( Kl e plif tl) , ' Distance ' .num2str(Afstand)]) 

:l47 xlabel ( 'X-Po s iti on [mm] ' ); 
3-18 ylabel ( 'Y-Posi tion [unn] ' ) ; 
:l49 hold on; 
350 t = colorbar ( 'pee r ' , gca); 
3Fi l set ( get(t ,'y l abe l '),'Str in g' , 'r ig ht eous vcctors [%]') ; 
:lfi2 saveas( gcf. [ ' Quality _ ' . num2str (K l e plif tl). '_' . num2str( A fstaud)] . ' 

pdf ' ) ; 
353 sa v ea s ( gcf. [ 'Q 11 a li t y _ ' . num2str (KI e p I i f t 1 ) . ' _ ' , num2str (Afstand) ] . ' 

.i pg)) ; 
354 

:355 fi g u re ( 3 ) ; 
:3Gfi mag _111na11 = sqrt ( ( U _rn<-'a 11 _plot. · 2) + (V _111 c)a 11-plot . · 2) ) ; 
357 c i r c 1 (~ ( [ - :J 2. 8 7 . 2 7. 4] . 4 4. 7 5 / 2 . 10 0 0 , ' k ' ) ; 
:l58 hold 0 11 ; 

:359 c i r c I e ( [ 2 6 . 6 7 . 3 2 . 4 ] . 4 4 . 7 5 / 2 . 1 0 0 0 . ' k ' ) ; 
3fi0 axis eq na!; 
:mi hold on ; 
:w2 ex = [ - G 5 : 1 : 6 5] ; 
:Hl3 cy=sqrt (65 ' 2 -cx . · 2); 
:JG-1 plot( cx . cy .'k ' ); 
:365 plot (cx .-cy.'k'); 
:l<>G qniv c r c4 ( [ X _plot] . [ Y _plot] . [ U _m e a n_pl ot ] . [ V _m cai1-p lot]. sca le) ; hold 

o n ; 
:lG7 c ba r ( 'y 1 ' . [ round ( min ( mag _mean) ) : round ( ( rnax( mag_mean) / 10)) : round ( 

max ( mag_111 ea11 ) ) ] . ' t i t Ie ' . 'm/ s ' ) 
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368 set(gca , 'XLim ' , [-65 65] , 'YLim ' ,[ -65 65]); % chang es th e x and y 
plot range 

369 set(gca , 'XTick ' , [-60:10 :6 0] , ' YTick ' , [-60:10:60]) ; % sets new ticks 
370 title([ ' Average V e locity fi e ld. Valve Lift ', num2str(Kl ep liftl) ,' 

Distan ce ' , num2str (Afstand )]) ; 
371 ylabel ( 'Y-Position [rrm] '); 
372 xlabel( 'X-Po s ition [rrm] '); 
373 hold off ; 
374 saveas ( gcf , [ ' Mean_velocity _ ' , num2str( Kl ep lift 1) , ' _ ' ,num2str( 

Afstand)] , 'pdf ' ) ; 
375 saveas (gcf , [ ' Mean _velocity_' , num2str( Kl ep liftl) , '_' ,num2str( 

Afstand)] , 'jpg' ); 
376 

377 figure(4) ; 
378 mag_rey = sqrt ( ( U _rey nold s _plot . · 2) +( V _r ey nold s_ plot. • 2)) ; 
379 c i r c 1 e ( [ - 3 2 . 8 7 , 2 7 . 4] , 4 4 . 7 5 / 2 , 1 0 0 0 , ' k ' ) ; 
380 hold on; 
381 c i r c 1 e ( [ 2 6 . 6 7 , 3 2 . 4 ] , 4 4 . 7 5 / 2 , 1 0 0 0 , ' k ' ) ; 
382 axis eq u a l ; 
383 hold on; 
384 ex = [ - 6 5 : 1 : 6 5 ]; 
385 cy=sqrt(65 . 2- cx . · 2); 
386 plot( cx,cy,' k '); 
387 plot ( cx, - cy, ' k '); 
388 qui ver c 4 ( [ X _ p 1 o t ] , [ Y _ p 1 o t ] , [ U _re y no 1 d s _ p 1 o t ] , [ V _re y no 1 d s _ p 1 o t ] , 

se a le); hold on; 
389 c bar ( 'y 1 ' , [ min ( mag_rey) : round ( ( max( mag _r ey ) / 10) ) : round ( max( mag_rey 

) ) ] , ' t i t 1 e ' , 'm/ s ' ) ; 
390 set(gca , 'XLim ' , [-65 65], 'YLim ' , [-65 65 ]) ; % changes th e x and y 

plot rang e 
391 set(gca,'XTick' , [-60:10: 60 ] ,' YTick' , [-60:10:60]) ; % sets new ticks 
392 ylabel ( 'Y-P osi tion [rrm] ') ; 
393 xlabel ( 'X-Position [rrm] '); 
394 title([ ' R eyno lds decomposition. Valve Lift ', num2str(Kl ep liftl) , ' 

Di stan ce ', num2str( Afstand)]) ; 
395 saveas( gcf , [ ' R ey nolds decomposition _' ,num2str( Kl ep lif t l ) , '_', 

num2str (Afstand)] , ' pdf') ; 
396 saveas (gcf , [ 'Reynolds decomposition_' ,num2str( Kl ep lift 1) , '_', 

num2str( Afstand )] , ' jpg '); 
397 

398 ff"o% p l o t t i n SVD 
399 

400 t i t 1 e ( [ ' Re con s t ru c t e d s n a p s h o t ' i n t 2 s t r ( s n a p s h o t f i e 1 d ) ' u s i n g a 11 
modes ' ]) 

401 xlabel ( 'X [mm] ') ; 
402 ylabel ( 'Y [mn] '); 
403 sa veas ( gcf , ' R ee ons tructedsn a ps _a ll modes ' , ' f i g ' ) ; 
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404 saveas ( gcf. ' R eco n structeds nap s _allmodes ' . ' j pg'); 
405 sa ve as ( gcf. 'Reconstruct e dsnaps _allmodes'. 'pdf'); 
406 print - d epsc 'Reco nstru ctedsnaps_allmod es . cps '; 
407 SnapshotU=[U(: ,Rd) ;V(: ,Rd)]; 
408 Energysnapshot=mean( Snapshot U. ' 2) ; 
109 % Plot R ec onstr'U c ted Velocity fi e ld - m ean flow M=? ? % 
410 XYl=reshape ( umean, v ect or s . 2) ; 
411 Ul=XYl (: . 1) ; 
412 Vl=XYl (: . 2) ; 
413 Xl=X ; 
4 14 Yl=Y; 
415 l = find(Ul= = O) ; %find all ze ros in Ul 
416 Ul(I) == [];%clear all cv al1J,e s on index lo c ations 

417 Xl ( l ) == [ ] ; 
418 l = find (Vl==Ü); %find all ze ros in Ul 
419 Vl(I) ==[];% c l e ar all cv al'U e s on ind e x lo c ations 
120 Yl(I) =[]; 
42 1 Reconstrmcan U = [Ul; Vl]; 
122 Energyreconstrme anflow=mean( Rcconstrmean U. ' 2) ; 
423 Energyperce n tag e=round ( ( Energysnapshot / Energyreconstrme anflow) * 100) 

424 figure 
425 quiver(Xl ,YLUl.Vl , ' LineWidth ' .1.1); 
426 title ([ ' R ec on st rnct e d s u a pshot ' int2str(sn aps h otf ield) ' using 1\1= ' 

int2str (Mmodcnumber) ' containing ' int2str ( Euergyperccntagc ) ' 
percent of the e nergy ' ' ']) 

427 xlabel ( 'X [urn] ' ) ; 
428 ylabel ( 'Y [mm] '); 
129 saveas ( gcf. ' R econstructed s napshot-meaupa rt ' , ' fi g ' ) ; 
130 saveas( gcf, ' R eco nstruct eds napshot-mcaup a rt ' . ' jpg ' ); 
431 savcas ( gcf. ' R econstructedsnaps hot -meanpart'. ' pdf') ; 
432 savcas(gcf. ' R eco n str uctecls n aps hot - meanpart ' . ' c p s ' ); 
11:n print - d epsc 'Rc c:011strnct cdsnapshot - m e anpctrt. cps' ; 
43-1 

4:35 

4:36 % Sinqlar va l'U es as function of POD mode 
4:37 figur e 
438 p 1 o t ( S i 11 g u Ia r 1 . ' - k ' ) ; 
-1:rn xlabel ( ' Mode 1111mber'); 
440 ylabe l ( 'Singular val11 e ') ; 
-141 sa veas(gcf . ' Singularvalu es'. ' fig ' ) ; 
t1t12 saveas (gcf, 'Siugularvalu es'. ' jpg '); 
443 savcas( gcf . 'S in g 11l arva lu es' . ' pdf ' ) ; 
144 saveas(gcf. ' Singularval11c s ' . 'c ps ' ); 
445 print -depsc 'S i11gul arva l11 es. e ps' ; 
;J4(i 

1147 % POD coef.f"icients as fv,n c t·ion of POD 1node 
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448 figure 
449 plot ( aa ll , '-k ' ); 
450 xlabel ( 'Mode number ' ); 
451 ylabel ( 'POD eoe ffi e ien t '); 
452 sa v e as ( gcf , 'PODeoeff', 'fig '); 
453 save as ( gcf , ' PODeoeff ', ' jpg ' ) ; 
454 sa v e as ( gcf , ' PODeoeff' , 'pdf'); 
455 saveas ( gcf , ' PODeoeff' , 'e ps '); 
456 print -depse ' PODeoeff. eps '; 
457 
458 % Plot Normalis e d Mode 1 
459 XYl=reshape ( phi (: , 1) , veetors , 2) ; 
460 U 1 =XYl ( : , 1 ) . * a a 11 ( : , 1 ) ; 
461 Vl=XYl (: , 2) . * a a 11 (: , 1) ; 
462 Ul = Ul( eyLtrim); 
463 Vl = Vl ( e y L t r i m ) ; 
464 figure 
465 magl = sqrt((Ul. A2)+(Vl. A2)); 
466 e i r e 1 e ( [ - 3 2 . 8 7 , 2 7 . 4] , 4 4 . 7 5 / 2 , 1 0 0 0 , ' k ' ) 
467 hold on 
468 e i r e 1 e ( [ 2 6 . 6 7 , 3 2 . 4 ] , 4 4 . 7 5 / 2 , 1 0 0 0 , ' k ' ) 
469 hold on; 
470 ex= [ - 6 5: 1 : 6 5] ; 
471 ey=sqrt(65 A2-ex. A2); 
472 plot ( ex , ey , ' k ') ; 
473 plot( ex, -ey , ' k') ; 
474 hold on 
475 quivere4 ( X_plot , Y _plot , Ul , Vl , se a l e); 
476 set(gca , 'XLim' , [-65 65] , ' YLim' , [-65 65]); % chang es th e x and y 

plot range 
477 set(gca ,' XTiek ', [-60:10:60] ,' YTiek ', [-60:10:60]) ; % sets new ticks 
478 ebar ( 'yl' , [min(magl): round ( (max(magl) / 10)): round (max(magl))] , 't i t l e 

' , 'm/ s ' , 'gap ' , 7) ; 
479 title ( ' Norm a liz ed mode 1 '); 
480 xlabel ( 'X [nm] ') ; 
481 ylabel ( 'Y [nm] ') ; 
482 save as ( gcf , 'Model ',' fig '); 
483 sa v eas( gcf , ' Mode l ', ' jpg '); 
484 save as ( gcf , 'Model ' , ' pdf '); 
485 save as ( gcf , ' Mode l ', 'e p s '); 
486 print -deps e ' Model. e ps'; 
487 
488 XYl=reshape ( phi (: , 2) , veet ors , 2) ; 
489 Ul=XYl(: , 1) · * aall (: , 2); 
490 Vl=XYl(: , 2) ·* aa ll (: , 2) ; 
491 Ul Ul ( e y L trim ) ; 
492 Vl = Vl ( e y L trim ) ; 
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493 figure 
49-1 magl = sqrt((Ul. '2)+(Vl. ' 2)) ; 
495 c i r c 1 e ( [ - ;3 2 . 8 7 . 2 7. 4] . 4 4. 7 5 / 2 . 100 0 . ' k ' ) 
496 hold 011 

497 c i r c 1 e ( [ 2 6 . 6 7 . 3 2 . 4] . 4 4 . 7 5 / 2 . 1 0 0 0 . ' k ' ) 
-198 hold on ; 

499 ex = [ - G 5: 1 : 6 5] ; 
500 cy= sqrt(65 ' 2 - cx . ' 2) ; 
501 plot ( ex . cy . ' k ') ; 
502 plot (ex. - cy . ' k ' ) ; 
503 hold 011 

504 quiver c 4 ( X _plot, Y _plot. Ul. Vl. se a l e ); 
505 set(gca. 'XLim' . [-65 65]. ' YLim ' . [-65 65]) ; % c hang e s th e :r and y 

plot range 
,506 set(gca. 'XTick' . [- 60 :10: 60 ] . 'YTick ' .[ - 60:10:60]) ; % s e ts n ew li c ks 

507 c b a r ( ' y l ' . [min (magl): round ( (max(magl) / 10)): round (max(magl))] . ' t i t l e 
' . 'm/ s ' . ' g a p ' . 7) ; 

508 title ( ' Normalized mode 2 ' ); 
509 xlabel ( 'X [mm] ' ) ; 
510 ylabel ( 'Y [rrnn] ' ) ; 
511 sav c a s ( gcf. ' Mode2 ' . ' fig ' ); 
512 savcas(gcf. ' Mode2 ' . 'jpg ') ; 
5 13 sav e as ( gcf. ' Mode2 ' . ' pdf ' ); 
5 14 sav e as ( gcf. 'Modc2' . ' e p s '); 
5 15 print - dep s c ' Mode2. eps ' ; 
5 16 

517 XYl=reshape ( phi (: , 3) . v e e tor s . 2) ; 
5 18 Ul=XYl(: , 1 ) ·*a a l! (: , 3) ; 
519 Vl=XYl(: ,2) ·*a a l! (: ,3); 
520 Ul = Ul( c y Ltrim) ; 
521 Vl = Vl( cyLtrim) ; 
522 figure 
fi2 :3 magl 0= s qrt ((Ul. ' 2)+(Vl . ' 2)); 
fi21l c i r c 1 e ( [ - 3 2. 8 7 . 2 7 . 4] . 4 4. 7 5 / 2 . 100 0 . 'k ' ) 
525 hold 011 

526 c i r c 1 e ( [ 2 6 . 6 7 . :12. 4] . 4 4 . 7 S / 2 . 100 0 . ' k ' ) 
527 hold 011; 

528 ex= [ - G 5 : 1: G 5] ; 
520 cy=sqrt(65 ' 2 - cx . '2); 
fi:30 plot ( ex . cy . ' k ' ) ; 
fi3 1 plot (ex . - cy . 'k ' ) ; 
532 hold 0 11 

5:l:l q II i v c r c 4 ( X _ p 1 o t . Y _ p 1 o t . Ul . Vl . s c a 1 e ) ; 
534 set(gca.'XLim ' . [ -65 65 ] . ' YLim ' .[ - 65 65 ] ); % c hang e s the :r and y 

plof. rang e 
fi35 set(gca. ' XTick ' .[-60:10:fi0]. ' YTick' .[ - 60:10:60]); % s e ts n ew f-icks 
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536 ebar( 'y l ' , [min(magl) :round((max(magl)/10)) :round(max(magl))] , 't itl e 
' , 'm/ s ' , 'gap' , 7) ; 

537 title ( ' Normalized mode 3 '); 
538 xlabel ( 'X [mm] ') ; 
539 ylabel ( 'Y [mm] ') ; 
540 sav eas (gcf, ' Mode3 ', 'f ig '); 
541 saveas( gcf , 'Mode3 ', ' jpg ' ) ; 
542 sav e as ( gcf , 'Mode3' , 'pdf'); 
543 saveas (gcf , ' Model ', 'eps '); 
544 print -de p se 'Mode3. e ps'; 
545 

546 XYl=reshape ( phi (: , 4) , veeto r s , 2) ; 
547 Ul=XYl(: , 1) ·* aa ll (: ,4); 
548 Vl=XYl ( : , 2 ) . * a a 11 ( : , 4 ) ; 
549 Ul = Ul( eyLtrim); 
550 Vl = Vl ( e y L t r i m ) ; 
551 figure 
552 magl = sqrt ( ( Ul. '2) +(Vl. ' 2) ) ; 
553 e i r e l e ( [ - 3 2 . 8 7 , 2 7 . 4] , 4 4 . 7 5 / 2 , 1 0 0 0 , ' k ' ) 
554 hold on 
555 e i r e l e ( [ 2 6 . 6 7 , 3 2 . 4] , 4 4 . 7 5 / 2 , 1 0 0 0 , ' k ' ) 
556 hold on; 
557 ex = [ - 6 5: 1 : 6 5] ; 
558 ey=sqrt(65 ' 2- ex . ' 2) ; 
559 plot (ex , ey , ' k ') ; 
560 plot (ex , - ey , 'k ' ) ; 
561 hold on 
562 quivere4 ( X _plot , Y _plot, Ul , Vl , se a l e ) ; 
563 set(gca , ' XLim ' , [-65 65 ] , 'YLim ' , [-65 65]); % chang es the x and y 

plot range 
564 set(gca , ' XTiek ' , [-60:10 :6 0] , ' YTiek ' , [-60:10:60]) ; % s e ts new ticks 
565 ebar ( 'y l ' , [min(magl): round ( (max(magl) / 10)): round (max(magl))] , ' t i tl e 

' , 'm/ s ' , 'gap ' , 7) ; 
566 title ( 'Normalized mode 4 '); 
567 xlabel ( 'X [mm] ' ) ; 
568 ylabel ( 'Y [nm] ') ; 
569 saveas (gcf , 'Mode4', ' fi g ' ); 
570 saveas ( gcf , 'Mode4' , ' jpg '); 
571 saveas (gcf , 'Mode4', 'pdf'); 
572 sa veas ( gcf , ' Mode4' , 'eps ') ; 
573 print -depse 'Mode4. eps' ; 
574 

575 % Plot energy and cumu lat ive energy 
576 figure 
577 plot ( menergy) ; 
578 l e n gt h _e=length(menergy); 
579 energy=zeros ( l e ngth_ e ); 
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580 e n e r gy ( 1 )=menergy ( 1) ; 
58 l fo r i = 2: 1 e ng t h _ e % f or i = 1: 4 
582 e nergy ( i )= e n e rgy ( i -l)+men ergy ( i) ; 
G83 end ; 
584 figure 
585 plot ( e n e rg y (: .1). ' Line Width ' ,2) ; 
586 xlabel ( ' mode' . ' FontSi zc' .12 ) ; 
587 ylabel ( 'cum ulativ e ene rgy' , ' F ontS ize' ,12); 
588 axis ( [O f il e numb e rs O 1.05]) 
589 saveas( gcf. 'C umul at iv e_cnergy' , 'f i g '); 
590 sa veas ( gcf. ' Cu m ul at i v e _e n e r gy ' . ' j p g ' ) ; 
59 1 savcas ( gcf. ' Cumul at ive _e n e r gy ' . ' pdf ' ) ; 
592 saveas( gcf. 'C umul at ive_ e n e r gy ' , 'eps '); 
593 print -- d e psc ' Cum11l at iv e _en e r gy . e p s ' ; 
594 

595 %% Po s t p r o c es sin g 

596 

597 cd ( 'D : \ AFSTUDEREN\ DATA \ ' ) 
598 if exist ('PIM.mat ' ) 
599 load PIM. mat 
600 end 
601 

G02 va 1 v e _ra ng e = [ 1 : 5 ]; 
G03 d i s t_ r an g c = [ 3 0 : 1 0 : 1 6 0 ] ; 
60;J 

605 fin d ( va I v e _rang e = K 1 c p 1 i f t 1 ) ; 
606 J find ( disLrang e = Afstand) ; 
607 

608 pim.v a l v e ( i ).d ist( j ).Turb = Tnrb ; 
609 pi m . v a 1 v e ( i ) . d i s t ( j ) . T u r b _ i n s = T u r b _ i 11 s ; 
fj llJ pim. valv c ( i). di st ( .i ) .TKE = TKE; 
6 11 pim . va I v e ( i ) . di st ( j ) . FLUCx = TOT _FLUC--.X ; 
6 12 pim. va l vC'( i ) .dist(j ).FLUCy = TOT_FLUC_Y ; 
6 13 pim .va l ve ( i ) .di st( j) .U _ve lo = U _vc lo ; 
6 1!J pim. va l v e ( i ) .di st( j) . V _ve lo = V _vc lo ; 
6 1:'i pim.v a l v e ( i ) .di st( j ).Sw irl = Swk ; 
6 16 pim. valv e ( i). dist (j). m ass flow = m ass flow ; 
6 17 pim. val v c ( i ) . di st ( j ). V _omcg a _tota l = V _om ega _tota l ; 
6 18 pim. va l vc( i ) .di s t(j).Vth = Vth ; 
6 10 pim. va l vc( i ) .di st( j ).Vr = Vr ; 
620 pim .va l ve( i ).d ist( j).Nsr = Nsr ; 
62 1 pim. valv e ( i). di st ( j ) . V _th e or et i c = V _th eo rcti c; 
fi22 pi m . val v c ( i ) . di st ( j ) . V t h _ v e I o = V t h _ v c 1 o ; 
623 pim. va l v e ( i ) .di st( j ). Vr_velo = Vr_v e lo ; 
62!J pim.valv c ( i ) .di st( j ).StD = StD ; 
625 

626 

D8 



627 save PIM p1m 

628 

629 cd ( 'D: \AFSTUDEREN' ) 
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Appendix C 

Seeding generation of Laskin 
nozzles 
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Figure C .l: Volumet rie part ide sizc d istrib11 t io11 fo r various hole diameters (d = 0.2. 0. 5. 1 
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plate 124] 
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Appendix D 

Laser specifications 

Table D.l: Comparison between Brio Twins and Twins BSL 50 [37] 

Model Brio Twins Twins BSL 50 
Repetition rate [Hz] 10 15 
Wavelength [nm] 532 532 
Energy per pulse [mJ] 60 50 
Energy stability [shot-to-shot %] +/- 5 +/- 6 
Pulse duration [ns] ~4 7 
Beam diameter [mm] ~ 4.5 4 
Beam divergence [mrad] <5 <7 
Pointing stability [µrad] < 50 < 100 
Jitter [ns] +/- 1 +/- 2 
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Appendix E 

Tangential average velocity fields 
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