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0Abstract

Closed thermochemical storage has great potential to be implemented in high energy density heat

storage systems. A surplus of renewable energy can be stored in closed thermochemical storage

for times of renewable energy scarcity. The discharge of the TCS system is fully dependent on

the evaporator performance of the heat exchager in the liquid absorbate. The energy density

of the system is determined by the amount of reactants: absorbent and absorbate, that can be

�tted in a volume. Under subatmospheric conditions a liquid column creates a hydrostatic head

which induces a non-negligible pressure gradient in the �uid. In this thesis, the in�uence of the

hydrostatic pressure on evaporation performance of water in a subatmospheric thermochemical

energy storage framework is researched. This was done in using an experimental setup. This

setup consisted out of a transparent vacuum chamber in which two di�erent heat exchangers

were tested on their boiling performance for various initial water heights. The measurement

data in combination with the observations concluded that the boiling behaviour in a single

experiment is very di�erent at the start than later in time. Two distinct boiling regimes were

detected and the in�uence of the water column height on each regime was analysed on its own.

The results suggest that increasing the water height increases the heat exchanger power but

decreases the average heat �ux. Experiments conducted with a heat exchanger with larger

surface area resulted in an improvement of the power and a worsening of the heat �ux. The

hydrostatic pressure acts as a barrier for vapor bubble formation, from a certain depth onward

no nucleate pool boiling is observed. Increasing the surface area of the heat exchanger does not

in�uence the position of this barrier.
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Nomenclature

Latin symbols

Symbol Unit Description
� <2

area

2 <>; ·<−3 concentration

2? � · :6−1 ·  −1 speci�c heat capacity

� < diameter

� � energy

� � Gibbs free energy

ℎ � · :6−1 speci�c enthalpy

ℎ” , ·<−2 ·  −1 heat transfer coe�cient

� � · :6−1 enthalpy

�< � ·<>;−1 molar enthalpy

! m length

< :6 mass

# − population

? %0 pressure

% , power

@” , ·<−2 heat �ux

& � heat

' < radius of curvature

'0 < arithmetic average surface roughness

( � ·<>;−1 ·  −1 entropy

C B time

)  temperature

{ <3 · :6−1 speci�c volume

+ <3
volume

¤+ <3 · B−1 volumetric �ow rate

I < height

Greek symbols

Symbol Unit Description
U − volume fraction

V <3 · B−1 volumetric mass transfer intensity factor

W # ·<−1 surface tension

Y same as measured unit absolute error

\ ◦
contact angle

d :6 ·<−3 density

f # ·<−2 stress

g B relaxation time
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Dimensionless numbers

�0 = Jakob number

Constants

Symbol Value Unit Description
6 9.81 < · B−2 gravitational acceleration

'D 8.31 � ·<>;−1 ·  −1 universal gas constant

'| 461.52 � · :6−1 ·  −1 speci�c gas constant of water

Subscripts

0 = reference

2 = condensation

2>= = condenser

2A8C = critical

38 5 = di�erence

4 = evaporation

4{0 = evaporator

4@ = equilibrium

4G = excess

6 = gaseous state

8 = index

; = liquid state

;{ = liquid vapor interface

B = surface

B0C = saturation

B; = solid liquid interface

B{ = solid vapor interface

{< = von Mises

~ = yield

List of abbreviations

CHF = critical heat �ux

FEA = �nite element analysis

SD = standard deviation

TCM = thermochemical material

TCS = thermochemical storage

TES = thermal energy storage
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1 Introduction

Global warming is a threat to the world as we know it. It will cause drought, rising sea levels

and increase the frequency of extreme weather events [1], [2]. Global warming will e�ect entire

ecosystems, bringing water and food supply in danger and increase the changes of natural

disasters [3], [4]. It is a scienti�c consensus that carbon emissions contribute to the increase of

the earths temperature [5]. To reduce the e�ects of global warming, countries and international

organisations are closing agreements to cut CO2-emissions. To achieve this goal, fossil based

energy production must make way for sustainable energy sources, which bring along huge

challenges.

Domestic buildings in the Netherlands hugely relay on natural gas for space heating and hot

water purposes. In 2019, 70% of the Dutch domestic energy demand was ful�lled by natural gas

[6]. Implementing solar heating systems for domestic heating purposes would decarbonize the

Dutch energy grid greatly. The main downside of solar heating systems is that there are daily

and seasonal mismatches between energy production and energy consumption. The seasonal

mismatch is visualized in Figure 1.1. In the darker and colder months more energy is consumed

than can be produced, but in the summer a surplus of energy is available. Thermal energy

storage (TES) is needed to have fossil free heat all year round. TES can be subdivided in three

groups: sensible storage, latent storage and thermochemical storage (TCS).

Figure 1.1: Typical household energy consumption and solar irradiation over a year in the Netherlands

[7]
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Chapter 1 Introduction

TCS, which stores energy in a reversible hydration reaction, has great advantages compared to

sensible and latent storage. The e�ective energy density for storage in thermochemical material

(TCM) can be up to 2 ��/<3
. This is much higher than the energy densities for sensible and

latent storage, which have a maximum of 0.25 and 0.6��/<3
respectively [8]. Another advantage

is that TCM can store heat for a relative long time. Its storage time is long enough to capture

seasonal e�ects. For sensible and latent storage, the storage time is in the range of several days

[9]. Another advantage is that TCS can be used for both domestic heating and cooling, which is

impossible for sensible and latent storage.

De Beijer RTB BV is a Dutch research and development company, located in Duiven. The com-

pany is developing a closed thermochemical storage system intended for ful�lling the heating

and cooling demand of the built environment. The system is under vacuum, which means that

the hydration and dehydration of the absorbent in the reactor, as well as the evaporation and

condensation of the absorbate, occur under subatmospheric pressures.

In a vacuum the saturation temperature drops, which means water can boil at much lower

temperatures than 100
◦� . However, subatmospheric boiling brings along additional challenges.

Existing models based on boiling at higher pressures cannot be extrapolated to predict phase

transitions at subatmospheric pressures [10]. At low pressure a relative small column height of

liquid can induce a hydrostatic pressure in the same order of magnitude as the vapor pressure

[11]. The pressure gradient over the water height under subatmospheric conditions becomes

non-negligible, in contrast to the pressure gradient under atmospheric conditions. The pressure

gradient due to the water column will cause the saturation temperature of the water to increase.

To build a compact TCS system with a competitive energy capacity, compared to existing energy

storage systems, a signi�cant amount of column height of liquid absorbate in the evaporator is

unavoidable.

Studying the in�uence of the hydrostatic pressure on evaporation under subatmospheric con-

ditions is essential, for the eventual design of the evaporator/condenser in a thermochemical

energy storage system. This thesis will focus on experimental research in order to obtain a

relation between hydrostatic pressure and evaporation in a closed thermochemical storage

system framework. Also a way to reduce the negative e�ect water height will have on boiling is

investigated. Another goal of this thesis is to obtain a better understanding of the phenomena

occurring during subatmospheric boiling in general. From the experimental results and observa-

tions a lot more insight is obtained, which could be used to substantiate design choices for the

eventual evaporator/condenser for the TCS system.
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2 Research approach and hypothesis

The aim of this research is to better understand the e�ect of hydrostatic pressure on subatmo-

spheric boiling in order to improve the performance of the evaporator/condenser in a closed

thermochemical storage system.

It is already known that an increased hydrostatic pressure will increase the required amount of

excess temperature needed. This will therefore reduce the amount of power per surface area,

which can be used for evaporation. It is important that this relation is quanti�ed. The main aim

and research question of this thesis is:

How does the hydrostatic pressure relate to the boiling performance in a subatmospheric
thermochemical storage system setting?

To answer this question experimental research needs to be done. An experimental setup will

be built, which will study the impact of the hydrostatic pressure in a thermochemical storage

system on a fundamental level. The setup will be constructed in such a way that the boiling

process can be visualized. It is expected that visualizations accompanied with measurement data

will give great insight in the phenomena, which are occurring during steam production.

With the obtained data from the experiments combined with the knowledge from fundamen-

tals and recent literature recommendations can be done for the evaporator/condenser in a

subatmospheric TCS system. Additional experiments can be done to prove if whether these

recommendations deliver the desired result. This will give an answer to the secondary question

of this thesis:

How can the negative e�ect of hydrostatic pressure be reduced to improve the boiling
performance of the evaporator/condenser in a subatmospheric thermochemical storage
system?

The hydrostatic pressure is not the only aspect in�uencing the boiling performance. It is already

known from literature, that the heat transfer of heat exchangers during evaporation is in�uenced

by multiple e�ects. One can think of dropwise evaporation, splashing e�ects, �ashing and

many more. It is important that these e�ects are captured during the experiments. Linking

the observations to the measured data can obtain new insights, which can be used to make

design choices for the �nal evaporator/condenser. Therefore analysing and substantiating the

phenomena occurring during subatmospheric boiling in the TCS system framework on a more

fundamental level is also part of this thesis.
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Chapter 2 Research approach and hypothesis

On the basis of the literature and theory review, which will be presented in chapter 3, a hypoth-

esis can be formed on the in�uence of the hydrostatic pressure on the boiling performance in a

subatmospheric thermochemical storage system setting. It is expected that the boiling behaviour

will vary over the water height. Since the temperature di�erence between wall and bath and

the absolute pressure will vary over the heat exchanger surface. It is possible that multiple

boiling regimes can coexist in the test space. It is expected that near the water surface, were the

static pressure is low and thus excess temperature high boiling will occur on the heat exchanger

surface. While lower on the heat exchanger surface, the static pressure might be so high that

only heat transfer via convection will take place.
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3 Review of fundamentals and literature

3.1 Theory of thermochemical energy storage

This section will describe the physical principles which make TCS possible and the components

which are needed to create a functioning TCS system.

3.1.1 Principle of thermochemical energy storage

In thermochemical storage heat is stored making use of a reversible sorption reaction. All of

these reactions can be written as the general reaction shown in Equation 3.1.

The reaction given in Equation 3.1 could either be an absorption or an adsorption reaction. In

absorption the absorbate is being retained by the absorbent [12]. The absorbate is incorporated

in the absorbent, changing its structure. An example of an absorption reaction is the hydration

reaction of a salt. In adsorption the adsorbate attaches to the adsorbent surface due to cohesive

forces. A thin layer of adsorbate molecules surround the adsorbent molecule, but the structure

of the adsorbent molecule stays unaltered [13]. An example of an adsorption reaction is the

hydration reaction of zeolite. An absorption reaction has a higher energy density than an ad-

sorption reaction due to stronger bonding forces. Absorption in general takes up more absorbate

molecules per absorbent molecule, compared to adsorption [14]. From now on this thesis will

focus on TCS systems relaying on an absorption reaction, since this is the type of system De
Beijer RTB BV is developing.

A(s) + B(g) 
 AB(s) + heat (3.1)

In Equation 3.1, A is called the the absorbent and B is the absorbate. When A and B react heat is

released, because A and B separated have a higher energy level than AB. A is therefore called

the charged absorbent and AB the discharged absorbent. The separation of AB is the charging

process and the formation of AB the discharging process. Whether the charging or discharging

reaction occurs is determined by the temperature and the availability of reactants. If AB is

heated above the equilibrium temperature separation will occur. If the mixture is then cooled

below the equilibrium temperature the recombination reaction will occur. This can be prevented

by storing A and B separated from each other.

To reduce the storage volume the absorbate is condensed most of the times, like visualized in

Equation 3.2. The condensation heat is then released to the surroundings. When the absorbent

needs to be discharged, the liquid absorbate needs to be evaporated making use of an external

heat source. The discharge reaction could also occur when the absorbate is in a liquid state, but

this is undesired. Absorbing a liquid instead of a gas would reduce the produced heat signi�cantly

because lots of energy would be needed to break up the liquid bonds between the absorbate

molecules.

B(g) 
 B(l) + heat (3.2)
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Chapter 3 Review of fundamentals and literature

The equilibrium temperature of the reaction between absorbent and absorbate is of great impor-

tance for the functioning of a thermochemical heat storage system. The equilibrium temperature

is a function of the pressure and can be calculated using Equation 3.3. This relation is based on

the Clausius–Clapeyron relation using the assumption that the vapor behaves as an ideal gas.

)4@ =
J�<

J(0 − 'D ln ?

?0

(3.3)

With )4@ the equilibrium temperature ( ), J�< the molar enthalphy di�erence in this case

between reaction products and reactants (�/<>;), J(0 the entropy di�erence caused by the

reactions at the reference pressure (�/<>; ), 'D the universal gas constant (�/<>; ), ? the

system pressure (%0) and ?0 the reference pressure (%0).

Equation 3.3 also applies for the evaporation-condensation reaction of the absorbate (in Equa-

tion 3.2). In that case J�< is the enthalpy of vaporization (�/<>;) and J(0 is the entropy of

vaporization (�/<>;/ ). Equation 3.3 makes it possible to express the equilibrium pressure as

a function of the vapor pressure. The pressure dependency of the equilibrium temperature is

plotted in Figure 3.1 for a couple of di�erent substances. These graphs are also called equilibrium

curves. In Figure 3.1 it can be seen that water boils at 100
◦� at atmospheric pressure (intersection

with the dotted horizontal line). By reducing the vapor pressure the boiling temperature will go

down.

Figure 3.1: Equilibrium curves for di�erent materials, the dotted horizontal resembles atmospheric

pressure [15]

3.1.2 TCS systems

The storage systems can be divided into two categories: open systems and closed systems. Open

systems are in direct contact with the environment, because of this the system operates at

ambient pressure. The absorbate is also restricted, since it must be a gas already present in the
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Theory of thermochemical energy storage Section 3.2

air, so water vapor. The large amount of inert gas present in the air does not contribute to the

reaction, but contributes to the mass that needs to be heated. This will decrease the e�ective

temperature di�erence, which can be achieved. In a close system on the other hand the selection

of the absorbate is not restricted. The system could for instance also operate on ammonia or

methanol. All other gasses are removed from the system, so the operation pressures of the

system are determined by the vapor pressure of the chosen absorbate. The di�erence in vapor

pressures caused by temperature di�erences within the system governs the transport of the

absorbate vapor. The reaction power will be higher for a closed system. Also no mass transfer

with the environment takes place which means no additional safety requirements need to be

met [9]. Because of the previously named reasons a closed system is preferred for domestic

implementation.

The left side of Figure 3.2 shows a typical charging and discharging cycle, visualized in a pressure

against temperature plot. The arrows at the line intersections represent the heat �ows. The

pressure is on a logarithmic axis, which makes the equilibrium lines like those in Figure 3.1

appear straight. On the right side of Figure 3.2 the same heat �ows are visualized in the system

cycles. During charging, or in other words: during the regeneration cycle, the absorbate is

separated from the absorbent at the red arrow &8= . Due to the pressure di�erence vapor is

transported to the condenser. Here the energy&>DC is subtracted, causing the vapor to condense.

The absorbate loses energy via condensation and moves down the equilibrium line (blue dotted

line), the pressure lowers and the temperature decreases. When the TCM needs to be discharged,

also called the working cycle, heat is supplied to the evaporator at the blue arrow &8= . The

evaporated absorbate is transported to the absorbent due to the di�erence in pressure. The

absorbate discharges and the heat &ℎ40C8=6 is released at the yellow arrow.

Figure 3.2: Pressure against temperature plot of charging and discharging for a TCS system with a

schematic heat �ows in system during the two cycles [16] [17]
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Chapter 3 Review of fundamentals and literature

3.2 Current technological state of closed thermochemical
energy storage

The Technology Readiness Level of TCS systems is very low compared to chemical and electrical

energy storage systems, it is also lower than sensible and latent TES storage [18]. Universities

and research facilities are still in the process of investigating materials and con�gurations. This

chapter will give a few examples of tests with closed TCS systems. It will become apparent that

there are still lots of challenges before a commercial system can be realized.

MODESTORE [19]

MODESTORE is a project performed by AEE Intec. in Gleisdorf, Austria. It is a closed adsorp-

tion system, which uses silica gel as adsorbent and water as adsorbate. The system contains

a spiral heat exchanger around the storage material and a water container connected to an

evaporator/condenser. The heat source was provided by a �at plate solar collector with an area

of 32<2
. The water bu�er could store 900!. There were two containers each containing 500:6

of absorbent material. The setup is schematically drawn in Figure 3.3. The system worked,

but the results were far below expectations. The storage density was far lower than expected,

this was due to a fast decrease in temperature di�erence. Only 35% of the storage capacity

could be used e�ectively. To overcome this di�erent tests were done using higher performing

adsorbent: 13X zeolite. In the end the system was fully functional with a 750! volume of stor-

age. A enormous volume is needed to store seasonal heat. The energy density of zeolite is too low.

Figure 3.3: Schematic drawing of the MODESTORE set-up [19]

MERTIS [20]

MERITS was a consortium between universities, research organizations and companies with

the goal to design a heat battery for heating, cooling and domestic hot water applications. The

absorbate is water and the absorbent Na2S. The setup was almost identical to the one described

in the MODESTORE project. The absorbent was also placed in a shell-and-tube type exchanger

with �ns. A energy density of 39:,ℎ/<3
was reached. The system needs to be charged at

90
>� and discharges energy at 50

>� . Although the technology looks very promising, the energy

density was far too low for the system to be implemented in houses. Further development is

needed.
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Phase transition Section 3.3

MCES [21]

MCES was a project preformed at the Chiang Mai University in Thailand. In a small experimen-

tal setup (2506 of absorbent material) absorbent improvements were researched. The system

contained a stainless steel shell-and-tube reactor, �lled with Na2S as absorbent. The system

also contained an evaporator and a condenser which are placed in line with the reactor. To

improve the thermal conductivity and increase the the reaction area, carbon �ber is added to the

sodiumsul�de. It was found empirically that a 1:3 ratio of graphite to sodiumsul�de gives the

best performance. It was determined that using this composition 2.2:,ℎ per kilogram absorbent

composite could be realized. The system is charged at 80
>� and discharges energy at 50

>� to

60
>� . It was proven that additives like graphite can improve the reactor performance of the

closed thermochemical storage system.

Tan Yan at Institute of Refrigeration and Cryogenics [22]

An experimental study performed at the Institute of Refrigeration and Cryogenics of Shang-

hai Jiao Tong University has achieved impressive storage densities between 51:,ℎ/<3
and

261:,ℎ/<3
. This was realized using ammonia as an absorbate and a mixture between MnCl2

and SrCl2 as absorbent. A shell-and-tube type exchanger is used. The tube is equipped with �ns

for better heat transfer e�ciency. Two of these heat exchangers are �lled, one with MnCl2 and

one with SrCl2. To improve thermal conductivity, cycle stability and ammonia di�usion, the ma-

terials are covered in porous expanded graphite. During charging ammonia escapes from MnCl2

and is captured in SrCl2. During discharging this process is reversed. Big disadvantages of this

system is that, the system needs to be charged at 177
>� and discharges energy at 45

>� . For these

temperatures it is not possible to charge the system using solar collectors and that the stored en-

ergy cannot be used for tap water heating. Also the used absorbent materials are rather expensive.

3.3 Phase transition

Elementary distinctions between the three phases are based on the ability to maintain volume

and shape. Solids are known to remain both volume and shape. Liquids remain volume, but its

shape is determined by the container it is stored in. Matter in a gaseous state can both vary in

shape and volume to �t its container.

Di�erent phases of one substance can be characterised by a phase diagram, like the one presented

in Figure 3.4. Stable states of matter are separated by lines. These lines are also called coexistence

curves. On these lines two phases coexist. The three di�erent coloured coexistence curves in

Figure 3.4 meet in the triple point. Here all three phases coexist. The blue line is also called the

boiling curve. This curve was already shown in Figure 3.1 for various substances. The path of

this line is essential for the design of an evaporator/condenser.
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Chapter 3 Review of fundamentals and literature

Figure 3.4: Pressure against temperature phase diagram for most substances. With the equilibrium lines

between solid and gaseous phase (red), between solid and liquid phase (green) and between liquid and

gaseous phase (blue) [23]

The phase transition can also be visualized di�erently. A vertical line in Figure 3.4 means a

constant temperature path. By plotting the pressure of such a path against the speci�c volume

in that particular state Figure 3.5 is created. In this plot the saturation curve of water is plotted

in black. An isothermal line for 100
◦� is plotted in red. Left of the curve the water is fully liquid.

Right of the curve the water is fully in a gaseous state. When the isothermal line is below the

saturation curve, the water is a mixture of liquid and vapor. It can be seen that the evaporation

takes place at a constant temperature and a constant pressure (for 100
◦� at 10C<). At very

high pressures the critical point is reached. Above the critical point no distinction can be made

between liquid and gas.

3.4 Boiling

This section will describe the physical principles surrounding boiling. Boiling is an intense

vaporization process. When the �uid is heated above its boiling point, boiling can occur within

the �uid and on the free surface of the �uid. This is in contrast with evaporation which can only

takes place on the liquid surface.

3.4.1 Bubble formation

For a spherical vapor bubble to exist within a liquid, the two phases must be in thermal equilib-

rium, of which the symbolic notation is presented in Equation 3.4.

)B0C = )6 = ); (3.4)

With )B0C the saturation temperature, )6 the temperature of the gaseous state ( ) and ); the

temperature of the liquid state ( ). Such a bubble should also be in mechanical equilibrium

according to the Young–Laplace equation presented in Equation 3.5.
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Boiling Section 3.4

Figure 3.5: A double logarithmic plot of the pressure against the speci�c volume during phase change

between liquid and vapor. With an isothermal line in red and the saturation curve of water in black [24].

?6 − ?; = W
2

'
(3.5)

With ?6 the pressure in the gaseous state (%0), ?; the pressure in the liquid state (%0), W the

surface tension (# /<) and ' the radius of curvature (<).

The slope of the equilibrium line between liquid and vapor, or boiling curve, is governed by the

Clausius-Clapeyron equation which is presented in Equation 3.6 [25].

d?B0C

d)B0C
=

J�

)B ({6 − {; )
(3.6)

With
d?B0C
d)B0C

the slope of the equilibrium curves like the ones in Figure 3.1, J� the enthalpy dif-

ference due to vaporization per mass (�/:6),)B the temperature of the interface surface ( ), {6 the

speci�c volume of the gaseous state (<3/:6) and {; the speci�c volume of the liquid state (<3/:6).

The relations described say something about the existence of bubbles not about the formation of

bubbles. By inserting Equation 3.5 in Equation 3.6 and using the fact that the speci�c volume of

vapor is much larger than that of liquid. The amount of excess temperature which is needed for

a vapor bubble to form can be calculated using Equation 3.7.

J)4G =
2W)B

d6J�'
(3.7)

With J)4G the excess temperature ( ) and d6 the density of the gaseous state (:6/<3
).
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It is observed that vapor bubbles are not formed everywhere within the liquid, aside from

extreme cases. Vapor bubbles are formed on the heated surface [26]. It was also observed that

bubbles reappear at the exact same place on the heated surface. In reality the surface has a

certain surface roughness caused by small imperfections like cavities or bumps. These small

spaces function as a catalyst for the formation of vapor bubbles out of superheated liquid. In

these dents a small quantity of vapor remains all the time. When enough heat is supplied this

small quantity of vapor will increase until a bubble can be observed. At a certain bubble size

the vapor will detach from the heated surface. Bubble detachment occurs because the adhesion

forces between vapor and surface will be smaller than the buoyancy force. This bubble size

is a characteristic of the evaporation process. It is often referred to as the bubble departure

diameter. When the vapor bubble detaches, a small quantity of vapor will remain in the cavity.

The remaining vapor will be cooled by the fresh colder water which �ows in the cavity. The

whole process will repeat. This cyclical process is visualized schematically in Figure 3.6. The

positions where bubbles are repeatedly formed due to the presence of a bit of remaining vapor

are called nucleation sites. The conclusion can be drawn that the composition and structure of

the surface is in�uencing the heat transfer when boiling.

Figure 3.6: Visualization of bubble formation at nucleation site [27]

The amount of energy needed to form a stable vapor bubble can be determined using thermody-

namics. This amount of energy is called the critical energy for bubble formation. This critical

energy has two contributing parts, one related to the increasing volume and one related to the

increasing surface area. The exact relation is presented in Equation 3.8 [28]. The �rst part stands

for the heat which is needed for producing the amount of vapor to create a bubble of the critical

size. The second part stands for the energy which is needed to increase the surface area of the

bubble to the critical size. In this second part the positive contribution stands for the isothermal

work which needs to be done by the surface of the bubble to grow. The negative contribution

stands for the heat which is needed to keep the growing surface at a constant temperature equal

to the liquid temperature.

�2A8C =
4

3

c'2A8C
3d6J� + 4c'2A8C 2(W −);

dW

d)
) (3.8)

With �2A8C the energy needed to form a vapor bubble with the critical radius (� ) and '2A8C the

critical radius (<).

From Equation 3.8 it becomes apparent that the energy of a bubble consists out of the sum of a

quadratic and a cubic relation with the bubble radius. This can also be seen when the Gibbs free

energy of the system is plotted against the bubble radius as is done in Figure 3.7.
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Figure 3.7: Change in Gibbs free energy as a function of the bubble radius (green), with the contribution

due to the surface (red) and due to the volume (blue) [29]

In Figure 3.7 the Gibbs free energy of a bubble is plotted as a function of its radius in green. The

red line is the Gibbs free energy of the bubble surface with increasing radius and the blue line

is the Gibbs free energy of the bubble volume with increasing radius. The green line is simply

the sum of the blue and red line. Based on the principle of minimum energy the system forces

the Gibbs free energy to be as low as possible. It can be seen from the graph that the volume

contribution would like to have a radius as large as possible and the surface contribution would

like a radius a small as possible. Both e�ects can be seen in the green line. If the radius would be

below the critical radius (in Figure 3.7 denoted by A ∗) then the surface forces would win from

the volume forces and the vapor bubble would immediately decay to form liquid again. If the

radius would be larger than A ∗ then the Gibbs free energy can be lowered with increasing radius,

causing the vapor bubble to grow larger. So for a stable bubble to form and grow the energy

supplied to the bubble must be larger than the critical Gibbs free energy (in Figure 3.7 denoted

by J�∗).

3.4.2 Pool boiling

Pool boiling is a method of vaporizing liquid, in which the superheated element is small in

size compared to the pool of liquid in which it is immersed [30]. The liquid is assumed to be

stationary and the velocities introduced by the boiling itself can be neglected.

Nukiyama was the �rst to discover that there are di�erent pool boiling regimes related to the

excess temperature, which in�uences the heat transfer [31]. Figure 3.8 shows the curve �rst

discovered by Nukiyama including all the di�erent regimes for water at atmospheric pressure.

This curve relates the temperature di�erence between the superheated surface and the bulk of

liquid to the heat �ux which can be obtained.
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Figure 3.8: Pool boiling curve for saturated water at atmospheric pressure [32]

Region I: If the excess temperature is low, no vapor bubbles will form, The heat is transferred

through the liquid via natural convection boiling. Water will evaporate on the surface but bubble

formation in the liquid can not be observed.

Region II: If the excess temperature is increased, the nucleate boiling regime is entered. At the

nucleation sites vapor bubbles are formed, which detach and travel through the �uid. Depending

on the excess temperature the vapor bubbles will have a di�erent geometry. At lower excess

temperatures small isolated bubbles are formed. With increasing excess temperature, more

nucleation sites will become active and bubbles will merge into larger columns. The di�erences

are visualized in Figure 3.9. Because of the increased amount of vapor at the surface, there is

less contact area between the surface and the liquid. This explains the decreasing slope in the

nucleate boiling regime of Figure 3.8, when the temperature increases. At some point the slope

is decreased to zero. This point, in the �gure denoted by C, is called the critical heat �ux (CHF).

Region III: If the excess temperature is increased beyond the CHF, bubbles are generated faster

than bubbles can detached from the heating surface. This results in a �lm layer of vapor covering

the heating surface. Region III, which is called transition boiling, is an unstable condition. The

�lm layer can detach and nucleation boiling can reoccur, or the excess temperatures will increase

and a stable vapor �lm to form. The point were stable �lm boiling is �rst observed is called the

Leidenfrost point and in Figure 3.8 it is denoted by D.

Region IV: If the excess temperature is larger than the Leidenfrost temperature the heating

surface is completely separated from the liquid by a �lm of vapor. The evaporation now happens

at the liquid-vapor interface, as can also be seen in Figure 3.9. This �lm boiling regime is

continued until the excess temperature is so high that the surface starts melting.

If the pool boiling system is controlled by the heat �ux, the temperature of the heating surface

follows the curve from Figure 3.8. If the heat �ux is increased above the CHF the temperature

will jump directly from nucleate boiling to �lm boiling. This results in an enormous jump in

surface temperature with catastrophic consequences. This phenomena is called burnout or

boiling crisis [34]. Between the Leidenfrost point and the CHF there are three solutions for the

same heat �ux, of which the solutions in Region II and Region IV are stable. Historically, boiling

crisis was avoided by keeping the heat �ux below the Leidenfrost point. In that case there would

only be one solution, which would lay in the nucleate boiling regime. Nowadays it is possible to

achieve higher heat �uxes safely using careful system control.
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Figure 3.9: Di�erent types of vapor bubble formation for the regimes in Figure 3.8 [33]

3.4.3 Boiling under subatmospheric conditions

The main advantage about subatmospheric boiling is the decrease in saturation temperature,

which makes it possible to evaporate at lower temperatures. A disadvantage is the decreased

e�ectiveness of the boiling process. At lower temperatures the surface tension will be higher and

the vapor density will be smaller. It can be seen in Equation 3.7 that this will require a higher

excess temperature. Larger buoyancy forces will be needed to overcome the increased surface

tension. This will result in the formation of larger bubbles and larger bubble departure areas [35].

After the bubble departs a larger quantity of cold water will �ow to and cool down the surface.

The order of magnitude of these di�erences can clearly be seen in Figure 3.10. The upper box

in Figure 3.10 shows snapshots of the bubble formation, from birth until after detachment at a

pressure of 5.6:%0. The lower box in Figure 3.10 shows snapshots of the bubble formation under

atmospheric conditions. Two di�erences can clearly be seen: under subatmosperic conditions

the bubble diameter is much larger and the bubble detachment time is much longer.

Figure 3.10: Snapshots of vapor bubble formation process: above under subatmospheric conditions (5.6

:%0), below under atmospheric conditions (101.4 :%0) [36]
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The heat transfer coe�cient relates the heat �ux to the excess temperature, as can be seen in

Equation 3.9.

ℎ” =
@”

)|0;; −);
(3.9)

With ℎ” the heat transfer coe�cient (, /<2 ), @” the heat �ux (, /<2
) and )|0;; − ); the

temperature di�erence between the wall and the liquid ( ).

Decreasing the pressure has an in�uence on the pool boiling curve presented in Figure 3.8. This

was proven using experimentation. In the experiments water was heated via a Joule heating

element, of which the heat �ux can be monitored. The excess temperature was measured using

thermocouples. Di�erent experiments were performed under various subatmospheric pressures.

Figure 3.11 contains boiling curves for di�erent subatmospheric pressures. It can be seen that

the �rst graph, at a pressure of 100:%0, follows the curve earlier seen in Figure 3.8 exactly.

As the pressure decreases the shape of the curve starts to deviate from the Nukiyama curve.

As expected a higher excess temperature is needed to achieve the same amount of heat �ux if

the pressure is lower. The shape of the curve also changes drastically and the data scatters. It

changes from an exponential shape to a cyclic shape. If the pressure is low enough boiling will

occur in the cyclic boiling regime [37].

Figure 3.11: Experimental pool boiling curves obtained with a water height of 20 2< for 100 :%0, 15 :%0,

4.2 :%0 and 1.2 :%0 [37]

The cyclic boiling regime can clearly be seen in Figure 3.11 for a pressure of 1.2 :%0 (the last

graph). This regime consists out of three repeating phases. The �rst phase starts in the minimum

of the curve. The temperature of the wall starts to increase, but only heat is transferred via

convection. As the wall temperature is su�cient for nucleation a large bubble forms. As this

bubble detaches the wall temperature quickly drops. This corresponds to the maximum of the
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cyclic shape in the boiling curve. The third phase starts after the large bubble has detached. The

wall temperature is relatively low but there is still a considerable amount of energy in the wall.

Many bubbles with varying sizes and di�erent frequency of detachment are then created over

the whole heating surface, also called bubble crisis. If the heat �ux has dissipated, the wall starts

to heat up again, which is the �rst phase of the cycle [37].

The Jakob number is a dimensionless quantity used to characterize boiling and condensing. This

relation for the Jakob number is presented in Equation 3.10.

Ja =
d;2?,;J)4G

d6J�
(3.10)

With Ja the Jakob number (-) and 2?,; the speci�c heat capacity of the liquid (�/:6 ).

Equation 3.10 describes the ratio between sensible heat and latent heat during boiling. In other

words: d;2?,;J)4G is the amount of heat required for the bubble to form, d6Jℎ is the amount of

heat which can be released via the bubble. If the Jakob number is small, latent heat is dominant

over sensible heat. This means vapor bubbles will grow slowly and the departure diameter is

small. At a low Jakob number bubble formation is controlled by the surface tension. If the Jakob

number is large, sensible heat is dominant over latent heat. This results in fast growing vapor

bubbles and large departure diameters. The bubble formation will be controlled by inertia forces

[38]. In subatmospheric systems the Jakob number is large, and the Jakob number increases

rapidly with small decreases in absolute pressure [39].

3.5 Condensation

If vapor contacts a surface which is below the saturation temperature, vapor will turn to the

liquid state. This is the most common type of condensation and it is called heterogeneous

condensation. The phase change from vapor to liquid is an exothermic process, meaning heat is

produced. Condensation can also happen in a medium. If small particles are present within the

vapor, these can function as condensation nuclei if the vapor is cooled enough [40]. This is called

homogeneous condensation. Condensation can also occur on a liquid surface. This is called

mixed condensation. In heterogeneous condensation drops of liquids start to condensate at

condensation nuclei on the surface, these drops become larger. This is called drop condensation.

If the surface is completely covered with water, vapor no longer condenses at the wall, but on

the liquid �lm. This is called �lm condensation [41]. Dropwise condensation is desired over

�lmwise condensation, since heat transfers can be one order of magnitude larger [42].

The wettability of the supercooled surface determines the type of condensation. The contact

angle between the liquid and the surface is a measured for the wettability. Its expression is

provided in Equation 3.11.

cos\ =
WB{ − WB;
W;{

(3.11)

With \ the contact angle (
◦
), WB{ the surface tension of the solid vapor interface (# /<), WB; the

surface tension of the solid liquid interface (# /<) and W;{ the surface tension of the liquid vapor

interface (# /<).
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Figure 3.12 shows the in�uence of the contact angle on the droplet shape. Here it is shown

that by decreasing the surface tension of the liquid vapor interface (W; {) the contact angle will

decrease and wettability will increase. Dropwise condensation mostly happens if the contact

angle is larger than 90
◦

[43].

Figure 3.12: In�uence of contact angel on the droplet shape [44]

Due to strong hydrogen bonds water has a high surface tension compared to other liquids.

Dropwise condensation is therefore common in water vapor systems due to the high contact

angle. The wettability of surfaces can be decreased to achieve dropwise condensation. This can

be done by lowering the surface energy. This can be done by applying hydrophobic material

to the surface, coating it with low free surface material (like polymers) or modi�cation of the

surface structure [45].

Droplets are formed on the surface at minima in free surface energy. Droplets will grow and

merge with neighbouring droplets until they have accumulated so much weight that they will

start to move due to gravity. When the large droplet rolls over the surface it will take up

smaller droplets along the way. At these surfaces new droplets can be formed again. This e�ect

contributes to the relatively large heat transfer for dropwise condensation [42].

At low vapor pressures, less mass will be present that can be condensed. This reduces the growth

rate of the droplets. Additionally at low vapor pressures droplets will be bigger, before they fall of

the surface. This is for the same reason as why subatmospheric boiling will result in bigger vapor

bubbles. Namely, at lower temperatures the surface tension will be larger. Increased droplet

size causes a larger heat transfer resistance [46]. A lot of empirical relations are constructed to

describe the heat transfer coe�cient during dropwise condensation [47], [48].

3.6 Influence of hydrostatic pressure

For liquid water to exist in a vacuum system the surface pressure must at least be equal to the

saturation pressure for the given temperature. If the pressure would be lower, vaporization

would occur. It was already shown in Figure 3.1 that the saturation pressure is a strong function

of the temperature. In the case of pool boiling a considerable column of water is above the

heating element. With this height the absolute pressure increases because the weight of the

water results in hydrostatic pressure. With Equation 3.12 the absolute pressure at a certain depth

in the water can be calculated. The pressure needed for pool boiling in a closed system, is the

summation of the saturation pressure at the surface and the hydrostatic pressure.

18



Influence of hydrostatic pressure Section 3.6

? = ?B + d;6I (3.12)

With ?B the pressure at the liquid surface (%0), 6 the gravitational acceleration (</B2) and I

the water column height (<).

A certain temperature is required to achieve boiling at a certain column height (I). This is at

least the saturation temperature at the absolute pressure, so the combination of the pressure at

the surface and the hydrostatic pressure. Figure 3.13 shows the in�uence of the column height

on the absolute pressure at the heating surface and the required saturation temperature in a

vacuum. For the example in the �gure the bulk temperature is set to 20
◦� .
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Figure 3.13: In�uence of column height on the pressure (blue) and saturation temperature (red) for

) = 20
◦� at the water surface

It can be seen in Figure 3.13 that the absolute pressure (blue) increases linear, which is in line with

Equation 3.12. It can also be seen that the saturation temperature (red) increases but nonlinear.

A relatively small column height (± 0.25<) can double the absolute pressure and cause a 13
◦�

saturation temperature increase.

The excess temperature is de�ned as the temperature increase required to realize vaporization.

This relation can also be inverted: What is the maximum column height, for a �xed excess tem-

perature to still achieve boiling? As the excess temperature increases this height also increases.

This relation is important for the condenser evaporator design. Because it determines how

compact the heat exchanger can be. With more excess temperature available a larger column

height of water can e�ectively boiled by the heat exchanger, which makes it possible to increase

the heat exchanger height. The contact area of the heat exchanger needs to be constant to

deliver the same amount of power. If more height is available then the width and depth of the

evaporator condenser can be decreased, which is desired to keep the total system compact.

A recent numerical study of nucleate pool boiling on a vertical surface [49], validated by experi-

ments [50], has produced results on the in�uence of water column height on the evaporation

mass transfer for various low pressures. It was found that for 10:%0 the in�uence of hydrostatic

pressure on the mass transfer due to evaporation is negligible. As the pressure decreases the

mass transfer also decreases due to less e�ective evaporation. For pressures of 2:%0 and lower,

the mass transfer starts to vary over the water height. Deep in the water less evaporation takes

place than near the surface.
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A very recent paper by Wojtsaik et al. studies the in�uence of hydrostatic pressure on the heat

transfer of subatmospheric pool boiling [11]. In this article experimental research was done

using the apparatus visualized in Figure 3.14. This particular apparatus is used to map boiling

regimes of water under subatmospheric conditions. A bulk of water, of which the column height

can be easily controlled, is evaporated via pool boiling using an electric heater. This means

that the heat �ux can be imposed directly on the heating surface. The setup contains multiple

thermocouples measuring the bulk of water at di�erent water heights. At the top of the setup

the pressure is measured. A camera is pointed at the heating surface and captures the boiling

behaviour. The setup which was built for the experimentation in this thesis, which will be

further explained in section 4.2, is inspired by the setup in Figure 3.14.

Figure 3.14: Experimental apparatus used in the research of Wojtasik et al. [11]

The thermocouples are there to give an indication when the water temperature has reached

a steady state. These thermocouples are also used to calculate the excess temperature. The

pressure sensor at the top of the apparatus measures the vapor pressure, which determines

the saturation temperature of the water. By applying electrical power the amount of applied

heat �ux can directly be regulated. Also the vapor pressure can be regulated. The in�uence of

changing these three parameters was researched: three vapor pressures (2.4 :%0, 3.1 :%0, 4.1

:%0), four levels of liquid (15 2<, 28 2<, 35 2<, 60 2<) and �ve applied heat �uxes (3.6, /2<2
, 4.4

, /2<2
, 5.2, /2<2

, 6.1, /2<2
and 7.1, /2<2

). Using statistics and bubble dynamics captured

with a high-speed camera, four di�erent boiling regimes were identi�ed and all data results are

categorized in these regimes. Three boiling regime maps were made to describe the relation

between water column height and applied heat �ux, for the three vapor pressures. Two of these

maps are visualized in Figure 3.15. These di�erent maps can be combined in one map by plotting

the Jakob number, as already seen in Equation 3.10, as a function of the ratio between surface

pressure and hydrostatic pressure.
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Figure 3.15: Boiling regime maps for vapor pressures of 2.4 :%0 and 3.1 :%0 [11]

In Figure 3.15 two boiling regime maps can be seen. Each dot represents a measurement point.

On the x-axis the applied heat �ux is plotted, on the y-axis the water height is plotted. Each

measurement set is classi�ed in a regime, based on visual observations and statistical data on the

heat exchange. These regimes are similar to the di�erent types visualized in Figure 3.9. Natural

convection boiling is visualized in purple, Isolated bubbles in blue, slugs and columns in red and

green denotes the transition phase between isolated bubbles and slugs and columns. It can be

seen in Figure 3.15 that deep in the �uid only convective boiling take place. Decreasing the water

level at the same applied heat �ux results in a shift in boiling behaviour and more heat transfer.

At higher subatmospheric pressures (the right graph) heat transfer deep in the water will be lower.

This study already gives a lot of insight in what to expect from the experiments done in this

thesis. The main di�erence between Wojtsaik et al. and the research in this thesis lies in the

heating element. Because this thesis focuses on the application of subatmospheric evaporation

in a thermochemical storage system setting, an electric heating element is not suitable. In closed

TCS a heat exchanger is used to evaporate the working �uid. This makes the experiment more

complex, since the heat �ux is not directly applied to the working �uid, it will not be constant

over the heat exchanger. The same is true for the water column height, this will di�er over the

heat exchanger.
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4 Experimental methodology

This chapter includes all information surrounding the experimental framework. The original

setup was improved multiple times because undesired phenomena occurred during early tests.

These improvements are included in Appendix A. This chapter will only include details about

the �nal setup.

4.1 Experiment choices

The experimental research in this thesis focuses on the subatmospheric evaporation, occurring

during the discharging of the closed thermochemical storage system. In the discharging cycle

of the thermochemical storage system the vapor produced in the evaporator is absorbed by

the porous absorbent. The heat produced by the absorption process is transferred to the heat

exchanger, which contains the absorbent. The reactor geometry and choice of absorbent material

is of great in�uence on the vapor absorption and thus the boiling behaviour. Vapor transport

in porous materials, reaction kinetics in porous materials and thermal conductivity between

absorbent and heat exchanger on a system scale are research �elds on their own and surpass

the scope of this thesis. To keep the results of the experiments generic, no reactor was included

in the setup. Instead, an overdimensioned condenser was attached to the evaporator. This will

ensure that the vapor absorption is not the limiting factor. With this setup vapor production in

the evaporator is barely restricted.

Multiple experiments are performed at di�erent water heights, to research the in�uence of

hydrostatic pressure. Di�erent water heights result in di�erent thermal mass, which will result

in di�erent time scales before water has reached a steady temperature during heating. A valve is

placed between the evaporator and condenser. To keep individual experiments comparable the

valve is opened when the water in the evaporator has reached a steady temperature. When the

valve is opened the evaporator and condenser are in contact with each other. This ensures the

same initial conditions for all experiments. The use of a valve is in accordance with the working

of an actual thermochemical storage system. Without a valve vapor �ows can reverse when

input temperatures vary between charging and discharging, which cause the system to lose its

storage ability.

During preliminary experiments it was observed that some time after the valve was opened a

more or less steady state formed, where variations in temperature and pressure are low. The

time span of the experiment captures the period from the steady state conditions of the system

with a closed valve until far after the steady state conditions with an open valve have been

reached. The duration of all experiments was 45 minutes from the moment the valves opened,

which is far longer than the time it takes to reach steady open valve conditions.
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4.2 Experimental setup

4.2.1 Parts, connections and placement of sensors

Figure 4.1 shows a diagram of the total setup including all sensors. The system consists mainly

out of two bodies: the condenser and the evaporator. Both are connected via pipe segments.

The thick arrows in Figure 4.1 represent the water �ow. The thick red arrows represent the

�ow of the evaporator. The thick blue arrows represent the �ow of the condenser. The thick

black arrow represents the �ow of the condensed water to the water collection vessel. The

thin lines indicate the gaseous �ow. The volumetric �ow (� ) is measured at the in�ows of both

bodies. The temperature of the �owing water is measured before ()8=) and after ()>DC ) going

through the bodies. The temperature of the �ow is measured in valves. These valves are always

open when running an experiment. The pressure (% ) in both bodies is also measured on a valve.

These valves are always closed during an experiment. If one of these valves is opened, the

corresponding body will come in contact with the vacuum pump. Before an experiment the

pressures in both bodies are always checked. If the pressure in a body is higher than the vapor

pressure for the particular temperature in this vessel, the valve is opened and gas is pumped

out of that body. Then the valves to the vacuum pump are kept closed during the length of the

experiment. In the evaporator vessel three thermocouples are placed ()1, )2 and )3). These are

placed at di�erent heights and can give insight in the strati�cation of the bath temperature. It

was carefully determined that )1 is placed at I = 21.72<, )2 is placed at I = 14.02< and )3 is

placed at I = 3.12<. Between the condenser and evaporator gaseous transport is regulated via a

vacuum valve, which can be opened and closed via the computer. If the valve is closed there is

no contact between the bodies and both will reach a steady state temperature and pressure. If

the valve is opened the bodies can interact with each other.

Figure 4.1: Schematic drawing of the experimental setup, including a legend. The thick arrows represent

the water �ow: the in and out�ow of the evaporator (red), the in and out�ow of the condenser (blue) and

�ow of the condensed water to the water collection vessel (black). The thin lines represent the gaseous

�ow. The lines with the square end represent thermocouples, which measure the water temperature at

di�erent heights

4.2.2 Design of the evaporator test chamber

For the experiments a vacuum test chamber with built-in evaporator is constructed that will

ful�ll the requirements for the experiments. The requirements are:

• The chamber should be transparent, so the boiling process can be observed.

• The heat exchanger should not obstruct the view on the boiling behaviour.
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• The chamber should withstand stresses due to the pressure di�erence of the vacuum

within the chamber and atmospheric pressure outside of the chamber.

• The system must run many experiments, so a negligible amount of fatigue should occur

when pressurizing and depressurizing the chamber.

• It should be possible to open and close the connection between test chamber and condenser,

when both are at subatmospheric pressures.

• Temperature measurements within the subatmospheric chamber should be possible.

• It should be possible to easily adjust the amount of water present in the test chamber.

To save cost a stainless steel cylindrical vessel for an evaporation-condenser, which was used in

previous projects of De Beijer RTB BV, was converted. In the cylindrical stainless steel vessel �ve

couplings of varying diameters are welded. The technical drawing of this vessel is shown in

Figure 4.2. In this drawing the di�erent couplings are denoted by di�erent letters. Two couplings

are used to connect the heat exchanger (A1 & A2), one to attach the thermocouples in the

vessel (B), a large connection to discharge the produced water vapor (C) and one to connect the

vacuum pump and the pressure sensor (D).

Figure 4.2: Technical drawing of the cylindrical

vessel which will be used for the test chamber. The

di�erent couplings are denoted by di�erent letters.

The dimensions are in millimeters.

Figure 4.3: Shape of the copper heat exchanger

which is installed in the cylindrical vessel. In the

red circles the 15x10<< reducers and in the blue

circle the solder �tting.

The heat exchanger is made out of copper pipe with an outside diameter of 10<< and a wall

thickness of 1<<. The copper pipe is smooth: the arithmetic average surface roughness ('0) is

0.5`<. The total pipe length used in the heat exchanger is 3.15<. Using a 180
◦

pipe bender, the

heat exchanger is brought into shape. The heat exchanger shape is designed in such a way, that

the structure is more or less two dimensional, while at the same time maximizing the surface

area of the exchanger. The particular shape is visualized in Figure 4.3.
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A copper 15x10<< reducer is placed over the copper pipe and the stainless steel connection.

The reducers are circled in red in Figure 4.3. The copper structure itself consists out of two parts

which are connected via a 10x10<< solder �tting. The �tting can barely be seen in Figure 4.3 and

is therefore circled in blue. Copper to copper connections are soldered. Copper to stainless steel

connections are brazed. The inside of the cylindrical vessel and the copper is then thoroughly

cleaned using isopropanol.

The bottom of the cylinder is bolted to a stainless steel plate. Between the cylinder and the steel

plate three rings are placed: one stainless steel outer ring, one rubber ring [51] of a smaller

diameter and one stainless steel inner ring of an even smaller diameter. The rubber seal is

lubricated with high vacuum grease. This prevents that any small inconsistencies in the rubber

will cause a leak. On top of the cylinder the same three rings are placed. On top of that a 25<<

thick clear PMMA-layer is placed. This PMMA-layter contains 24 drilled holes corresponding to

the holes in the outer ring. On top of that another outer ring is placed. These layers are bolted

together tight. A rendered image of the top of the assembly is provided in Appendix B.

The system is fully closed now. To locate any leaks in the heat exchanger or the vessel hydrogen

leak testing is used. When all leaks were �xed. The chamber was then attached to the vacuum

pump and after some degassing cycles it was concluded that the chamber was vacuum tight

enough for the experimentation. The lowest pressure that could be reached was 4<10A and the

system only gained 3<10A in 15 hours.

Before the vacuum vessel was built a Finite Element Analysis (FEA) was done to prove that the

designed con�guration of the PMMA-plate and the additional ring could withstand the forces

caused by the vacuum. The details of this numerical study can be found in Appendix B. From the

study it could be concluded that the deformations would stay far within the elastic regime. The

FEA concludes that plastic deformation or failure as a result of the pressure di�erence, between

vacuum inside the vessel and atmospheric pressure outside the vessel, is ruled out.

4.3 Experiment procedure

4.3.1 Before and between experiments

Degasi�cation is very important for a successful experiment. When the system is assembled for

the �rst time, the vacuum pump is hooked up to the dry system. When the vacuum pump is

activated gas is sucked out of the system. The gas will mainly consist of air. But as the pressure

decreases, small quantities of liquid still present in the vessel will start to evaporate. Think

of small quantities of water or isopropanol from the cleaning process. When these quantities

of water evaporate they are also sucked out by the vacuum pump. It is important that no

other substances are present in the system, before the vessel is �lled with demineralized water

because this in�uences the subatmosperic boiling behaviour. By closing the valves between the

chambers and the vacuum pump, which can be seen in Figure 4.1, the pressure can built up due

to evaporation of present liquids. When the pressure is built up slightly, the valves can then be

opened again, to remove the residual gasses. This process can be improved by increasing the

temperature in the chambers. This is done by letting hot water �ow through the heat exchangers.

When the empty system is completely degassed the vacuum pump is disconnected and the full

system is slowly brought back to atmospheric pressure. Demineralized water is added to the

evaporator chamber. The vacuum pump is then hooked up to the system again and the air is
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pumped out of the system. This will take longer since a considerable amount of air is entrapped

in the water. When the measured pressure corresponds to the vapor pressure at the measured

bath temperature, the vacuuming process is completed and the valves can be closed. The test

setup is now ready for testing.

During tests water will vaporize in the evaporator room and condense in the condenser. At

the bottom of the condenser a passage to the water collection vessel is made. In Figure 4.4 (a)

this connection can be seen: the water collection vessel is place on the �oor and connected

to the condenser via a transparent hose. This connection will function as an over�ow which

serves two purposes: Firstly, it improves the condenser performance for larger quantities of

water. Normally during a test the condenser vessel will �ll up with water. This will reduce the

e�ective condensing surface, causing a decrease in condensing power. When the water height

in the condenser equals the height of the passage, liquid will �ow to the vessel, keeping the

e�ective heat exchanger area constant from that point on. The second function of the vessel is

to reuse the water, when doing multiple experiments. The water collection vessel can easily be

detached from the condenser, when the system is brought back to atmospheric pressure. The

water collection vessel can then be connected to the evaporator. The connection between the

water collection vessel and the evaporator is visualized in Figure 4.4 (b). Water can now freely

�ow back to the evaporator due to gravity. Using this method batchwise recirculation of the

water can easily be realized between experiments. The empty water collection vessel is then

connected to the condenser again, as seen in Figure 4.4 (a). After bringing the system back to

subatmospheric conditions, it is ready for the next experiment.

(a) Water collection vessel connected to the con-

denser.

(b) Water collection vessel connected to the evap-

orator

Figure 4.4: The water collection vessel (in the red dotted square) connected to the condenser (during

experimentation) and to the evaporator (between experiments)
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4.3.2 During experiments

At the start of the experiment it is important that no gas other than vapor is present within the

setup. The measured pressures should equal the vapor pressures associated with the surface

temperature. The �ows and inlet temperatures can be set using software and hardware. The

system has built-in measurement and control features, which will regulate that the �ows and

inlet temperatures stay at the set values. At the start of the experiment, the vapor valve between

the evaporator and condenser is closed. The measured in�ow variables will slowly meet the

conditions which were set. This will result in heat up of the quantity of water in the evaporator

and cool down of the quantity of water in the condenser. Eventually this system will reach steady

state: There are barely �uctuations in the water temperature and the di�erence between in�ow

temperature and out�ow temperature is low. When steady state is reached the vapor valve is

opened and vapor will start to �ow from the evaporator to the condenser. Rapid changes in

out�ow and bath temperatures can be observed. One measurement will take 45 minutes. It was

observed that after that period of time the temperature di�erences between in�ow and out�ow

were small and the boiling behaviour barely changed. When the experiment has ended data will

no longer be logged and the vapor valve will be closed. A camera is aimed at the heat exchanger

and the water surface to capture the boiling behaviour. Table 4.1 contains an overview of all the

set input variables for all of the experiments. This table also includes the maximum deviation

from the set variable observed in all experiments. Inbuilt system control tries to maintain the set

variables, but there will always be overshoot. The di�erences in �uctuations between evaporator

and condenser variables can be explained by the fact that they have a di�erent controller. The

condenser variables are regulated using a controller with a higher gain factor when it comes to

temperature. This means the controller will react aggressive to an error in temperature. This

will result in a high overshoot when it comes to �ow. The controller of the evaporator will have

a slower response to the temperature error, thus allowing higher temperature di�erences, but

keeping the overshoot in �ow low. Fluctuations in these variables are inevitable and since they

are carefully measured they will not in�uence the accuracy of the measurements.

Table 4.1: The set values for �ow ( ¤+ ) and inlet temperature ()8=) and the maximum observed �uctuations

during all experiments

Input variable Set value Observed �uctuation
¤+4{0 10 !/<8= ± 0.23 !/<8=
¤+2>= 10 !/<8= ± 1.42 !/<8=
)4{0,8= 30

◦� ± 2.4
◦�

)2>=,8= 10
◦� ± 1.3

◦�

Due to the �uctuations in temperature, seen in Table 4.1, the saturation pressures at the start

of the experiment, will also be in�uenced. It was observed that the pressure in the condenser

at the start of the experiment will always be between 11.7 and 12.5<10A . The pressure in the

evaporator at the start of the experiment will always be between 34.0 and 37.9<10A .
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4.4 Measurement techniques

4.4.1 Measurement devices

Four di�erent measurement devices are used to collect data. The details about these four devices

can be found in Table 4.2. The positions of the thermocouples, �ow sensors and pressure sensors

are visualized in Figure 4.1. The data of these three devices is collected using a data acquisition

system. This system is connected to a computer equipped with a LabVIEW program. This

software is also used to set the controllers, which regulates the �ow and temperature during the

experiment. The LabVIEW -program also saves the output of the measurement devices every

second and saves this raw data in a MS Excel sheet, which can be imported and processed using

MATLAB.

Table 4.2: List of measurement devices used in the experimental phase, including their operating range

Measurement device Name Range Reference

Thermocouple

Type: K

Positive wire: NiCr

Negative wire: NiAl

-40 - 1000
>� [52]

Flow sensor Kobold: DUK 21G5HL 443L 0.16 - 40 !/<8= [53]

Pressure sensor Leybold: Vacuum Transducer DI200 0.1 - 200<10A [54]

Ruler Maped: 502< Stainless Steel Ruler 0 - 500<< [55]

The fourth measurement device, the ruler, is used to measure the height of the water column.

This ruler is mounted to the PMMA-layer. A spirit level is aligned with the water surface. The

height on the mounted ruler where the underside of the spirit level intersects is noted. Figure 4.5

shows how a measurement of the water height is performed. During an experiment the water

height is measured and written down every 5 minutes, started from the opening the valve until

the end of the experiment. To increase the precision of the measurement the height is measured

twice and the starting and ending time of the measurement is noted. Both values are averaged

to improve the precision of the measurement.

Figure 4.5: A typical measurement of the water height: The underside of the spirit level needs to align

with the water level, the spirit level also needs to be level, which is indicated by the bubble near the hand.

The height is measured at the intersection between the ruler and the underside of the spirit level.
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4.4.2 Calibration and error estimation

Calibration of the measurement devices is essential for the accuracy of the measurements. All

these devices need to be calibrated before doing the experiment. With the exception of the ruler

only digital measurement devices are used. In these devices a signal is outputted. The magnitude

of this signal is related to the magnitude of the measured variable via a relation, which is assumed

to be linear. During the calibration phase these relations are obtained. The systematic error is

included in the calibration [56]. The random error, which is caused by unknown events, is the

deviation between the correlation line and the measurement data.

The thermocouples were all calibrated together at �xed temperatures between 0 and 84
◦� .

The �xed temperatures were measured by a certi�ed measurement device. The temperatures

measured by the thermocouples can now individually be plotted against the certi�ed temper-

ature measurements. Using linear regression the calibration lines were constructed. Every

thermocouple will have a di�erent calibration line. The calibration line of one thermocouple

is presented in Figure 4.6. The calibration lines will be put in LabVIEW, so thermocouples will

output the calibrated temperatures directly during measurements.

Figure 4.6: The calibration line for one thermocouple: on the x-axis the temperature measured by the

thermocouple which requires calibration and on the y-axis the temperature determined by a certi�ed

measurement device. In blue the data points and in red the regression line through these points.

The residuals of the calibration line, visualized in Figure 4.7, are the random errors within the

measurements. The operating range of all experiments lies between 8 and 35
◦� . The random

error of all thermocouples within the operating rage is visualized in Figure 4.7. It can be seen

that maximum random error within the measurements has a magnitude of 0.40
◦� . From this

distribution of random errors the standard deviation can be calculated using Equation 4.1.

(�n =

√√√
1

# − 1

#∑
8=1

n2
8

(4.1)

In which # is the number of measurements (−) and n is the absolute error, of which the unit

is equal to the measured unit.
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Figure 4.7: Random error for all thermocouples within the temperature range of the experiments.

The calibration of the pressure and �ow sensors has been done in a similar fashion as the

thermocouples. In the past accurate calibration measurements were done relating the voltage

outputted by the sensors to the magnitude of the pressure and �ow. The residuals of these

calibrations were used to obtain the random error. Table 4.3 gives the maximum random error

which were observed during calibration and the standard deviation of the errors. These values

will be used in section 4.6. This section is dedicated to the propagation of the measurement

error.

Table 4.3: Measurement devices with their maximum random error and the standard deviation of the

random error based on the calibration data

Measurement device Maximum random error Standard deviation
Thermocouple 0.40

◦� 0.224
◦�

Flow sensor 0.071 !/<8= 0.0510 !/<8=
Pressure sensor 0.18<10A 0.0369<10A

Ruler - 1.50<<

Table 4.3 also includes the values for the error of the ruler. The error of this measurement device

could not determined via calibration. It was estimated that the standard deviation of the error is

1.50<<.

The ruler is mounted to the PMMA-layer, which can be seen in Figure 4.5. In this �gure it can

already be seen that there is an o�set between the start of the ruler and the bottom of the steel

vessel. After thirty zero measurements it was determined that the o�set amounted to 4.712<.

When the height measurement data is digitized, the o�set is automatically subtracted from the

obtained measured ruler heights.
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4.5 Data conversion

From using the �ow and temperature measurements the power can be calculated, using Equa-

tion 4.2 for the evaporator and using Equation 4.3 for the condenser.

%4{0 = d ¤+4{02? ()4{0,8= −)4{0,>DC ) (4.2)

%2>= = d ¤+2>=2? ()2>=,8= −)2>=,>DC ) (4.3)

With % the power (, ), ¤+ the volume �ow (<3/B) and )8= −)>DC the temperature di�erence

between in and out�ow (
◦�).

Calculating the heat exchanger area for di�erent heights is a challenge. It can be seen in Figure 4.3

that the heat exchanger does not have a simple geometry. An image recognition technique was

used to determine the contact area between heat exchanger and bath water for di�erent heights.

The details of this model are explained in Appendix C. The relation between height and surface

area according to the model is shown in Figure 4.8.

Figure 4.8: Relation between the height and the contact area between heat exchanger and water

The evaporator area (�4{0) can be seen as a function of the height (I). The function used in

Equation 4.4 is visualized in Figure 4.8.

�4{0 = 5 (I) (4.4)

Using the power calculated in Equation 4.2 and the area calculated in Equation 4.4, the average

heat �ux of the heat exchanger (@”4{0) can be calculated using Equation 4.5.

@”4{0 =
%4{0

�4{0
(4.5)

The absolute pressure for a certain water column will be calculated using Equation 3.12, which

was presented in the literature study. The thermophysical properties of water and steam, like

saturation pressure and saturation temperature, were determined using steam tables produced

by the IAPWS [57].
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4.6 Error analysis

All measurements contain some degree of error. As mentioned in subsection 4.4.2 the systematic

error is compensated by the calibration, therefore only random error will be left in the mea-

surements. There is a 95% probability that all random errors fall within the range of plus minus

twice the standard deviation of the error [58]. The standard deviations of the random error

per measurement device is presented in Table 4.3. When calculations are made based on these

measurements, this 95% certainty interval will propagate through the solution. For this research

95% certainty was considered acceptable. The absolute errors which are used for the following

calculations are therefore twice the standard deviation.

The error of the power, which is calculated using Equation 4.6, contains contributions of the

error in �ow (Y ¤+ ) and the error of the two thermocouples (Y)8= , Y)>DC ).

Y% =

√
(d2? ()8= −)>DC )Y ¤+ )2 + (d ¤+2?Y)8= )2 + (−d ¤+2?Y)>DC )2 (4.6)

The error in area, which is calculated using Equation 4.7, can be estimated by multiplying the

derivative of the function given by Figure 4.8 with the error in height (YI). The derivative of this

function is provided in Figure C.6.

Y� = | m5 (I)
mI

YI | (4.7)

The error in heat �ux can be calculated using the error in power (Y% ) and error in area (Y�). The

error equation is given by Equation 4.8.

Y ¤@ = ¤@
√
( Y%
%
)2 + ( Y�

�
)2 (4.8)

The error in absolute pressure, which is calculated using Equation 4.9, contains contributions of

the error in measured surface pressure (Y?B ) and the error in measured height (YI).

Y?C>C =

√
(Y?B )2 + (d6YI)2 (4.9)

The 95% con�dence intervals of some of the parameters are visualized in Figure 4.9. Figure 4.9 (a)

shows three temperatures which were measured during an experiment. A detailed explanation

on what is exactly measured will be given in section 5.1. The purpose of Figure 4.9 is to visualize

how big the con�dence interval of the measurement data is. For every temperature the upper

and lower bound is drawn and the area in between spans the 95% con�dence interval. It can

be observed that the certainty intervals are relatively small compared to the measured value.

Figure 4.9 (b) shows the 95% con�dence intervals of the calculated power of the evaporator (in

blue) and condenser (in red). It can be seen that the certainty interval of the power is relatively

larger, than for the temperature in Figure 4.9 (a). This is logical since the power is calculated

using three measurement values which all have a random error.
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(a) The evaporator out�ow temperature (blue), a ther-

mocouple in the water (red) and the condenser out�ow

temperature (yellow)

(b) The power of the evaporator (blue) and condenser

(red)

Figure 4.9: The con�dence intervals for experiment data. The thicker lines are the upper and lower

bound which denote the boundaries of the 95% con�dence intervals.

From this point onward in the thesis, certainty intervals will not be included in the graphs. This

is done to keep graphs with multiple lines clear and readable.
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5.1 Typical system behaviour

Before presenting the in�uence of the hydrostatic pressure on the subatmospheric evaporation

process, it is important to understand what is happening during a single experiment. This section

will explain how the system, made up out of the condenser and the evaporator will respond,

when the valve is opened.

All experiments follow the procedure described in subsection 4.3.2. When the condenser and

evaporator have reached their own steady state, the valve is opened. Figure 5.1 provides a graph

of the pressures, which are measured in the evaporator (blue) and in the condenser (red) during

a single experiment.

Figure 5.1: Measured pressures in the evaporator (blue) and the condenser (red) during an experiment

with IBC0AC = 192<

At C = 0B in Figure 5.1 the valve is still closed. The pressures in both chambers are constant

and equal to the saturation pressures of the water within the respective vessels. The starting

pressure for the evaporator (blue) is 35.8<10A and the starting pressure for the condenser (red)

is 12.0<10A . The pressure in the evaporator chamber is higher since the temperature of the

water in the evaporator is higher than the water in the condenser. Assuming the vapor phases

are fully saturated the water temperature of the evaporator is 27.1
◦� and the water temperature

of the condenser is 9.7
◦� . These temperatures are in line with the measurements which will be

presented in Figure 5.2. At C = 60B the valve is opened, both chambers are in contact with each

other and the pressure di�erence starts to decrease fast. After some time the pressure di�erence

is small. The pressure is around 15.5<10A here.
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Figure 5.2 shows what happens to the temperatures in the system during a single experiment. The

dark blue and light red line give respectively the inlet and outlet temperature of the evaporator.

The yellow and purple line give respectively the inlet and outlet temperature of the condenser.

The other lines represents the thermocouples which are placed in the evaporator chamber at

di�erent heights. The positions of the thermocouples were presented in subsection 4.2.1. With

)1 in green being the highest thermocouple, )3 in dark red being the lowest and )2 in light blue

lying in between.

(a) Temperatures for an experiment with IBC0AC = 252< (b) Temperatures for an experiment with IBC0AC = 192<

Figure 5.2: Temperature development during two experiments with di�erent initial water heights

It can be seen in Figure 5.2 (a) that before the valve is opened, the inlet and outlet tempera-

tures of the evaporator as well as the condenser are equal. This is in line with the experiment

requirements mentioned in subsection 4.3.2. The experiment is started when both evaporator

and condenser are at their own steady state, which means a negligible amount of power is

transferred by the heat exchangers. So the inlet and outlet temperatures will be equal just before

the valve is opened. It can be seen that the temperatures measured by the thermocouples in the

evaporator water are not equal at the start of the experiment. This is due to thermal strati�cation:

increasing the temperature of water will reduce its density. The water high in the bath will

therefore be hotter than near the bottom. The temperature measured at)1 is 2
◦� higher than at)3.

Then at C = 60B the valve opens. The evaporator and condenser will start transferring heat.

The evaporator is adding heat to the system: the inlet temperature is higher than the outlet

temperature. The condenser is subtracting heat from the the system: the inlet temperature is

lower than the outlet temperature. The bath temperature will decrease when the valve has

opened. The magnitude of the strati�cation disappears. It can be seen in Figure 5.2 (a), that high

in the bath the temperature will reduce faster. During the transient phase the temperature near

the water surface is lowest. Eventually the bath temperatures will reach a constant value. Note

that the temperature measured near the water surface ()1) �uctuates heavily compared to the

temperature measured deeper in the bath. The magnitude of these temperature �uctuations

is 2
◦� near the surface temperature compared to 0.3

◦� deep in the bath. It was ruled out that

the big �uctuation near the water surface were due to the thermocouple itself. After physically

changing the thermocouples, the same behaviour was observed: big �uctuations near the water

surface and small �uctuations deeper in the bath.
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Figure 5.2 (b) shows the temperature development of another experiment. In Figure 5.2 (a) the

starting water height is 252< and in Figure 5.2 (b) the starting water height is 192<. It was

mentioned in subsection 4.2.1 that )1 is placed at I = 21.72<. This means that in Figure 5.2 (b) )1
is not placed in the �uid but in the gaseous phase. When comparing Figure 5.2 (a) to Figure 5.2 (b)

only the temperature development of )1 is di�erent. The temperature of the vapor is lower than

the liquid temperature when the valve is opened.

It can be seen in Figure 5.2 that the temperature di�erences between inlet and outlet temperature

of the condenser and evaporator appear to have the same magnitude, especially at the second

half of the experiment. It can also be seen in Figure 5.2 that there are periodic �uctuations in

the condenser input temperature. This e�ect is caused by the control of the input variables

and is already explained in subsection 4.3.2: the built-in controller regulating the condenser

temperature has a high gain factor, compared to the evaporator temperature. This causes the

condenser inlet temperature react more aggressively to an overshoot of the set value of 10
◦� .

Using Equation 4.2 and Equation 4.3 the powers during an experiment can be calculated. Fig-

ure 5.3 (a) shows how the power changes in time when the valve is opened.

(a) Measured powers in the evaporator (blue), the con-

denser (red) and the di�erence between the two powers

(yellow) during an experiment.

(b) The power di�erence from Figure 5.3 (a) plotted

against the power produced by the sensible heat of the

water, calculated using Equation 5.1.

Figure 5.3: The development of the powers during a experiment with IBC0AC = 192<

It can be seen in Figure 5.3 (a), that before the valve is opened (before t = 60B) the powers are

negligible since both condenser and evaporator are at their own closed system steady state. The

power of the evaporator (in blue) is positive, since energy is supplied to the system. The power

of the condenser (in red) is negative, since energy is subtracted from the system. The yellow

line is the sum of both powers.

The yellow line in Figure 5.3 (a) shows that when the valve opens, much more energy is sub-

tracted from the system than supplied to the system. After some time this di�erence goes to zero.

This power di�erence is due to the cooling of the water. As the valve opens the pressure in the

evaporator decreases fast (as seen in Figure 5.1) causing a bath temperature to decrease (as seen

in Figure 5.2). The power generated by cooling the liquid can be calculated using Equation 5.1.
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%; = d;+;2?
m);

mC
(5.1)

In Figure 5.3 (b) the power di�erence as seen in Figure 5.3 (a) is plotted against the power from

cooling the liquid, calculated using Equation 5.1. The water temperature (); ) was found by

smoothing the measurement data of the thermocouple in the water and the volume (+; ) was

determined using the water height measurements. More detail on how the volume is calculated

from the water height can be found in Appendix C. It can be seen that the curves in Figure 5.3 (b)

are in good agreement. This means that at the start of the experiment a considerable amount of

energy is subtracted from the water itself. From now on in this thesis the sum of evaporator and

condenser power is called the power due to water cooling.

The curves given in Figure 5.3 (a) can also be linked to the boiling behaviour which is observed.

In Figure 5.4 on the left side three snapshots of the water surface are given at di�erent times.

On the right side the powers at the same times are given. In snapshot A the valve is still closed.

This results in a negligible amount of heat transfer and no bubble formation. In snapshot B the

valve has just opened, but there is still a reasonable pressure di�erence between the evaporator

and the condenser. The bath water is in the process of cooling rapidly. Very violent bubble

formation is occurring everywhere on the water surface. In snapshot C there is barley any

pressure di�erence between the evaporator and the condenser. The bath has reached a steady

temperature. Bubble formation only occurs on the heat exchanger near the water surface (like

the vapor bubble in the lower left corner in Figure 5.4).

Figure 5.4: Three snapshots of the boiling behaviour at the surface, linked to the power curve of

Figure 5.3 (a). A: the valve is still closed, each chamber is at its own steady state, negligible heat transfer

and no boiling, B: the bath is in the process of cooling, violent bubble formation everywhere on the water

surface. C: the bath has reached a steady state temperature, only bubble formation on the heat exchanger

surface.

It is becoming clear that two distinct phenomena are occurring, when the valve opens: cooling of

the volume of water due to the pressure decrease and heating of the volume of water due to the

heat transfer from the heat exchanger. When the system is in imbalance the boiling behaviour

is very di�erent from when the water has reached a steady state. Therefore it was chosen to

split up the measurement data in a transient and a steady water temperature part and study the

in�uence of the hydrostatic pressure on both regimes.

The border between the transient and steady regime is determined in this thesis using the

pressure di�erence between the evaporator and condenser. When this pressure di�erence goes
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below a threshold value the data is split up. For the data up until section 5.3 this threshold

pressure di�erence was chosen to be 0.9<10A . This value was chosen based on the observed

boiling behaviour and the power curves for all experiments. Figure 5.5 provides the location of

the data split (the vertical dotted line), on top of the power curves, for two di�erent experiments

with di�erent starting heights.

(a) Measured powers for IBC0AC = 222< (b) Measured powers for IBC0AC = 8.52<

Figure 5.5: Measured powers in the evaporator (blue), the condenser (red) and the power due to water

cooling (yellow) during two experiments with di�erent starting heights. The border between transient

and steady regime is given by the black dotted line in both �gures.

It can be seen in Figure 5.5 that the course of the power curve is indeed very di�erent left and

right of the black dotted border. Left of the dotted line is what will be called the transient regime

in this thesis. Right of the dotted line is what will be called the steady regime in this thesis.

When comparing the location of the border of Figure 5.5 (a) and Figure 5.5 (b) it can be seen that

for a larger water height it takes longer to reach the steady regime. This is logical since more

sensible heat is stored in the larger quantity of water. It will take longer for the water to cool

down and therefore longer for the pressure di�erence to decrease.

5.2 Influence of hydrostatic pressure

5.2.1 Transient evaporation regime

In the transient regime the water is cooling. As long as the water has not reached a steady

temperature, there still is a considerable amount of pressure di�erence between the evaporator

and condenser. It was decided to plot the data in the transient regime as three dimensional

contour plots. The water column height (which scales linearly with the hydrostatic pressure)

was placed on the x-axis, the pressure di�erence on the y-axis and the relevant parameter

was mapped on this grid with isosurfaces. The colours of these isosurfaces correspond to the

minimum values observed within the indicated areas. These maps are based on 8 experiments

with di�erent initial heights.

The power provided to the condenser due to the cooling of water (which is de�ned by Equa-

tion 5.1) is mapped in Figure 5.6, for di�erent heights. The power is de�ned as positive when

the water gives o� energy to the condenser.
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Figure 5.6: Contour map of how the power subtracted from the water, during the transient regime of the

experiment, is related to the pressure di�erence between evaporator and condenser and the water height.

From Figure 5.6 a few conclusions can be drawn. At a certain pressure di�erence there is a

maximum amount of power subtracted from the water. With increasing water height the pres-

sure at which the maximum power is subtracted also increases slightly. Also the magnitude of

the power increases with increasing water height, but from 172< onward the increase is small.

The increase in power is logical since more energy is stored in a larger volume of water. The

water surface can only transfer a limited amount of power for a certain pressure di�erence.

This explains why the magnitude of the power barely increases over 172< and stays between

2500 and 2700, here. It can be seen in Figure 5.6 that when the valve has just opened and the

pressure di�erence is still relatively high, power is actually being supplied to the water. This is

most likely due to the measurement error when the valve has just opened.

Figure 5.7 shows the contour maps of the transient regime for the heat exchanger performance

variables: power and heat �ux. The de�nition of the heat exchanger power in Figure 5.7 (a) was

given in Equation 4.2. The de�nition of the heat �ux in Figure 5.7 (b) was given in Equation 4.5.

(a) Contour map for the heat exchanger power (b) Contour map for the heat �ux

Figure 5.7: Contour maps of the heat exchanger performance variables plotted against the pressure

di�erence between evaporator and condenser and the water height.
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Figure 5.7 (a) shows the contour map for the transient response of the heat exchanger power to

the water cooling for di�erent water heights. It can be seen that the maximum heat exchanger

power increases with increasing water height but from 142< onward the maximum power stays

relatively constant between 1350 and 1450, .

Figure 5.7 (b) shows the contour map for the heat �ux during water cooling for di�erent heights.

It can be clearly seen that the heat �ux increases with decreasing water height. This is logical

result since it was observed in Figure 5.7 (a) that the values for heat exchanger power are

relatively constant. The e�ective heat exchanger area, on the other hand, increases relatively a

lot with increasing water height, as can be seen in Figure 4.8. The heat transfer appears to be

much more e�ective for lower water levels.

5.2.2 Steady evaporation regime

This subsection presents the e�ect of the hydrostatic pressure (which scales linearly with the wa-

ter height) on the evaporation behaviour, when the bath water has reached a steady temperature.

There are still some �uctuations in bath temperature visible, especially near the water surface

(as seen in Figure 5.2), but the di�erence between evaporator and condenser power is negligible.

In contrast with the transient evaporation regime bubble formation is only observed on the heat

exchanger surface near the water surface. The data of the heat exchanger performance variables

as a function of the water height is presented in Figure 5.8.

(a) The heat exchanger power distribution as a function

of the water height

(b) The heat �ux distribution as a function of the water

height

Figure 5.8: Relation between the magnitude of the heat exchanger performance variables and the water

height in the steady regime of the experiment. The error bars are chosen to �t 95% of the data distribution.

During the steady regime both the power and water height vary in time. If all this data was

plotted in Figure 5.8 as individual data points the �gure would become cluttered, especially for 8

separate data sets. To turn the data into a readable graph it was chosen to visualize the data as 2D

error bars. The centre point of every error bar is the mean value of the height and power during

the measurement. It is assumed that the decrease of water height follows a normal distribu-

tion. The total span of the horizontal error bars is 4 times the standard deviation of the height data.

41



Chapter 5 Results

The distributions of the steady regime power data was also analysed. It turned out, that in

particular the power measurements for a low column height, did not match a normal distribution.

Most of them could better be described using a bimodal distribution. Appendix D contains graphs

of the power distributions and an explanation where the bimodal distribution might originate

from. The span of the vertical error bars in Figure 5.8 (a) was chosen in such a way that 95% of the

data points are covered by the error bars. The same thing is done for the heat �ux in Figure 5.8 (b).

Figure 5.8 (a) shows the power of the heat exchanger, as de�ned by Equation 4.2, for 8 di�erent

heights in the steady regime. Figure 5.8 (a) shows on average an increase of heat exchanger

power with increasing water height. It can be seen that the three experiments with the highest

water column have generally more power than the lower ones. This increase in power is most

likely caused by the increase in e�ective heat exchanger area. It has to be noted that although

the average heat exchanger power increases with increasing water height, the spread of the

power data is large.

Figure 5.8 (b) shows how the heat �ux rapidly decreases with increasing water height, a phe-

nomenon also observed in the transient relation between the heat �ux and the water height in

Figure 5.7 (b). After a rapid decrease in average heat �ux the value stays relatively constant

from 142< onward between 14 and 20:, /<2
. It can be concluded that the heat transfer and

therefore steam production is much more e�ective for low water levels. The reason behind this

e�ect will be further investigated in section 5.4.

One could argue that nucleate pool boiling is only occurring near the water surface because of

the �ow direction of the hot �ow through the heat exchanger. As seen in the schematic setup in

Figure 4.1, the hot �ow enters the bends of the heat exchanger from the top. This means that

the heat exchanger surface is the hottest near the water surface. One could therefore argue that

nucleate pool boiling is occuring near the water surface because the heat exchanger is simply the

hottest here. According to this reasoning the bottom of the heat exchanger would simply have

too little excess temperature for nucleate pool boiling. To examine this theory the �ow direction,

through the evaporator, was reversed. In the new experiments the bends of the heat exchanger

at greater depth are hotter than the bends near the water surface. Four experiments with the

reversed �ow direction were preformed for di�erent water heights to see if the results or the

Figure 5.9: The steady regime heat exchanger power as a function of water height. In black the experiment

results already seen in Figure 5.8 (a) and in red the experiments for the reversed �ow direction.
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observations changed. Figure 5.9 contains the heat exchanger power distributions against water

height for the reversed �ow direction in red. These are compared to the data of Figure 5.8 (a) in

black.

In Figure 5.9 it can very clearly be seen that the power of the heat exchanger is not in�uenced by

the �ow direction. The red and black error bars nicely coincide. From the observations it was con-

cluded that the height at which vapor bubbles were formed did not change, compared to the other

�ow direction. Even though the bottom of the heat exchanger was hotter, only nucleate pool boil-

ing was observed near the water surface. This experiment rejects one of the assumptions made in

the hypothesis presented in chapter 2: The temperature di�erence over the heat exchanger does

not in�uence the way how convection pool boiling and nucleate pool boiling coexist in the water.

5.3 Improving evaporation behaviour

From the experimental results so far, a lot of insight was gained in the subatmospheric boiling

behaviour in a thermochemical storage system setting. Nucleate pool boiling was only observed

in a small layer near the water surface. The vast majority of the water transfers heat via convec-

tion pool boiling, which transfers far less heat per surface area than nucleate pool boiling (as

seen in Figure 3.8).

5.3.1 New heat exchanger

A new heat exchanger was created with the idea to increase the section of water in which

nucleate pool boiling takes place. Figure 5.10 shows the new heat exchanger. It is made out of

the exact same material as the previous heat exchanger: Copper pipe with the same surface

roughness ('0 = 0.5`<), an outside diameter of 10<< and a wall thickness of 1<<. The total

length of pipe used is 13.8<. This makes the surface area a factor 4.4 larger compared to the

previous heat exchanger. The copper pipe is wound in a spiral with varying diameters. The

copper pipes are bent in such a way that there is a clearance between the pipes. Touching pipes

could create nucleation points which would locally enhance the boiling performance. But this

would in�uence the experiment data in such a way that the relation between boiling performance

and hydrostatic pressure would become distorted. Because of the three dimensional shape of the

heat exchanger it is not possible to construct a surface area model using the technique presented

in Appendix C. Therefore the experimental results for the spiral heat exchanger will only be

presented in terms of power and not heat �ux.

The idea behind the new heat exchanger in Figure 5.10 is that more power can be transferred,

deeper in the bath. The three dimensional spiral shape could increase the temperature deeper in

the bath, which would result in a larger section of the water contributing to the pool boiling,

thus transferring more heat. With the spiral heat exchanger the ratio between heat exchanger

and amount of water becomes more realistic, since the volume of the evaporator chamber is

more e�ectively used.
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Figure 5.10: Left: a top view of the spiral heat exchanger. Right: a side view of the spiral heat exchanger.

Because the new heat exchanger needs to be installed in the evaporator test chamber, the thermo-

couples in chamber as schematically seen in Figure 4.1 need to be detached. The themocouples

are reattached at di�erent heights, which were carefully measured. For the second set of experi-

ments the heights of the thermocouples were: )1 at I = 18.82<, )2 at I = 10.32< and )3 at I =

0.22<. All these heights were measured from the bottom of the evaporator test chamber.

5.3.2 Typical system behaviour compared to old heat exchanger

A few di�erences can be observed when comparing the typical system behaviour of the new

heat exchanger with the old one. These di�erences are summed up in words instead of �gures,

to keep the subsection concise:

• The heat exchanger power is much higher for the new evaporator. The larger surface area

can transfer a lot more heat. For the new heat exchanger the typical steady state powers

are around 1.9:, instead of around 0.8:, for the old heat exchanger.

• The starting temperatures of the bath (when the valve is still closed) are higher for the

new heat exchanger. The larger heat exchanger area results in a higher steady state

temperature of the water. For the new heat exchanger the maximum initial temperature is

31
◦� instead of 28

◦� for the old heat exchanger.

• The higher starting temperatures do also result in higher starting pressures in the evap-

orator chamber. Since the saturation pressure increases with temperature. For the new

heat exchanger the initial pressures are around 43<10A instead of 35<10A for the old heat

exchanger.

• The bath temperature in the steady regime is higher for the new heat exchanger. The

higher heat exchanger power causes the steady state temperature to settle at a higher

value. For the new heat exchanger the typical steady state temperature is around 21
◦�

instead of around 16
◦� for the old heat exchanger.

• During the steady regime of the experiment the pressure di�erence between evaporator

and condenser is around 3<10A with the new heat exchanger. With the old heat exchanger

the pressure di�erence was around 0.5<10A . The higher heat exchanger power can keep

the bath at a higher steady state temperature. The water in the condenser is also at a

higher steady temperature 13.5
◦� instead of 11

◦� , but the temperature di�erence between

the two baths is higher for the new heat exchanger.
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• The threshold pressure di�erence, which is used to split the data in a transient and steady

regime, is determined to be 3<10A for the new heat exchanger. For the old this threshold

pressure di�erence was 0.9<10A .

5.3.3 Transient evaporation regime

In the transient regime the water is cooling down due to the fact that the pressure at the water

surface is lower than the saturation pressure of the water. Eventually these pressures will

stabilize and the water temperature will be relatively constant in the steady regime. The contour

maps for the new heat exchanger are presented in Figure 5.11.

(a) Contour map for the power due to water cooling (b) Contour map for the heat exchanger power

Figure 5.11: Contour maps of the transient regime for the experiment with the new heat exchanger. The

magnitude of power from the water and heat exchanger power is plotted against the pressure di�erence

between evaporator and condenser and the water height.

Figure 5.11 (a) gives a contour map on how the pressure di�erence and water height will relate

to the power from the water, based on 6 experiments with varying height. Comparing this

contour map to the contour map of the old evaporator in Figure 5.6, it becomes apparent that the

shapes are equal. For the new condenser the maximum occurs at a higher pressure di�erence

(13<10A instead of 9<10A ) and the magnitude of the power is much higher (4.3:, instead of

2.6:, ). Due to the higher starting temperature, the pressure di�erence at the start is higher and

more power is transferred over the water surface. This explains both the shift of the maximum

compared to the old heat exchanger and the increased magnitude.

Figure 5.11 (b) contains the contour map of the heat exchanger power during the transient

regime. When comparing the map to the contour plot of the old heat exchanger in Figure 5.7 (a),

it can be seen that the magnitude of the power has increased massively (2.5:, instead of 1.4:, ).

The pressure di�erence at which the maximum occurs has stayed the same.
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5.3.4 Steady evaporation regime

In the steady regime the water temperature is no longer cooling. There are still �uctuations in

water temperature, but the average power from the water is equal to zero. Figure 5.12 shows the

relation between the heat exchanger power and the water height, which scales linearly with the

hydrostatic pressure. The error bars are there to illustrate the magnitude of the �uctuations in

power and height. The length of the bars are constructed using the method which is explained

in subsection 5.2.2.

Figure 5.12: The heat exchanger power of the larger heat exchanger, during the steady regime of the

experiment, as a function of the water height. The error bars chosen to �t a 95% of the data distribution.

It can be seen in Figure 5.12, that the power increases with increasing water height due to the

larger contact area between water and the heat exchanger. There appears to be a linear relation

between the average power and the water height. It must be said that the spread of the power

data is big compared to the increase in average power due to the increasing water height. A

comparison of the steady regime of the new heat exchanger (in Figure 5.12) to the old heat

exchanger (in Figure 5.8 (b)) shows that on average the magnitude of power has more than

doubled. Also the error bars in horizontal direction are much wider for the new heat exchanger.

This is logical since higher powers will result in more evaporation, causing a larger water height

decrease during the span of the experiment.

It was mentioned earlier that the shape of the heat exchanger was so complex that no relation

describing e�ective surface area as a function of water height could be constructed. Nevertheless,

an estimation can be made on how the heat �ux of the new exchanger compares to the heat �ux

of the old exchanger. The surface area of the new heat exchanger is a factor 4.4 larger compared

to the old heat exchanger, but the heat exchanger power is only 2.4 times larger. It can therefore

be concluded that the heat �ux for the new heat exchanger is far lower compared to the old

heat exchanger. Increasing the surface area deeper in the bath did not have the desired e�ect,

discussed in section 5.3. The excess temperature deeper in the bath did not increase and no vapor

bubble formation could be detected at any points deeper when compared to the experiments

with the old heat exchanger. Actually the opposite e�ect occurred: the increased surface area of

the new heat exchanger contributed far more to convection pool boiling than to nucleate pool

boiling, resulting in an on average lower heat exchange per surface area.
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5.4 Boiling regimes

Using the measured height of the water level, the height of the thermocouples and the measured

pressure at the surface, it is possible to calculated the absolute pressure at the thermocouples

using Equation 3.12. In the steady regime the temperature is relatively constant. The absolute

pressure can be plotted against the measured temperature. These data points can be plotted

alongside the equilibrium curve for water, as is done in Figure 5.14 (a). The data points can also

be combined with visual observations. All experiments were �lmed. By watching the time lapse

of the experiments it is possible to distinguish whether nucleation boiling is occurring at the

height of each thermocouple. Figure 5.13 shows how it was determined whether nucleate pool

boiling occurred at a certain height. Figure 5.13 is based on a snapshot of the time lapse for

illustrative purposes. In reality the boiling behaviour classi�cation is based on the whole time

lapse of the steady regime.

(a) Nucleate pool boiling observed for experiment with

the 2D heat exchanger

(b) Nucleate pool boiling observed for experiment with

the 3D spiral heat exchanger

Figure 5.13: Snapshot of two experiments: In the green dotted square the observed vapor bubble

formation, in the blue circle the thermocouples at the heights were bubble formation is observed, in the

red circle the thermocouples at the height were no bubble formation is observed and in the white cross

the thermocouples of which the measurements are not included in Figure 5.14.

Figure 5.13 shows snapshots of two experiments with di�erent heat exchangers in which nucleate

pool boiling was observed. The observed pool boiling phenomena are in the green squares. The

other indicators in Figure 5.13 are there to point out the thermocouples in the test chamber. The

blue circles are placed at the height were nucleate pool boiling was observed. The red circles

are placed at the heights were no bubble formation was observed during the entire duration

of the steady regime. The white cross indicates the thermocouples which are not in the liquid

phase. These thermocouples measure the temperature of the vapor phase and are therefore not

included in the boiling regime curves in Figure 5.14.
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Figure 5.14 (a) shows a pressure versus temperature diagram. The black line is the equilibrium

curve for water. The colours of the data point correspond to the colours with which the ther-

mocouples are indicated in Figure 5.13. The red points are the data points where no bubble

formation was observed, so at these points convection pool boiling is occurring. At the blue

data points bubble formation is observed, so nucleate pool boiling is observed at these heights.

(a) Absolute pressure against the measured temperature

for the experiment data. The black line is the equilibrium

line for water.

(b) The temperature di�erence between the measured

value and the saturation temperature for the absolute

pressure against the water depth.

Figure 5.14: Boiling regime curves: with nucleate pool boiling represented by the blue data points and

no bubble formation was observed by the red points.

It can be seen in Figure 5.14 (a) that at most data points below the equilibrium line nucleate

pool boiling was observed, while at the vast majority of the points above the equilibrium line no

vapor bubble formation were observed. Red points below the equilibrium line can be explained:

The observations are based on a time lapse which captures one frame rate per second. It would

theoretically be possible that no bubble formation is observed even though bubbles were actually

formed at that height during the experiment. Blue points above the equilibrium line can also be

explained. The data points resemble the average pressure and average temperature which were

observed during the experiment. To keep the graph readable no distributions were included. It

would be possible that in time the conditions would be such that the absolute pressure would

be under the equilibrium line (making nucleate pool boiling possible), while on average the

absolute pressure in the experiment is above the equilibrium line.

Figure 5.14 (a) also says something about how changing the heat exchanger in�uences the boiling

regimes. All data points between 14 and 18
◦� belong to the experiments with the small 2D heat

exchanger. All data points between 19 and 22
◦� belong to experiments with the large spiral

heat exchanger. It can be seen that by increasing the power the data points shift to a higher

temperature along the equilibrium line. This disproves the idea proposed in section 5.3, that

increasing the surface area and the power, could locally result in higher temperatures, which

would make nucleate pool boiling deeper in the bath possible. Instead, increasing the surface

area results in a overall temperature shift of the data points along the equilibrium curve.
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Figure 5.14 (a) says something about the absolute pressure but not about the contribution of the

water column height. Figure 5.14 (b) presents the in�uence of the water column height on the

boiling behaviour. On the x-axis the water height above the thermocouple is given and on the

y-axis the di�erence between the measured water temperature and the saturation temperature

for each point in Figure 5.14 (a) is given. If )<40BDA4 −)B0C is positive the data point is below the

equilibrium curve. If )<40BDA4 −)B0C is negative the data point is above the equilibrium curve.

In Figure 5.14 (b), like in Figure 5.14 (a), nucleate pool boiling is represented by blue dots and

convection pool boiling is represented by red dots.

At water depths between 0 and 2.22< only nucleate pool boiling was observed. At water depths

between 2.2 and 5.82< both nucleate pool boiling and convection pool boiling can occur. Deeper

than 5.82< no vapor bubble formation could be observed.
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6 Water vapor inlet boundary condi-
tion for numerical reactor model

6.1 Background

Previously a numerical study was preformed, commissioned by De Beijer RTB BV, which focused

on the interaction between the vapor and the reactor material [59]. In that numerical study

coarse approximations where made about the evaporation behaviour. These approximations do

not match with the results obtained in the experimental study presented in section 5.1. The goal

of this chapter is to present a method to better model subatmospheric evaporation. This will

result in a more realistic interaction between evaporator and reactor, compared to the current

model.

Figure 6.1 presents the geometry and boundary conditions of the existing model [59]. This partic-

ular reactor has a so called E-Pad shape: a scale-shaped copper �n which is �lled with TCM. The

centre of the copper �n is connected to a heat exchanger tube, through which water �ows. The

E-Pad is made in such a way that multiple scale-shaped �ns �lled with TCM can be connected in

series to the heat exchanger pipe. This con�guration makes up the entire reactor. This reactor

is placed above the evaporator/condenser in a vacuum. This reactor con�guration is modeled

as a single 2D axisymmetric E-Pad, which is seen in Figure 6.1. All boundaries are numbered

and explained in the diagram legend. This part of the thesis will focus on improving boundary

condition 1: the water vapor inlet. The exact con�guration of the reactor is not important for the

analytical model, which will be presented in this chapter, to describe the evaporation behaviour.

As long as the models with di�erent reactor con�gurations are built up the same way, any reac-

tor can be connected to the analytical model describing the subatmospheric evaporator behaviour.

Figure 6.1: Geometry and boundaries of the existing numerical reactor model [59]

Boundary 1 in Figure 6.1 is the connection between the reactor and the evaporator. On this

boundary the evaporator pressure (?4{0), evaporator temperature ()4{0) and vapor concentration

(24{0) are prescribed. In the current numerical reactor model all these parameters are assumed to

be constant, but it became clear from the experiments that all three parameters di�er in time. To

make the water vapor inlet boundary for the existing model more realistic, a simple analytical

model is created.
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6.2 Model implementation and assumptions

The analytical model is built to represent the experimental setup described in chapter 4. This

way the analytical results can be validated against the experiment data. The experimental setup

contains a condenser instead on a reactor. The evaporator and condenser are modeled. The idea

is that after the model is veri�ed, the condenser could be exchanged for the existing numerical

reactor model.

6.2.1 Assumptions

The following rough assumptions were made in the analytical model:

• Water vapor behaves as an ideal gas. This means that the water vapor concentration can

be calculated using Equation 6.1.

24{0 =
?4{0

'D)4{0
(6.1)

With 24{0 the vapor concentration (<>;/<3
), ?4{0 the evaporator pressure (%0) and )4{0

the evaporator gas temperature ( ).

• The water vapor is fully saturated at every point in time.

• The condenser is overdimensioned: The water temperature in the condenser will be

constant during the whole course of the simulation. All energy absorbed by the water

will be directly discharged by the heat exchanger.

• The system is modeled as 4 lumped masses, which can exchange mass and energy. The 4

masses are the liquid and vapor in the evaporator and the liquid and vapor in the condenser.

This simpli�cation indicates that there are no temperature gradients within each mass

and all masses are stationary.

• The volumes available for the vapor phases are assumed to be constant during the simula-

tion.

• The vapor transport between the two chambers is based on free expansion. The pressures

in both chambers will evolve to an equilibrium pressure, with an exponential decay caused

by the production and consumption of vapor.

• The steady state pressure di�erence between the two chambers, caused by the pressure

drop over the valve, is assumed to be constant.

6.2.2 Model implementation

The model of the evaporator and condenser setup is schematically drawn in Figure 6.2. The four

lumped masses are visualized by the blue rectangles, dark blue for liquid and light blue for vapor.

In each lumped mass the corresponding variables are visualized in white circles. For the liquid

masses the temperature and the mass are given. For the vapor masses the temperature, mass

and pressure are important. The green arrows indicate the vapor �uxes in the model. The red

arrows represent the energy �uxes in the model. The pink dotted square represents the part of

the model which could be exchanged for the existing numerical reactor model.
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Figure 6.2: Schematic drawing which represents the numerical model. The red arrows represent heat

transfer and the green arrows represent mass transfer. The pink dotted square represents the part which

will eventually be replaced by the existing numerical reactor.

One of the most widely used phase change models is the Lee model [60]. The Lee phase change

model is used in this simulation to calculate the amount of vapor produced in the evaporator. Its

expression is presented in Equation 6.2.

m<6,4

mC
= V4U;d;

)|,4 −)B0C
)B0C

(6.2)

With<6,4 the amount of vapor mass above the evaporator (:6). V4 is the so called volumetric

mass transfer intensity factor for evaporation (<3/B). This factor is in�uenced by many physical

and numerical variables [61]. Finding right empirical relations for the mass transfer intensity

factor is essential for the reliability of the model. For this model V4 is approximated based on the

experimental results. Normally V4 is the mass transfer intensity factor and has the dimension of

B−1. Since in this case the value will be determined from experiments, it was chosen to include

the volume in the variable V4 so the mass vapor mass transport can directly be calculated using

Equation 6.2. U; is the volume fraction of liquid (−) for these simulations this value is assumed

to be 1.

The liquid water temperature in the evaporator ()|,4 ) is calculated using the energy balance,

which is presented in Equation 6.3.

<|,42?,;
m)|,4

mC
= %8= −

m<6,4

mC
J� (6.3)

With %8= the power supplied to the water by the heat exchanger (, ). In this model the experi-

ment data is interpolated to construct a time dependent %8= , J� is the heat of vaporization (�/:6).

The pressure development is based on Joule expansion, also called free expansion. A valve is

opened between two containers with constant volumes but di�erent pressures. When the valve

opens the system will strive to achieve an equilibrium pressure [62]. The expression for the

equilibrium pressure as a function of time is given in Equation 6.4.
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?4@ (C) =
+6,4{0?4 (C) ++6,2>=?2 (C)

+6,4{0 ++6,2>=
(6.4)

With +6,4{0 and +6,2>= being the volumes occupied by the gas phase in respectively the evapo-

rator and the condenser (<3
).

The modeled system is more complex than free expansion, because in every time step new vapor

is produced in the evaporator and consumed in the condenser. The produced vapor temperature

is cooling down in time. This causes a gradual development of the initial condition to the

equilibrium pressure. A new time scale, called the relaxation time (g), is introduced to better

describe the decrease in pressure from the initial value to the eventual equilibrium pressure. In

Equation 6.5 the relation which describes the pressure development from the moment the valve

opens to the end of the simulation is presented.

?4 (C) = ?4@ (C) + (?4 (C{0;{4) − ?4@ (C{0;{4) − J?BC403~) exp(−
C − C{0;{4

g
) + J?BC403~ (6.5)

With C{0;{4 the point in time when the valve opens (B), g the relaxation time characterising the

time needed to reach a steady pressure (B). This is at 60B in all these simulations. J?BC403~ is the

pressure di�erence between the vapor evaporator and condenser due to the pressure drop over

the valve (%0).

The evaporator vapor temperature can be found by interpolating the calculated pressure with

the steam table data. It is assumed that the vapor phase is always fully saturated. The amount of

mass in the vapor phase can be calculated using the ideal gas law, which is given in Equation 6.6.

?+ =<'|) (6.6)

With '| the speci�c gas constant of water (�/:6 ).

The speci�c enthalpy of each quantity of vapor can be calculated using Equation 6.7. By multi-

plying the speci�c enthalpy by the corresponding mass, the total enthalpy can be calculated.

Figure 6.3 shows a schematic enthalpy plot, which is used to clarify the computation of an

additional energy term which is needed to close the energy balance according to the laws of

thermodynamics.

ℎ6 = 2?,6) (6.7)

With ℎ6 the speci�c enthalpy of the vapor (�/:6)

The starting point in Figure 6.3 is at C . Here the total enthalpy is the speci�c enthalpy of the con-

denser vapor times the condenser vapor mass. Then the quantity of vapor mass from above the

evaporator �ows into the condenser vapor, because the pressure is lower in the condenser. The

temperature of the in�owing evaporator vapor is higher than the condenser vapor temperature.

The total enthalpy of the system if no vapor would be condensed is given at C8=C4A<4380C4 . Due to

the in�ow of vapor the total vapor mass has increased to<<8G . The temperature at C8=C4A<4380C4 ,

)<8G is the mass averaged temperature of the initial vapor and the in�owing vapor. In C + JC
an amount of the vapor is condensed. This reduces the amount of enthalpy of the vapor phase

above the condenser. But the enthalpy at C will always lower than at C + JC because )<8G is

larger than )6,2 . The overdimensioned condenser assumption imposes that the condenser vapor
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Figure 6.3: Schematic enthalpy diagram of the condenser vapor phase during one numerical time step,

assuming that<6,2 (C) =<6,2 (C + JC) for simplicity

temperature remains constant. According to the laws of thermodynamics an additional energy

�ux is needed to bring down the temperature in C + JC to the temperature in C . This energy

�ux is called %38 5 in this model. The analytical expression is given in Equation 6.8. This vapor

cooling power %38 5 comes from the condenser. Because Figure 6.3 shows the enthalpy per time

step, the amount of energy that needs to be subtracted to close the energy balance is %38 5 times

JC . To keep Figure 6.3 simple it was chosen that<6,2 (C) =<6,2 (C + JC) but this does not have to

be so.

%38 5 =<6,22?,6
m)6,2

mC
(6.8)

The energy which is dissipated by the condenser can now be calculated using the energy balance

for the condenser Equation 6.9.

%>DC = %38 5 +
m<6,2

mC
J� (6.9)

This model contains three parameters which need to approximated. These parameters are: the

volumetric mass transfer intensity factor V4 , the relaxation time g and the steady state pressure

di�erence J?BC403~ . For this particular analytical model the values of these parameters are: V4 =

9.0·10−5<3/B , g = 150B and J?BC403~ = 0.5<10A . Appendix E contains details on how the values

of these parameters were found. The appendix also contains �gures which show how changing

these parameters in�uences the computational results.
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6.3 Numerical results validation

To obtain reliable results it is important to determine whether the model represents the sys-

tem accurately, therefore validation is important. The model itself must be physically correct,

meaning that total mass and total energy within the system is conserved. In addition the model

results should agree with the measurements obtained in the experiments.

6.3.1 Energy and mass conservation

In Figure 6.4 the plots that demonstrate the conservation of energy and mass are presented.

Figure 6.4 (a) shows the computed powers in time: in blue the sum of all powers, in red the heat

exchanger power, in yellow the power due to the cooling of the water in the evaporator, in purple

the power due to the cooling of the vapor above the condenser (caluclated by Equation 6.8) and

in green the power outputted at the condenser.

(a) The numerical computed powers as a function. In

blue the sum of all powers, in red the input power, in

yellow the power due to the water cooling and in purple

the outputted power.

(b) The numerical computed masses as a function. In blue

the sum of all masses, in yellow and purple the mass of the

liquid in respectively the evaporator and the condenser,

in green and red the mass of vapor above respectively the

evaporator and the condenser.

Figure 6.4: Numerical conservation plots: on the left the power as a function of time on the right the

masses as a function of time. The blue lines in both �gures is the sum of all components.

It can be seen in Figure 6.4 (a) that the sum of all powers (the blue line) is zero for every time

step. This means that in every time step energy is conserved. It can be seen that the power due

to the water cooling (yellow) peaks when the valve opens, but after some time the value goes to

zero. This is exactly the behaviour observed in the experiments. Similar to the water cooling the

vapor cooling above the condenser (purple) also peaks when the valve has just opened. This is

logical because when the valve has just opened a relative large amount of steam is transported

and it has a high temperature. In contrast with the yellow line the purple line does not go to zero.

This is because a temperature di�erence keeps existing between the evaporator and condenser

vapor in this model. In reality this temperature di�erence will be close to zero, but due to the

overdimensioned condenser assumption, the vapor will need to be cooled during the whole

simulation. The powers due to the temperature di�erences of the vapor phases themselves are

not included since they are negligibly small.
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Figure 6.4 (b) shows the computed masses in time. In blue the sum of all masses in the system

can be seen. The purple line gives the mass of liquid in the evaporator and the green line the

mass of liquid in the condenser. The mass of vapor above the evaporator is in red and the mass

of vapor above the condenser is in yellow.

In Figure 6.4 (b) the total mass of the system (blue) is a constant value throughout the simulation,

which means a conservation of mass. As expected the mass of liquid in the evaporator (the

purple line) decreases in time due to the evaporation. The mass of liquid in the condenser (the

green line) increases in time due to the condensation. The mass of vapor above the evaporator

(the red line) and above the condenser (the yellow line) are so small, that they can barely be

seen in Figure 6.4 (b). The maximum mass in the vapor phase during the simulation was 0.48g

compared to 12.5kg in the liquid phase.

6.3.2 Validation with experimental data

Figure 6.5 shows the power which is outputted at the condenser in time. The �gure includes the

experimentally obtained value in red and the numerical computation in blue.

Figure 6.5: The total power output which is outputted at the condenser as a function of time. In blue the

numerical computation and in red the experiment result.

It can be seen in Figure 6.5 that the lines �t nicely. Logically the experimental results contain

much more �uctuations. The numerical result reacts slower to the opening of the valve. This

can be seen by the lower slope of the curve when the valve opens and a maximum later in time.

The numerical model slightly overpredicts the output power, but the overall behaviour is similar.
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Chapter 6 Water vapor inlet boundary condition for numerical reactor model

The validation plots for the numerically computed pressures and temperatures are presented in

Figure 6.6.

(a) The pressures in the system: the numerical computed

evaporator pressure (blue) and condenser pressure (red)

and the measured evaporator pressure (yellow) and con-

denser pressure (purple).

(b) The temperatures in the evaporator: the numerical

computed vapor temperature (red) and water temperature

(blue) and the measured vapor temperature (yellow) and

water temperature (purple and green).

Figure 6.6: Numerical validation plots: on the left the calculated against the measured pressures and on

the right the calculated against the measured temperatures.

Figure 6.6 (a) presents the pressures in the system. The �gure contains the numerical solution

and the experimental results. The numerical computation of the evaporator pressure is in blue

and the numerical computation of the condenser is in red. The pressure measurements of the

evaporator and condenser pressure are respectively in yellow and purple. A few things can be

observed in Figure 6.6 (a). It can be seen that the peak in condenser pressure is much lower

for the numerical calculation. This is because of the overdimensioned condenser assumption.

In every numerical time step the vapor enthalpy above the condenser is cooled by the water

temperature, which is kept constant by the overdimensioned heat exchanger. In reality the

condenser water will heat up, allowing for a much larger vapor pressures above the condenser.

The numerical evaporator pressure has a slightly di�erent course in the transient part compared

to the experimental result, but on average the calculation matches the measurement. The evapo-

rator pressure is one of the boundary condition inputs for the existing numerical reactor model.

Figure 6.6 (b) presents the temperatures in the evaporator in time. The �gure contains the

thermocouple measurements. The measured vapor temperature is in yellow. The green and

purple lines are the measured liquid temperatures at two di�erent heights in the bath. The

red line is the vapor temperature as computed by the numerical model. The blue line is the

liquid temperature as calculated by the numerical model. The most prominent observation in

Figure 6.6 (b) is the underprediction of the liquid temperature by the numerical model. It can

be concluded that the numerical model can not be used for predicting the liquid temperature.

The liquid is modeled as one lumped mass, to which heat is supplied and withdrawn every time

step. This is a very rough approximation, since there can be internal temperature gradients,

convection currents and heat exchange with the steel vessel. The numerical computation of

the vapor temperature matches the experimental observations nicely, with the exception of

a small time period at the start of the experiment, when the valve has just opened. It can be

concluded that the vapor temperature can be modeled using this numerical computation. This

vapor temperature is one of the boundary condition inputs for the existing numerical reactor

model.

58



Influence of boundary condition Section 6.4

6.4 Influence of boundary condition

Figure 6.7 shows the three parameters which need to be prescribed on the water vapor inlet

boundary condition of the existing model (boundary 1 in Figure 6.1): the vapor pressure, vapor

temperature and vapor concentration as a function of time.

Figure 6.7: Numerical calculation of the water vapor inlet boundary condition values for respectively the

vapor pressure, vapor temperature and vapor concentration in time. These relations are for an evaporator

connected to a condenser. The response will be di�erent when when the evaporator is connected to a

reactor.

The parameters in Figure 6.7 all have a similar development in time. The resemblance between

the pressure and temperature curve is logical, since the saturation line of water almost has a

constant slope for vapor pressures between 10 and 35<10A . The similar shape for the concentra-

tion curve is also logical since the concentration is calculated with the ideal gas law. As seen in

Equation 6.1 the concentration is only a function of the temperature and pressure. The in�uence

of the pressure on the concentration is much larger, than the in�uence of the temperature,

because the temperature in Kelvin barely changes. A 5% decrease in temperature is observed

during the course of the simulation. Whereas the pressure decreases with 61%.

A remark needs to be made. The time dependent parameters of Figure 6.7 would be the water

vapor inlet boundary conditions only if the reactor would behave the same as the condenser. This

is certainly incorrect. The reactor would be at a much lower pressure when the valve is closed.

So one can image that the eventually equilibrium pressure lies much lower. It is also expected

that the relaxation time would be much higher, since the reaction kinetics of the absorbent

would be much slower than condensation on a cold surface.
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7 Conclusion and Recommendations

7.1 Conclusions

The goals of this thesis were: to capture new insights in the phenomena taking place during

subatmospheric evaporation in a TCS system framework, establish a relation on how hydro-

static pressure in�uences subatmospheric evaporation in a TCS system framework and research

methods to reduce the negative e�ect caused by the hydrostatic pressure for TCS.

An experimental setup was created to observe and measure subatmospheric evaporation be-

haviour for di�erent water heights. The evaporator is connect to a condenser instead of a reactor

for controllability and a reduction of the complexity of the system. The side of the evaporator

vessel is covered by a transparent cover which makes it possible to see the evaporator water and

the heat exchanger. Multiple experiments were done with two di�erent heat exchangers. The

starting conditions were the same except for the varying water height.

During all experiments it became apparent that two distinct evaporation regimes could be dis-

tinguished. When the valve opens the transient regime starts. The pressure decrease above the

evaporator causes a violent boiling process in which sensible heat of the water is dissipated via

boiling on the water surface. In this regime the power subtracted by the condenser is greater than

the power supplied to the evaporator. After some time a new equilibrium pressure is reached:

the pressures and temperatures are relatively constant and the evaporator and condenser power

are equal. It was decided to split up the data and study the e�ect of hydrostatic pressure on both

regimes.

In the transient phase the power increases with increasing water height, because more sensible

heat is stored in the larger quantity of water. A maximum for the power due to the cooling of the

water was observed at a near constant pressure di�erence between evaporator and condenser.

The location of the peak was not in�uenced by the amount of water. The same is true for the

transient heat exchanger power: The value of the maximum increases with increasing water

height and the maximum occurs at the same pressure di�erence. In the steady regime the average

heat exchanger power increases with increasing water height. The heat �ux decreases rapidly

with increasing water height, to a more or less constant value. Only a small section of the water,

just below the surface, contributes to nucleate pool boiling. Increasing the water height results

in relative more water experiencing convection pool boiling, thus lowering the average heat

�ux of the heat exchanger. It was also observed that changing the �ow direction of the heat

exchanger, and thereby increasing the wall temperature at the bottom of the heat exchanger, did

not in�uence the boiling behaviour. In the steady regime nucleate pool boiling was observed in

all experiments 2.22< below the water surface. In none of the experiments nucleate pool boiling

was observed anywhere deeper than 5.82< below the water surface.
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Increasing the surface area of the heat exchanger does not result in bubble formation deeper in

the bath, instead the overall bath temperature increases. With a factor 4.4 larger surface area

the produced power more than doubled (1.9:, instead of 0.8:, ). The e�ective heat �ux for

larger heat exchanger is far lower compared to the small heat exchanger. The larger surface area

contributed more to the convection pool boiling than to the nucleate pool boiling resulting in an

on average lower heat exchange per surface area.

An analytical model was built to better describe the evaporator behaviour for an already existing

numerical reactor model. The model is based on the Lee phase change model and free expansion,

it outputs time dependent boundary conditions for an existing numerical reactor model. The

analytical model does a reasonable job for modeling the output power, evaporator pressure

and evaporator vapor temperature, but fails to accurately model the condenser pressure and

evaporator liquid temperature.

7.2 Recommendations

A method of enhancing the boiling performance is changing the heat exchanger properties. It is

possible to coat the heat exchanger in such a way that new nucleation sites will be formed on the

surface. In the future, experiments could be done to see if changing the heat exchanger surface

properties could reduce the decreased e�ectiveness due to the hydrostatic pressure and allow

nucleate pool boiling deeper in the water bath. Another concept which could be experimentally

investigated is a heating element �oating on the water surface. This way, the heat exchanging

surface is only in the low hydrostatic pressure part during the whole experiment. This would

make subatmospheric boiling process much more e�ective since the amount of heat exchanger

which is obliged to take part in convection pool boiling could be minimized.

The experimental work could have been extended with the performance of the heat exchanger

as a condenser. The eventual heat exchanger for the TCS system should function both as a

condenser and an evaporator. It must be kept in mind that the evaporator must be enhanced,

but not at the expense of the condenser performance. It was chosen to leave condensation

out the scope of this thesis because hydrostatic pressure is only a problem occurring during

subatmospheric evaporation.

In future experimental research on hydrostatic pressures it is recommended to use a digital

water height measurement device, like a time domain re�ectometer or a level pressure sensor.

Measuring the water height by hand turned out to be very labor intensive and has bad accuracy

and sample time. A 3D laser scan of the heat exchangers could be made. This would make

it possible to calculate the e�ective heat �ux accurately even for complex shapes. A way to

measure the heat exchanger surface temperature, could potentially result in much more insight

in the driving forces behind the phenomena occurring during an experiment. The problem is

that measuring the surface temperature will e�ect the boiling phenomena themselves, making

the measurements unrealistic for a normal heat exchanger.
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A Experimental setup improvements

Based on observations during the experiments, changes were made to the setup. It was chosen

to discuss these changes in an appendix to keep chapter 4 readable. This appendix contains

an overview of these changes, the original idea behind this implementation and the reason for

changing it.

A.1 Hose clamp a�achment of thermocouples

In an attempt to measure the wall temperature of the heat exchanger at a certain point, a ther-

mocouple was clamped to the copper pipe using a hose clamp. Another thermocouple would be

placed in the bath of water at the same water height. Calculating the di�erence between these

two temperatures would result in the excess temperature. This could relate the measurement

results at a certain height to the literature, like the curves presented in Figure 3.11.

From the �rst tests it became apparent that the attachment of the thermocouple interfered with

the boiling behaviour. During tests under subatmosperic conditions bubble formation would

only occur under the hose clamp. Nowhere on the uncovered copper vapor bubbles could be

observed. Figure A.1 shows a few frames of the bubble formation under the hose clamp.

Figure A.1: Vapor bubble formation under the hose clamp. The time di�erence between the frames is 50

milliseconds.

The hose clamp creates a very narrow gap. It is explained in the theory presented in subsec-

tion 3.4.1, that in this narrow gap the �uid will be superheated. The gap will function as a

catalyst for bubble formation, because small remainders of vapor will remain behind after the

bubble detaches, which are used to form new bubbles.
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Chapter A Experimental setup improvements

The conclusion was drawn that the thermocouples could not be attached to the heat exchanger

surface without in�uencing its boiling behaviour. This would make it impossible to extrapolate

the measured data over the total heat exchanger, since the boiling is locally improved. Also

other attachments of the thermocouple, like soldering, would result in this e�ect. The solder

would create small gaps and imperfections improving the boiling process.

Based on these reasons it was chosen not to measure the heat exchanger wall temperature, but

to measure the bath of water at multiple heights. This can give more insight in the strati�cation

of the water that might occur. Estimations of the excess temperature can be made by comparing

the average of the inlet and outlet temperature to the bath temperature.

A.2 Upgrading the condenser

The �rst few experiments were done with a so called "cooling module" as condenser. This

"cooling module" is a heat exchanger which was used in other projects to remove leftover �uids

from a certain system. By heating the main module and cooling the "cooling module", last bits of

�uid will be condensed and collected in the "cooling module". Since the main function of this

"cooling module" is condensing it was chosen as the condenser for the experimental setup. This

speci�c con�guration is shown in Figure A.2.

Figure A.2: Picture of the old condenser con-

nected to the setup

Figure A.3: Picture of the new condenser con-

nected to the setup

During the �rst few tests barely any bubble formation was observed. This is an indication that

the temperature di�erence between heat exchanger and bath temperature is too low. This can

have multiple reasons. By increasing the inlet temperature, the amount of bubble formation was

increased slightly shortly after opening the valve. After a couple of seconds boiling activity could

no longer be observed. In hindsight this boiling was only caused by the reduction of sensible

heat of the water. It could be concluded that the capacity of the condenser was to small for the

evaporator. An overdimensioned condenser is desired, since this would limit the in�uence of the

condenser on the boiling performance of the evaporator. This makes the di�erent measurement

results more comparable. Since changes in boiling behavior are then caused by the evaporator

only and not by the interaction between evaporator and condenser.

70



Upgrading the condenser Section A.3

A condenser with a larger capacity was connected. This speci�c con�guration is shown in

Figure A.3. The new condenser consists out of two spiral shaped heat exchangers, which are

connected in series. In other projects it was determined that this condenser was suitable for

condensing a 7:, -system.

The capacity of the new condenser is far greater than the capacity of the "cooling module". This

can easily be concluded from an experimental comparison. The graph in Figure A.4 gives the

pressures in the condenser and evaporator for the old and new con�guration. The pressure is

visualized just before the valve is opened.
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Figure A.4: Figure of the pressure development in the evaporator (solid line) and condenser (dashed line)

when the valve is opened. The old con�guration is given in blue and the new con�guration in red. This

data is collected with for the situation where )8= = 30
◦� and IBC0AC = 16.9 2<.

Two di�erences can be observed from the pressure development of the two systems in Figure A.4.

With the new condenser it takes far longer for the pressure di�erence between evaporator and

condenser to disappear. This means that vapor is transported via pressure driven �ow for a

considerable period, which is fast. With the old condenser the pressure di�erence between

evaporator and condenser is almost immediately small. This means that the vapor is transported

mainly via di�usion, which is slow. Slow vapor transport will limit the formation of new vapor

bubbles.

The second di�erence is the �nal pressure. Both systems start of at the same pressure. But the

�nal pressure in the system with the new condenser is far lower. This is the result of the far

greater condensing capacity, because the condenser is able to condense far more vapor than

the evaporator can produce. If the valve is opened the evaporator pressure is drawn towards

the condenser pressure. Whereas for the old condenser, the pressures meet somewhere in the

middle. A lower evaporator pressure, results in a lower saturation temperature of the water.

This will cause the bath temperature around the evaporator to be lower. This results in a larger

excess temperature, while the inlet temperature remains the same. With the setup in Figure A.3

higher boiling performances can be obtained without changing the inlet temperatures and the

in�uence of the evaporator is more isolated. The results of the setup in Figure A.2 say more

about the interaction between evaporator and condenser, than the evaporator alone.
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A.3 Additional isolation of the condenser

Another problem can already be seen in Figure A.3. The hot �ow going in and out of the

evaporator is �owing through the green and red-black striped hoses. These hoses contact

the outer surface of the condenser. The condenser operates at lower temperatures than the

evaporator. This means that the hot hoses, connecting the evaporator to the testing environment,

will give o� heat to the condenser surface. This can be seen as thermal short-circuiting. Part

of the heat destined for the evaporator is already absorbed by the condenser, before going in

the evaporator. This short circuit will distort the measured powers of both the evaporator and

condenser. To combat this e�ect the condenser is heavily isolated using ArmaFlex isolation

material. A sheet of ArmaFlex is also placed between the two hoses to prohibit contact between

the two. ArmaFlex is isolation material speci�cally designed for condensation purposes [63].

Figure A.5 shows the isolated setup. This is the setup which will be used for all the experiments

presented in this thesis.

Figure A.5: ArmaFlex-isolation applied to the outer surface and edges of the condenser and vapor

connection. Compare to Figure A.3 to see the di�erence with the previous situation.
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B Finite Element Analysis of
PMMA plate configuration

This appendix contains details about the Finite Element Analysis which was preformed before

building the test chamber assembly for the experimental set up. Based on this analysis it was

concluded that the PMMA plate was thick enough and that the construction would withstand

the forces caused by the vacuum in the vessel.

B.1 3D Model

SOLIDWORKS is used to do the �nite element simulation. An advantage of SOLIDWORKS-

simulations is that geometries can easily be created and di�erent material properties can be

appointed to di�erent parts. A disadvantage is that the user has little in�uence over the simulation

parameters.

For this study a 3D static simulation is preformed using tetrahedral solid elements. The von

Mises yield criterion is used to determine whether or not plastic deformation will occur in the

structure under the stress. The von Mises stress converts stess in three dimensional to a scalar

according to Equation B.1.

f{< =
1

√
2

√[
(f11 − f22)2 + (f22 − f33)2 + (f33 − f11)2 + 6f2

12
+ 6f2

23
+ 6f2

31

]
(B.1)

With f{< the von Mises stress (# /<2
). The other stresses are in tensor notation corresponding

to the three dimensions 1, 2 and 3.

The von Mises yield criterion states that if the von Mises stress is larger than the yield stress of

the material (f~) plastic deformation will occur. If the numerical calculated von Mises stress

is below the yield stress everywhere, it means that the whole structure is in the elastic regime

under the applied stress. In this case failure or plastic deformation is ruled out according to the

von Mises yield criterion.

B.2 Problem formulation & Assumptions

Five parts are created in SOLIDWORKS closely resembling, the actual geometry of the plate

con�guration: the top ring with �>DC4A = 525<<, �8==4A = 496.2<< and a thickness of 2.5<<,

the square plate of 560x560<< with a thickness of 25<< the bottom outer ring with the exact

dimensions of the top ring, the bottom inner ring with �>DC4A = 488<<, �8==4A = 475<< and a

thickness of 2.5<<, and the �ange with �>DC4A = 525<<, �8==4A = 475<< and a thickness of

8<<. 24 equally spaced M5 holes are extruded 255.3<< away from the centre. These holes are

used to bolt the assembly.
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The linear elastic material properties of stainless steel are appointed to the rings and �ange. The

linear elastic material properties of acrylic are appointed to the plate. The connected assembly

according to the model is visualized in Figure B.1. The �xed constrain is placed on the bottom

surface of the �ange. This is in close alignment with the actual situation. A pressure load is

placed on the surface of the PMMA-layer encircled by the top ring. The pressure which is placed

on this surface is 0.1013"%0 which is exactly 1 0C<. A �ne mesh consisting out of roughly

179.000 elements is created. Elements of the rings and near the holes are locally re�ned. The

mesh is visualized in Figure B.2.

Figure B.1: Assembly with realistic colours Figure B.2: Mesh of the assembly

There are three main di�erences between the assembly as seen in Figure B.1 and the real con-

�guration. In reality there is actually a rubber ring covered in vacuum grease between the

bottom inner and outer ring. Since this will contribute little to the strength of the assembly,

the rubber ring is not modelled. The second di�erence, is the hole sizes. In reality the holes

are 6<< wide instead of 5<<. M5 bolts, with washers on both ends, are bolted in M6 holes.

This is because there were no tools available to drill the holes so precisely that they would line

up exactly. In this case a clearance �t is preferred over an interference �t. The third di�erence

between model and real situation is the pressure applied on the plate. In the model it is assumed

that there is an absolute vacuum in the vessel. A vacuum up to 4<10A can be achieved. When

water is present the water temperature will determine the pressure in the vessel and due to the

hydrostatic pressure this pressure will also vary over the water height. But a higher pressure

than is currently modelled can never be applied to the PMMA plate in reality.

B.3 Results & Conclusion

The deformation of the PMMA plate is visualized in Figure B.3 and Figure B.4. This is completely

in line with the expectations. The center of the plate will displace furthest, and the part of the

plate which is not in contact with the vacuum will barely deform. Although the ends of the plate

are curled upwards slightly.

Table B.1 contains the summary of the numerical static analysis per part. The maximum nu-

merical von Mises stresses per part are compared to the yield stress of the material it is made

from. In all parts the von Mises stress is far below the yield stress. This means that only elastic

deformation will take place when there is a vacuum inside the vessel. This FEA concludes that

no plastic deformation or failure will occur, when the inside of the vessel is in a a vacuum.
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Table B.1: Results of the numerical stress study compared to the yield stress per part

Part Maximum numerical von
Mises stress (SVa)

Yield stress
(SVa) Percentage (%)

Top ring 85.6 292 29

PMMA plate 13.9 45.0 31

Bottom outer ring 151 292 52

Bottom inner ring 59.9 292 21

Flange 29.1 292 10

The highest stresses in the assembly occur in the bottom outer ring. This is visualized in Fig-

ure B.5. The high stresses occur on the outside of the ring due to the high shear forces that

occur there. The stress distributions of the bottom outer ring are very di�erent from the top

ring which has the exact same geometry. The stresses in the top ring are shown in Figure B.6.

This �gure shows stress concentrations, which are typical around holes: high stresses in the

direction of the force and low stresses perpendicular to the force.

The highest strains in the assembly occur under the PMMA layer. This is shown in Figure B.7.

Where the PMMA layer is pressed against the bottom inner ring high shear forces occur. PMMA

has a much lower tensile strength than stainless steel. Resulting in high strain in the PMMA

layer. Logically this is the same location where the highest stresses occur in the PMMA layer, as

can be seen in Figure B.8.
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Figure B.3: Surface plot of displacement top view Figure B.4: Side view of deformation (scale: 39:1)

Figure B.5: Stress distribution on bottom ring Figure B.6: Stress distribution on top ring

Figure B.7: Strain under PMMA plate Figure B.8: Stress under PMMA plate
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C Heat exchanger area model

Because the heat exchanger has a rather complex shape, no mathematical expression can be con-

structed to relate the height of the water to the surface area of the heat exchanger. To calculate

the heat �ux and compare the boiling performance at di�erent water heights the surface area

of the heat exchanger is needed. An image recognition program was created using MATLAB,

which will estimate the surface area based on pictures of the heat exchanger. This appendix will

present the method which is used to create the relation between water level height and surface

area and volume of the heat exchanger.

C.1 Preprocessing

This model will convert an image into information how much surface area is present at a particu-

lar height. The program will do this by counting and adding the number of surface area pixels at

a certain height. To do this a clear distinction needs to be made between pixels belonging to the

surface and pixels belonging to the background. A number of �lters are applied to the original

photo, to enhance the contrast between the heat exchanger and the background. Lastly the light

spots on the heat exchanger due to the re�ection of light are manually coloured. Figure C.1 shows

the original image. Figure C.2 shows the black and white image after processing. This image

is then rotated to �t an image of the �nal setup to make sure the image is saved at the correct angle.

Figure C.1: Picture of the heat exchanger

mounted in the vessel

Figure C.2: Black and white image of the

heat exchanger, made using photo editing

software
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C.2 Converting image in data

The model converts the images as seen in Figure C.2 into a 256 bit grayscale image. This image

is then converted in a binary image only consisting out of ones and zeros. The ones take the

place of the heat exchanger pixels and the zeros are where there is no heat exchanger. The pixels

in y-direction are then added per pixel in the x-direction. This is visualized in Figure C.3. The

x-direction in the image is the same direction as the height for the real heat exchanger. Note

that there are regions where the heat exchanger overlaps. This will require compensation later on.

Figure C.3: Above: the binary image of the heat exchanger. Below: the summation of the white pixels in

y-direction per pixel in x-direction.

The diameter of the pipe is 10<< and the average distance between the pipe centres is mea-

sured to be 49.03<< using a caliper. The total pipe length out of which the heat exchanger is

constructed is 3.38<. These length units will be used to scale the pixel distribution as visualized

in Figure C.3.

A window smaller than the average distance between the pipe centres is de�ned. Using a local

maxima �nder function the positions of the pixel peaks are found within the de�ned window. It

is assumed that these peaks correspond to the middle of the vertical pipes. The distance between

these peaks is calculated and averaged. The distance between the peaks in the pixel domain is

now known. The distance between the pipes of the real heat exchanger is known to be 49.03<<.

Using these two values a ratio between the pixel domain and the real world can be made. By

multiplying this ratio with the pixels in x direction the domain will be converted into millimeters

instead of pixels.

The total length which overlaps in the image is assumed to be 6 times the pipe diameter, which

is 60<<. It can be seen in Figure C.2 that this is a reasonable assumption. A overlap function is

created which consists out of 6 rectangular blocks which are 49.03<< apart and 10<< wide.

78



Converting image in data Section C.2

Using the equation for the lateral surface area of a cylinder, as seen in Equation C.1, the amount

of overlap surface area can be calculated. The overlap function can now be scaled, such that the

total area under the curve equals the calculated overlap surface area.

� = c�! (C.1)

With � the surface area (<2
), � the pipe diameter (<) and ! the pipe length (<).

The same approach is used for scaling the visible area curve. The visible length of heat exchanger

equals 3.32<. Using the equation for the lateral surface area of a cylinder given in Equation C.1.

The pixel curve given in Figure C.3 can now be �tted such that the area under the curve equals

the calculated visible area. The distributions of the overlap area and the visible area are visualized

in Figure C.4. By adding these two curves the total area distribution is calculated. This gives a

relation between the height and the area of the heat exchanger. Using cumulative trapezoidal

numerical integration the total area of the heat exchanger can be estimated for every height.

Figure C.4: Scaled area distribution of the overlapping area (blue) and the visible area (red). The sum of

the two gives the real area.

Note that using the same scaling methods an expression for the heat exchanger volume per

height can be calculated. Instead of using Equation C.1 to determine the scale factor for the

curve of Figure C.3, the curve is scaled to the total volume. The volume can be calculated using

the expression of a cylinder as given in Equation C.2.

+ =
1

4

c�2! (C.2)

With + the volume of the heat exchanger (<3
).
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Chapter C Heat exchanger area model

The heat exchanger volume per height can be used to calculate the amount of liquid present

in the vessel at a certain height more accurately. The relation between height and volume

of a cylindrical test vessel, depicted in Figure 4.2, can be calculated using the expression in

Equation C.3.

+ (I) = 1

4

�2! arccos(� − 2I
�
) − ( 1

2

� − I)
√
�I − I2 (C.3)

With � the diameter of the cylindrical vessel (<), ! the length of the cylindrical vessel (<)

and I the height (<).

By subtracting the heat exchanger volume per height relation from the vessel volume calculated

by Equation C.3, the amount of water can determined more accurately.

C.3 Combining multiple data sets

To improve the precision of the relation between surface area and height multiple photos are

taken of the heat exchanger like the one in Figure C.1. A total of 8 pictures were deemed

suitable. This means that 8 curves like the one presented in Figure C.4 were constructed. By

combining these curves errors are averaged out and the relation becomes more accurate. A

separate MATLAB script is written to collect and combine the di�erent data sets.

All 8 photos go through the previously described process. This will give 8 area distribution

curves, like the one presented in Figure C.4. These curves and the peak locations are saved in

data �les, which can be loaded by another MATLAB script. All these data �les are then loaded.

All peak locations are collected in one big matrix. The peak locations are now averaged. This

results in the average location of the 9 peaks. Each curve is then shifted by an individual o�set

which is determined via a regression algorithm. This way the peaks of all curves align best with

the average peak locations. A visualization of all 8 aligned area curves is given in Figure C.5.

These peaks are averaged. This average curve is then scaled again to make sure that the area

under the curve equals the surface area calculated using Equation C.1 with the total length of the

pipe. This will lead to the �nal curve which is presented in Figure C.6. To get the total surface

area for a certain height, this curve needs to be numerically integrated.
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Combining multiple data sets Section C.3

Figure C.5: Area vs height curves for all 8 images. The curves are all shifted slightly to better match the

average peak locations

Figure C.6: Shows the �nal curve for surface area distribution against the height
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D Distributions of evaporator power

This appendix contains evaporator power distributions obtained during the steady regime of

the experiments with the two dimensional heat exchanger (visualized in Figure 4.3). During

the steady regime there are �uctuations in the power transferred between the heat exchanger

and the water. The Figures D.1 to D.8, all for di�erent starting water heights (IBC0AC ), contain a

histogram in blue. In this histogram the powers of one particular steady regime experiment are

split up in 20 bars. On the left y-axis the frequency of every bar in the histogram is given. On the

right y-axis in red, the probability density of the raw data is given. The probability distribution

is constructed using a Epanechnikov kernel method. It can be seen that many �gures cannot

accurately be described by a normal distribution. Instead a bimodal distribution seems to �t

much better for most steady regime power data.

The reason that the power in the steady regime can be described by a bimodal distribution is

most likely caused by the subatmospheric boiling behaviour already seen in Figure 3.11: The

amount of heat transfer to the vapor bubble is relatively low, but when the vapor bubble detaches,

cold water �lls its place and the heat transfer is high. This will result in two modes for the heat

exchanger power in the steady regime.

In the evaporator during the experiment two boiling phenomena are occurring: nucleate pool

boiling and convection pool boiling. As explained the nucleate pool boiling could be respon-

sible for the bimodal distribution. The steady regime convection pool boiling process can be

categorized by a normal distribution. Fluctuations in in�ow temperature and local bath water

temperature will cause �uctuations in power, but these will on average cancel each other, result-

ing in a symmetrical normal distribution. Because both boiling phenomena are observed during

the experiments. The Figures D.1 to D.8 are assumed to be a combination of the bimodal and the

normal distribution.

In section 5.4 it was mentioned that nowhere deeper than 5.82< under the water surface nucleate

pool boiling was observed. So by increasing the water height the amount of water which

takes part in convection pool boiling relatively increases. This theory is substantiated by the

evaporator power distributions. The red kernel distributions of Figures D.1 to D.5 (initial water

heights from 6.6 to 19.02<), appear to contain a bimodal distribution. While the distributions for

higher water levels in Figures D.6 to D.8 (initial water heights from 23.4 to 26.72<), appear to be

dominated by a normal distribution.
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Chapter D Distributions of evaporator power

Figure D.1: Power distribution for IBC0AC = 6.62< Figure D.2: Power distribution for IBC0AC = 8.52<

Figure D.3: Power distribution for IBC0AC = 15.32< Figure D.4: Power distribution for IBC0AC = 16.92<
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Distributions of evaporator power Chapter D

Figure D.5: Power distribution for IBC0AC = 19.02< Figure D.6: Power distribution for IBC0AC = 23.42<

Figure D.7: Power distribution for IBC0AC = 24.22< Figure D.8: Power distribution for IBC0AC = 26.72<

85





E Influence of approximated pa-
rameters on numerical model

As seen in subsection 6.2.2 the analytical model contains 3 parameters which need to be ap-

proximated to relate the model to the experiments. These parameters are: the volumetric mass

transfer intensity factor V4 , the relaxation time g and the steady state pressure di�erenceJ?BC403~ .

E.1 Pressure di�erence

The pressure di�erence can easily be found from the experiment data. Figure E.1 contains the

experimental results for pressure di�erence as a function of time in blue. Eventually this pressure

di�erence settles at a steady state value, indicating the end of the transient regime. The pressure

di�erence between the two chambers is assumed to be mainly due to the pressure drop over the

valve and pipe connection. The average value of the pressure di�erence in the steady regime

was found to be 0.5<10A . This is the value which will be used as J?BC403~ in the computations.

This parameter is assumed to be constant by the assumptions given in subsection 6.2.2. While in

reality it is likely to be higher when the valve has just opened because of the higher vapor �ux,

so a higher pressure drop. J?BC403~ = 0.5<10A will be used for all simulations.

Figure E.1: Experimental data for the pressure di�erence between evaporator and condenser in blue. In

red the average pressure di�erence in the steady regime.

E.2 Mass transfer intensity factor

Figure E.2 shows a plot for the numerically calculated output power for di�erent values of V4 .

This �gure also contains the experimental value in black. It can be seen in Figure E.2 that with

increasing V4 the output power increases. At V4 = 0.001<3/B the solution has become numerically

unstable. After some further simulations it was found that for V4 = 9.0·10−5<3/B the numerical

results resembled the experiment the most. This value is used for all simulations.
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Chapter E Influence of approximated parameters on numerical model

Figure E.2: Numerical results for the output power with di�erent values for V4 , with in black the

experimental result.

E.3 Relaxation time

Figure E.3 shows a plot for the numerically calculated output pressure for di�erent values of g .

This �gure also contains the experimental value in black. In Figure E.3 it can be seen that with

increasing relaxation time the evaporator pressure decreases slower. At g = 500B the evaporator

pressure even slightly increases at the start. More simulations where done and it was found that

for g = 150B the numerical result represents the experimental result the most. This value is used

for all simulations.

Figure E.3: Numerical results for the evaporator pressure with di�erent values for g , with in black the

experimental result
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