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Abstract

The topic of this thesis is side-channel analysis (SCA) of cryptography on em-
bedded devices. In this thesis we investigated the SCA resistance of two popular
embedded cryptography libraries; mbedTLS and MicroECC. We explore the use
of TVLA as a testing methodology for side-channel leakage and test several coun-
termeasures for AES. Through practical attacks we show that both mbedTLS
and MicroECC do not contain su�cient countermeasures against power-based
side-channel attacks. The main contributions of this thesis are a new attack
on MicroECC and suggestions for improved side-channel testing methodology
based on TVLA.
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Chapter 1

Introduction

This thesis is the result of the graduation project for the Information Security
Technology master at Eindhoven University of Technology (TU/e). The grad-
uation project was carried out at Intrinsic ID in Eindhoven between October
2019 and March 2020.

1.1 Motivation

Embedded devices are becoming increasingly pervasive in today's society. The
global market for internet of things (IoT) devices is expected to grow to 248
billion dollars by the end of 2020 [1]. Securing those devices is an ongoing prob-
lem. One of the challenges involved in securing these devices is authentication.
It is often di�cult to securely provision the device with cryptographic keys at
the time of manufacturing [2]. To overcome these and other issues, Physical Un-
cloneable Functions (also known as Physical One-Way Functions) (PUFs) can be
used. PUFs were �rst introduced by Pappu et al. in 2002 [3] as a solution to this
problem. Currently various commercial solutions are already available to solve
such problems using PUFs. Solutions include Intrinsic ID's software (Broad-
key) and hardware (Quiddikey) products which have been shipped to over 170
million devices to date [4]. Other companies supplying PUF technology include
Verayo, Pufsecurity and Enthentica.

Even if there is no way in which secret keys can be directly extracted from a
device, there still are other threats which could expose these keys to an attacker.
On embedded devices one of the threats is power-based side-channel attacks.
Power-based side-channel attacks were �rst found by Kocher et al. in 1999 [5]
and since then have been slowly evolving.

In this thesis we research whether publicly available encryption software libraries
are secure against power-based side-channel attacks. We analyze the AES im-
plementation in ARM's mbedTLS library [6] and the full MicroECC [7] library.
We aim to determine whether we can �nd and exploit side-channel leakage using
relatively low-cost (< $1000) equipment.

One of the methods used for analyzing side-channel leakage is Test Vector Leak-
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CHAPTER 1. INTRODUCTION

age Assessment (TVLA) [8]. Through an extensive literature study we explore
the limitations of this method and determine the best way to use it in practice.

Besides studying side-channel attacks and leakage detection, we also focus on
countermeasures against side-channel attacks. We evaluate the usefulness and
performance of various countermeasures on AES implementations.

We also evaluate various experimental countermeasures provided by Intrinsic
ID. These results have been ommited from the public version of this thesis due
to con�dentiality agreements with the company.

1.2 Our contribution

In this thesis we experimentally show that the Mbed TLS library is not se-
cure against power-based side-channel attacks. We propose modi�cations to
the Mbed TLS library to make it secure against side-channel attacks, namely
by using a threshold scheme which splits the computation of AES in to multiple
parts. Furthermore, we investigate the side-channel security of MicroECC and
introduce a new attack in which the Montgomery ladder implementation can be
broken using only one power trace from the victim device.

1.3 Outline

This thesis is divided into six chapters. In chapter 2 the required background
information is given. An overview is given of the attacker model, cryptography,
side-channel attacks and countermeasures. In chapter 3 we give more details
about our experimental setup and explain how it was validated to perform cor-
rect measurements. We also show the use of TVLA as a testing method for
side-channel leakage. In chapter 4 we present our results on the side-channel
evaluation of the AES implementation in Mbed TLS and possible countermea-
sures to make it resilient against side-channel attacks. In chapter 5 we discuss
our attack on MicroECC and the use of TVLA on ECC. We end with chapter 6,
which gives our conclusions, a discussion of the results and pointers for future
work.
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Chapter 2

Background

2.1 Cryptography

In this section we introduce the cryptographic algorithms and protocols used
throughout this thesis.

2.1.1 Advanced Encryption Standard

The advanced encryption standard (AES) is a symmetric block cipher initially
proposed by John Daemen and Vincent Rijmen in [9]. It was standardized
in [10] by the National Institute for Standards and Technology (NIST). The
cipher can process 128-bit blocks using keys of 128, 192 or 256 bits. All steps in
AES operate on a 16-byte state X, which can be represented by a 4x4 matrix.
AES consists of a sequence of 10, 12 or 14 rounds depending on whether the key
k is 16, 24 or 32 bytes. The key k is expanded into 16-byte round keys RKi.
To describe the remainder of the cipher we use the following notation:

• RKi,j denotes the j
th byte of the round key for round i, where j ∈ [0, 15].

• Xj denotes the j
th byte of the state, where j ∈ [0, 15].

The state X is initialized with the input to the cipher, after which the following
four steps are applied to it in each round.

1. AddRoundKey: In this step the round key RKi is XOR'ed with the
state X.

2. SubBytes: Each byte of the state is individually transformed through
using the S-box. The S-box is a non-linear mapping from an 8-bit input
to an 8-bit output. Both the input and the output can be interpreted
as a polynomial in GF(2) by using the bits as coe�cients. The S-box is
computed by �nding the multiplicative inverse of the input in GF(28) and
subsequently applying to following a�ne transformation to it.

x⊕ (x≪ 1)⊕ (x≪ 2)⊕ (x≪ 3)⊕ (x≪ 4)⊕ c (2.1)

In which x is the multiplicative inverse and c is a constant de�ned by
01100011.
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CHAPTER 2. BACKGROUND

3. ShiftRows: In this step the bytes of X are permuted according to the
following �xed permutation.

X0 X1 X2 X3

X4 X5 X6 X7

X8 X9 X10 X11

X12 X13 X14 X15

X0 X1 X2 X3

X4X5 X6 X7

X8 X9X10 X11

X12 X13 X14X15

4. MixColumns: MixColumns is an invertible non-linear transformation
performed on the columns of X. The kth column of the output of the
MixColumns step can be represented by the following matrix multiplica-
tion in GF(28). 

2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2



X4k

X4k+1

X4k+2

X4k+3

 , k ∈ [0, 3] (2.2)

In the last AES round the MixColumns step is omited and replaced by an
additional AddRoundKey step.

AES forward tables

On 32-bit architectures, AES is often implemented using forward lookup ta-
bles, sometimes also refered to as T-tables. This approach was described in the
original AES proposal in [9], however it was never included in the o�cial speci�-
cation. The main idea is to use a single lookup table which returns the combined
output of the SubBytes, ShiftRows and MixColumns steps. In a forward table
a single byte input is mapped to 4 bytes of output.

We shall now give a brief explanation of this implementation. At compile time,
or if desirable at runtime a set of 4 lookup tables Tk : {0, 1}8 → {0, 1}32 are
generated. The lookup tables are de�ned by the following equations.

T0[x] = 2 · S(x) ‖ S(x) ‖ S(x) ‖ 3 · S(x), (2.3)

T1 = ROT8(T0), T2 = ROT8(T1), T3 = ROT8(T2) (2.4)

Similar tables are generated for decryption, however for now we shall only focus
on encryption. For the actual encryption operation, all data is split in to 32-bit
words, each representing four bytes of either plaintext, round-keys or the AES
state. We now use the following notation to the de�ne all further operations:

• R̃Ki,j denotes the j
th word of the round key for round i.

• X̃j denotes the j
th word of the state.

10
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X0 X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15

T0

Lookup table

T1

Lookup table

T2

Lookup table

T3

Lookup table

⊕RKi,0 ⊕RKi,4 ⊕RKi,8 ⊕RKi,12

X0 X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15

⊕
⊕

⊕
⊕

Figure 2.1: Schematic overview of a single encryption round using forward
tables.

A schematic overview of this operation is given in �gure 2.1. For some operations
we need to retrieve a single byte from a word, this is denoted using the array
index operator, i.e. X̃j [k] denotes the kth byte from X̃j . An AES round now
only consists of the following two steps.

1. AddRoundKey: Equivalent to the traditional implementation, every
word of the round key R̃Ki is XOR'ed with the state X̃.

2. Table lookup: The output of the AddRoundKeys step is used for a table
lookup in the previously generated tables. A set of four table lookups is
performed to compute one word of the output. The result of the tables
lookups is combined using the XOR operation. The kth word of the state
is now de�ned by the following equation.

T0[X̃k[0]]⊕ T1[X̃(k+1) mod 4[1]]⊕ T2[X̃(k+2) mod 4[2]]⊕ T3[X̃(k+3) mod 4[3]]
(2.5)

AES modes of operation

In a block cipher like AES the mode of operation is an algorithm which applies
block cipher operations in a certain order to produce ciphertexts. For decryption
the algorithm inverts this process. The most basic mode, given in �gure 2.2,
is Electronic Codebook (ECB) mode. In ECB mode each block of plaintext is
encrypted independently of the other blocks. An issue with this mode is the lack
of di�usion. If two blocks of plaintext are the same, then their ciphertext also is
the same. A more commonly used alternative to ECB mode is Counter (CTR)
mode [11]. Counter mode, given in �gure 2.3, e�ectively turns a block cipher
in to a stream cipher. In CTR mode a random nonce is generated before the
encryption starts. This nonce is combined with a counter which increments after
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Figure 2.2: Electronic Codebook (ECB) mode encryption

Figure 2.3: Counter (CTR) mode encryption

every block which is encrypted. The combination of the nonce and the counter
is encrypted, the resul is XOR'ed with the plaintext to obtain the ciphertext.
Since the counter increases, every ciphertext is guaranteed to be di�erent. In
total �ve encryption modes are standardized in [11]: ECB, CBC, OFB, CFB,
CTR. More modes exist for authentication and authenticated encryption. In
this thesis we only use ECB and CTR mode.

2.1.2 Elliptic Curve Cryptography

Elliptic curve cryptography (ECC), �rst introduced in [12], is public-key cryp-
tography based on elliptic curves over �nite �elds. An elliptic curve is a set of
all points (x, y) with coordinates in a �nite �eld K which satisfy the following
equation.

y2 = x3 + ax+ b a, b ∈ K (2.6)

This equation expresses the curve in a�ne coordinates, other representations
also exist and will be covered later on. To perform an addition R = P + Q on
an elliptic curve the formulas given in equation 2.7 can be used. For P 6= Q,

we have λ =
yQ−yP
xQ−xP

. If P = Q then we have λ =
3x2

P+a
2yP

, in which a is one

of the curve parameters corresponding to the curve as de�ned in equation 2.6.
Division is performed by computing the modular inverse in K.

xR = λ2 − xP − xQ, yR = λ(xP − xR)− yP (2.7)
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Scalar multiplication

In all ECC operations point multiplication is an important step. Scalar mul-
tiplication is de�ned by taking k ∈ N\{0} and multiplying it with a point
P = (xP , yP ) on an elliptic curve.

Scalar multiplication algorithms

Using the addition formulas from equation 2.7 we can de�ne algorithms to per-
form multiplications. The naieve approach would be to use a repeating loop
of additions to perform multiplication. However, this would be very ine�cient
for a large scalar. A very basic e�cient algorithm for performing scalar mul-
tiplication is the double and add algorithm, which is given in algorithm 2.1.

Algorithm 2.1: Double and add.

1 input : k , P, n

2 output : k× P

3 begin

4 R← R
5 for i← n− 2 down to 0 do

6 R← 2R
7 i f k[i] = 1 then

8 R← R + P
9 end

10 end

11 return R0

12 end

Another, more commonly used algorithm is the Montomery ladder [13], which
is given in algorithm 2.2.

Algorithm 2.2: Montgomery ladder.

1 input : k , P, n

2 output : k× P

3 begin

4 R0 ← P
5 R1 ← 2P
6 for i← n− 2 down to 0 do

7 R1−k[i] ← R0 + R1

8 Rk[i] ← 2 · R1−k[i]

9 end

10 return R0

11 end

The main advantage of the montgomery ladder, which will become more evi-
dent later on, is that it always takes the same amount of time to compute the
multiplication. The idea behind the montgomery ladder is that always the same
computations are done, irregardless of the value of k. The only thing determined
by k is the location in which the result of a computation is stored.

ECDLP

Given k × P , recovering k is considered a hard problem, since division is not
de�ned over elliptic curves. This problem is also known as the Elliptic Curve
Discrete Logarithm Problem (ECDLP). The security of a all ECC cryptosystems
depends on the attacker's inability to solve the ECDLP and therefore inability
to recover k.

13
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Alternative coordinates

Performing additions and doublings in a�ne coordinates requires modular inver-
sions (in order to compute λ), which is a costly operation in terms of computing
resources. To overcome this issue alternative point representations can be used,
which remove the need for modular inversions. The following two methods can
be used to represent an a�ne point (x, y) as (X,Y, Z) with X,Y, Z ∈ K.

• Standard projective coordinates [14]: x = X
Z , y = Y

Z , Z 6= 0

• Jacobian projective coordinates: x = X
Z2 , y = Y

Z3 , Z 6= 0

ECDSA

The Elliptic Curve Digital Signature Algorithm (ECDSA) [15] is an elliptic-
curve variant of the Digital Signature Algorithm (DSA) [16]. To create a digital
signature using ECDSA the following parameters are used.

• A base point G on the curve, which serves as a generator for a subgroup
of points on the curve.

• The order of G given by n.

• A randomly chosen private key p.

• A public key Q = p×G.

• The message hash e.

Given theses parameters an ECDSA signature is computed in the following way.

1. Generate a unique and cryptographic secure random value k.

2. Compute the curve point (x, y) = k ×G.

3. Compute r = x mod n. If r = 0, then restart from step 1.

4. Compute s = e+p·r
k mod n. If s = 0, then restart from step 1.

5. The signature is now given by the pair (r, s).

If an attacker can recover the value of k, then the private key p can trivially be
computed using p = s · k − e.

ECDH

Elliptic-curve Di�e�Hellman (ECDH) [17] is a key-agreement protocol used to
establish a shared secret between two parties. It is an elliptic-curve variant
of the Di�e-Hellman protocol [18]. To describe the ECDH protocol we use
the same parameters as de�ned for ECDSA. Suppose Alice and Bob want to
establish a shared secret. Alice has a keypair (pA, QA) and Bob has a keyparir
(pB , QB), the protocol then proceeds as follows.

1. Alice and Bob agree on a curve and a generator G to use for the key
exchange.

2. Alice and Bob exchange their public keys QA = pA×G and QB = pB×G.

3. Alice computes (x, y) = pA ·QB and Bob computes (x, y) = pB ·QA.
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AES
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Secure key storage
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Keypair

Figure 2.4: A schematic representation of the device under attack

4. Both parties now have the same shared secret given by x.

2.2 Attacker model

In the context of power-based side-channel attacks we adopt the standard at-
tacker model for cryptographic hardware, as described in [19]. In this model
we distinguish between active/passive attacks and invasive/semi-invasive/non-
invasive attacks.

Passive attacks
In this type of attack, the attacker can not in�uence any of the data processed

by the device. The attacker can only observe the behavior of the device. It
only is possible to record power traces of the device under normal operation.
The attacker can gain knowledge of plaintexts or chiphertexts processed by the
device.

Active attacks
In this type of attack, the attacker can in�uence the data processed by the

device. The attacker can provide input to the device within the range of valid
inputs for the device.

Invasive attacks
In an invasive attack the attacker can physically modify the device in any way

needed for the attack. Generally these attacks involve depackaging the chip and
removing all protective layers on the chip. After this is done, either signals are
read out directly from the chip (passive attack) or signals are altered to change
the behavior of the chip (active attack).
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Semi-invasive attacks
In a semi-invasive attack the attacker can modify the device, however the

passivation layer on the chip is always preserved, so no direct contact with the
surface of the chip is made.

Non-invasive attacks
In a non-invasive attack the attacker can not physically modify the device.

Only existing interfaces on the device are utilized for the attack. This means
that this attack leaves no traces on the device and generally does not require
any expensive equipment to perform.

We assume attacker can perform an active, non-invasive attack on the device. A
schematic overview of the device under attack is given in �gure 2.4. The device
is considered to be a black-box for the attacker; the attacker can not obtain
any cryptographic keys from the device. The attacker can also not observe any
intermediate outputs of computations done by the device. In addition to this
basic model we make the following assumptions:

• The attacker can perform a standard chosen-plaintext attack or a chosen-
ciphertext attack on the AES module. The attacker can provide any
plaintext or ciphertext as input to the device and observe the device as it
processes it in either an encryption or decryption operation.

• The attacker can perform a chosen-plaintext attack on the ECDSA mod-
ule. The attacker can provide any plaintext as input and observe the device
as it processes it during a signing operation. In addition the attacker can
observe the resulting signature.

• The attacker can initiate an ECDH key agreement with any public key.

• The attacker can make an unlimited number of queries to the device.

• The software of the device can not be modi�ed by the attacker in any way.

• The attacker can not inject any faults in to the device.

2.3 Power-based side-channel attacks

Our attacker model as described in 2.2 assumes an attacker who is able to
capture power consumption traces from the device under test (DUT). Side-
channel attacks rely on di�erences in power consumption depending on the
information being processed the DUT. In this section we introduce the attacks
which are used in this thesis.

2.3.1 Power models

A power model is a model which models the power consumption of a device
based on which data the device is processing. In the following attacks, picking
an accurate power model is of great importance for an e�cient attack. When
choosing a power model we are interested in a value which correlates to the
power consumption of the device rather than the actual power consumption
of the device. The following three power models are the most commonly used
models for side-channel attacks.

16



CHAPTER 2. BACKGROUND

Hamming weight
The hamming weight model assumes that a device consumes more power

when a 1 is stored in a bit versus when a 0 is stored in a bit. It is most often
used to model the power consumption of a circuit which makes use some sort of
data or address bus. Computing the hamming weight over a hypothetical value
being processed yields the power model.

Hamming distance
The hamming distance model assumes that a device consumes more power

when a bit changes than when it stays the same. The model assumes that no ad-
ditional power is consumed when a bit does not change. The power consumption
is computed by computing the di�erence between two subsequent intermediate
values. On CMOS circuits this model is more realistic than the hamming weight
model. However it also is more di�cult to use, since it requires knowledge about
two subsequent intermediate values rather than one. If we assume that an in-
termediate value is changed from 0 to our hypothetical value, then this model
is equivalent to the hamming weight model.

Switching distance
The hamming distance model makes the assumption that a 1 → 0 change

and a 0 → 1 change consume the same a mount of power. In practice this
proves to be incorrect. For this reason the switching distance power model was
introduced [20]. This model assigns a value of 1 to a 0 → 1 change and a value
of Φ to a 1 → 0 change. This value is also referred to as the Switching Distance
Factor. A comparison of these power models can be found in [21].

2.3.2 Simple power analysis

Simple Power Analysis (SPA) was introduced by Kocher in 1996 [22]. By ana-
lyzing a single power trace, it is often possible to distinguish between operations.
If the execution path of an algorithm depends on some secret data the attacker
can often recover this data just by looking at the power trace. Using the trace
it is possible to recover the path which the algorithm took and using that the
attacker can recover the secret data which was being processed. This attack
only works if there is some kind of dependency between the data being pro-
cessed and the execution path of the algorithm. Eliminating such a dependency
is usually quite straightforward, therefore we shall study more advanced attacks
in the next sections.

2.3.3 Di�erential power analysis

Di�erential power analysis (DPA) was introduced by Kocher et al. in 1999 [5].
DPA attacks use a large number of power traces and analyze the power con-
sumption at a �xed moment in time. For a successful DPA attack the attacker
needs to know which algorithm the DUT is running and the attacker needs
to know either the ciphertext, the plaintext or some intermediate value of the
algorithm. The attack consists of the following steps.

1. Collecting power traces: A large number N of power traces must be
collected while the DUT is performing either an encryption or decryption
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operation. All traces must be aligned such that every point on each trace
corresponds to the same point in the algorithm. For the attack to be
succesful a large number of di�erent input values for the algorithm should
be used.

2. Modeling an intermediate value: The attacker chooses an intermedi-
ate value of the algorithm which under attack. This intermediate value
should be chosen such that its output can be predicted based on the input
to the algorithm and a small part of the key. The following hypothesis is
used in DPA; depending on the least signi�cant bit (LSB) of this interme-
diate value, small variations in the power consumption may be observed
at a certain point in time.

3. Splitting traces: Let pi denote the plaintext input for trace i and let kj
denote a guess for a single byte of our key. For each trace and for every key
guess the attacker computes the intermediate value denoted by f(pi, kj).
For every key guess kj the traces are split into two groups depending on
the value of the LSB of f(pi, kj).

4. Di�erence of means: For every key guess the attacker computes the
mean of each group of traces for every point on the trace. This should give
a single trace for each group. Next the attacker computes the di�erence
between these two traces, giving us a single trace for each key guess.

5. Recovering the key: In the traces obtained in the previous step some
peaks indicating a large di�erence in power consumption between the two
groups may be visible. The trace containing the largest peaks is most
likely the one corresponding with the correct key guess. The above steps
can be repeated for every key byte until the entire key has been recovered.

The above process describes the original DPA attack. Variations to this attack
exist, such as the one described in [19], which uses the hamming weight rather
than the LSB to separate traces.

2.3.4 Correlation power analysis

Correlation power analysis (CPA) is an attack similar to DPA, introduced by
Brier et al. in [23]. The attack aims to model the power consumption of the
DUT using the hamming distance or hamming weight power model. Similar to
DPA, the key again is split into multiple subkeys and a power model is made
for every key guess for each subkey. The attack consists of the following steps.

1. Collecting power traces: This should be done in the same way as in
DPA. However generally far less traces are required for CPA.

2. Modeling an intermediate value: Similarly to DPA the attacker again
needs to choose an intermediate value to attack. The in�uence of this
intermediate value on the power consumption is modeled using one of the
power models described in section 2.3.1.

3. Pearson's correlation coe�cient: For each trace and key guess the
attacker models the power consumption based on the input (or output).
Using Pearson's correlation coe�cient the attacker determines the correla-
tion between each key hypothesis and the observed traces at every point
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on the trace. Pearson's correlation coe�cient is given by the following
equation.

ri,j =

∑n
d=1(hd,i − h̄i)(td,j − t̄j)√∑n

d=1(hd,i − h̄i)2
∑n
d=1(td,j − t̄j)2

(2.8)

In this equation:

• i ∈ [0, 255] represents a guess for a single byte of the key.

• ri,j refers to the value of the correlation coe�cient for key guess i at
point j on the trace.

• n refers to the number of captured traces.

• td,j refers to point j in trace d.

• hd,i refers to the modeled power value for key guess i and trace d.

• t̄j represents the mean value of point j across all traces.

• h̄i represents mean value of the modeled power value for key guess i
across all traces.

Now for each key guess and point on the trace there is a correlation value
which tells us how well our key guess correlates to the actual power con-
sumption over all traces.

4. Selecting a key guess: For every subkey the attacker chooses the key
guess which has the highest correlation at any point on the trace. I.e.
maxi∈[0,255],j∈[1,n]ri,j .

Figure 2.5: The partial guessing entropy of an attack on an AES key. Each
line corresponds to one byte of the key.
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Partial guessing entropy

The partial guessing entropy (PGE) can be used as an indication how many
traces are needed to recover a key using a CPA attack. We use the PGE as
de�ned by [24]. We can rank the guesses for each byte of the key based on their
correlation value. The PGE is de�ned as the rank of the correct key. We can
plot the rank of each key byte as a function of the number of traces used in the
attack. An example of such a plot is given in �gure 2.5. The PGE gives us the
number of guesses required to guess the correct key.

2.3.5 Template attacks

Template attacks were introduced by Chari et al. in [25] as a very powerful attack
requiring only a few traces from the target device. The attack is a pro�ling
attack in which the attacker �rst creates a model of the DUT by experimenting
with such a device that he has in his possession and uses the model to recover a
secret key from the victim's device. The attack consists of the following steps.

1. Collect pro�ling traces: Using a copy of the device under attack the
attacker need to capture a large amount of traces. These traces must use
varying plaintexts and secret keys.

2. Picking points of interest: By studying di�erences in the traces, the
attacker attempts to select a couple points at which the traces di�er the
most between di�erent secret keys.

3. Building a model: Using the collected power traces the attacker builds a
model for the power consumption of the device. The most basic way to do
this is to create two equally sized groups of traces. One group corresponds
to a certain bit of the key being equal to 1 and in the other group it is
equal to 0. By taking the mean of both groups the attacker creates two
templates. The model used in the template attack is a collection of at least
two di�erent templates corresponding to various private bits or bytes.

4. Template matching: Now on the victim's device the attacker captures a
single power trace and choose the template which best matches the trace.

2.3.6 Online template attacks

Online template attacks (OTA) are a variant of template attacks introduced
in [26] and [27]. In an OTA the template building and template matching phase
is interleaved. If a target device performs a repetitive operation then the trace
captured from the target device can be used to further improve an existing
template

2.3.7 Horizontal attacks

Horizontal power analysis, introduced in [28], is another attack which only re-
quires a single trace. Whereas vertical attacks such as DPA and CPA compare
the same time sample across multiple traces, horizontal attacks compare multi-
ple segments of the same trace. If a device performs a repetitive operation and
the attacker can make some assumptions about the intermediate values, then a
horizontal attack can be performed.
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2.4 Test Vector Leakage Assessment

Test Vector Leakage Assessment (TVLA) is a testing method used to assess
whether a device may be susceptible to side channel attacks. It was �rst in-
troduced in 2011 by Goodwill et al. [8]. The test gives a level of statistical
con�dence whether the device under test (DUT) has exploitable leakage. It
does not tell us whether it is possible to exploit this leakage in practice or how
di�cult it will be to exploit it.

The assessment is done by collecting two groups of traces from the DUT which is
running some sort of cryptographic algorithm taking a secret key and plaintext
as input. Every trace covers one execution of the algorithm. The secret key is
the same in every trace. The plaintext switches between two options. The traces
are grouped based on the plaintext. These two groups of traces are compared for
similarity. If they contain statistically signi�cant di�erences then that indicates
some form of leakage. To check whether the two groups of traces are di�erent
Welch's t-test is used. This test is an adaptation of the Student's t-test which
works better on samples with unequal sizes and variances. Welch's t-test is
given in equation 2.9. We denote the mean of group j at point i on the trace
by µi,j , the variance by σi,j and the size of the group by Nj . The value of the
t-test at point i on the trace is denoted by Ti.

Ti =
µi,1 − µi,2√
σ2
i,1

N1
+

σ2
i,2

N2

(2.9)

The statistic is calculated for every point in a trace. The null hypothesis is
that the two groups have identical mean and variance. This hypothesis can be
evaluated for every point in time on a trace. In literature a threshold of Ti > 4.5
is proposed to reject the null hypothesis. This implies 99.9999% con�dence that
the di�erence between the two traces is not caused by some random noise. I.e.
for a random variable T following the Student's t-distribution: P(Ti > 4.5) <
10−5.

2.4.1 Non-speci�c TVLA

The test described above is also called a speci�c TVLA. It is speci�c in the sense
that we create two groups based on a speci�c plaintext input value. The traces
are categorized by one of the intermediate values of the algorithm, therefore
the secret key must be known in order to perform this test. Furthermore we
must know exactly which algorithm is being used on the DUT. This approach
has some disadvantages. For instance, we may �nd some leakage which is only
present under these speci�c plaintext inputs. Furthermore, the two plain texts
might contain some bits which are equal, causing us to not discover some leakage.

In the case of a non-speci�c TVLA one group has a �xed plaintext and the other
group has random plaintexts. Both groups again correspond to the same �xed
secret key, but this time we don't need to know this key in order to group the
traces. In [29] the authors argue that non-speci�c TVLA is superior to speci�c
TVLA.
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2.4.2 Higher order TVLA

TVLA can also be used to test for higher order side channel leakage, such as
the attacks originally introduced by Messerges in [30]. Methods for higher order
TVLA are described in [31].

2.4.3 The ISO 17825 standard

In 2016 the ISO 17825 standard named �Testing methods for the mitigation of
non-invasive attack classes against cryptographic modules� [32] was published.
This standard aims to provide a full testing methodology for conformance testing
in the context of side-channel leakage. The standard recommends TVLA as the
sole method to test for side-channel leakage.

This standard appears to be only generally available standard of its kind. Ex-
isting standards such as the Common Criteria and EMVCo only provide re-
quirements in terms of side-channel resistance, but do not provide any testing
methodology.

In [33] Whitnall and Oswell analyze the ISO 17825 standard and provide some
well-versed criticism on some parts of the standard. They also provide some
recommendations of their own to improve the standard. Their most important
conclusions are that following the standard to the letter gives a very high prob-
ability of a false positive. To overcome this they recommend to use additional
well established statistical methods to reduce the error rate and to supplement
the test with a method to con�rm the leakage which is found by the test.

2.4.4 TVLA con�dence level

The original TVLA paper recommends a con�dence level of 1−10−5 for the test.
This implies a false-positive (type I error) rate of 10−5. The only other formal
recommendation for the con�dence level is 0.95 in the ISO 17825 standard, which
implies a lower false-negative (type II error) rate. This however poses another
problem, which is explained in more detail in [33] and [34]. The con�dence
level which is used applies for every point on the trace. Therefore, the overall
con�dence level depends on the length of the trace. If we have a very long trace,
i.e. millions of points, the type I error rate approaches 1. In [34] a proposal
is given for choosing the con�dence level based on the number of traces. This
proposal is given by

α′ = 1− (1− α)1/n,

in which α represents the overall con�dence level, n the number of points on
a trace and α′ represents the con�dence which should be use to evaluate the
hypothesis at every single point on the trace.
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2.5 Side-channel countermeasures

Countermeasures are modi�cations to a cryptographic implementation which
aim to make a side-channel attack more di�cult.

2.5.1 AES countermeasures

To protect an AES implementation from side-channel attacks a wide range of
countermeasures have been developed. Most software-based countermeasures
are based on one of the following principles:

1. Boolean or multiplicative masking of secret values [35], [36], [37], [38].

2. Secret sharing schemes (threshold cryptography) [39], [40], [41].

3. Randomising the order of operations.

4. Insertion of dummy instructions.

Similar countermeasures can also be implemented in hardware. In this thesis we
only focus on software countermeasures. Arguably the �rst two countermeasures
are the most e�ective, whereas the last two simply aim to complicate a side-
channel attack rather than protecting fully against it.

2.5.2 Threshold cryptography

Figure 2.6: A basic 2-share linear threshold scheme, R represents a randomly
generated value.

A threshold scheme, also known as a secret sharing scheme was introduced
independently by Shamir [42] and Blakely [43]. The idea is to split a secret x in
to n shares y0, y1, ...yn−1, such that x can be easily reconstructed using k ≤ n
shares, but having k − 1 shares reveals no information at all about x. In the
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context of threshold cryptography we extend this scheme to all cryptographic
operations. Every computation is computed on at most k − 1 shares, such that
the output of each operation can never reveal any information about x. This
property makes threshold schemes very useful as a countermeasure against side-
channel attacks. Since choosing k = n makes it the most di�cult to reveal x,
we will focus only on threshold schemes for which k = n. Furthermore we use a
very simple sharing scheme which splits x in to shares using the XOR operation,
i.e. x = y0⊕ y1⊕· · ·⊕ yn−1. A basic example of this threshold scheme is shown
in �gure 2.6.

2.5.3 ECC countermeasures

In ECC implementations most e�orts are put into protecting the scalar multi-
plication algorithm. The double-and-add algorithm described in Section 2.1.2
contains a conditional branch on every bit of the scalar, which makes it vulner-
able to timing side-channel attacks. To thwart this, most ECC implementations
make use of a constant-time multiplication algorithm. An example of such an
algorithm is the Montgomery ladder which is given in algorithm 2.2.

Randomized projective coordinates

A constant time multiplication algorithm may still be vulnerable to DPA at-
tacks, such as the attack described in [44]. To protect against these attacks a
commonly used countermeasure is the use of randomized projective coordinates.
Projective coordinates such as de�ned in Section 2.1.2 have the nice property
that they are not unique, i.e.:

(kX, kY, kZ) ≡ (X,Y, Z) ∀k ∈ N\{0}. (2.10)

Before every scalar multiplication a new radomized k can be chosen to randomize
the coordinates. Therefore every trace will be di�erent and a DPA attack will
no longer work.

2.6 Oscilloscope bandwidth and sample rate

For our experiments we make use of a Digital Storage Oscilloscope (DSO).
This type of oscilloscope digitally captures a signal by sampling it at a �xed
sample rate. The sample rate of an oscilloscope is expressed in megasamples
per second (MS/s) or gigasamples per second (GS/s). Based on the samples
captured, a trace representing the original signal can be reconstructed. The
Nyquist-Shannon sampling theorem [45] tells us that if a signal has no frequen-
cies greater than B Hertz, that we can reconstruct the signal by sampling at
a frequency of 2B samples per second. The bandwidth of an oscilloscope is
de�ned as the maximum frequency which can be captured by the oscilloscope.
If a signal contains frequencies beyond the bandwidth, the captured trace will
be distorted.
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Experimental setup

3.1 Hardware

To perform our research we used the two side-channel evaluation setups de-
scribed in this section.

3.1.1 Chipwhisperer

Chipwhisperer is an open-source hardware and software toolchain for side-channel
power analysis and glitching attacks. For our analysis we used a Chipwhisperer
lite board [46] as pictured in �gure 3.1. This board consists of an OpenADC
based oscilloscope used for capturing traces and a removable target board con-
taining a STM32F3 ARM Cortex M4 CPU to be attacked. The target board
contains convenient connections for analyzing the power consumption, capturing
a trigger signal and performing clock glitching. From within the code running
on the target we can raise a trigger pin which is connected to the trigger input
of the scope. The Chipwhisperer's OpenADC scope synchronizes its sample
rate with the clock of the target automatically. This allows us to easily capture
well-aligned traces. In our experiments we found the following limitations of
this device.

Maximum sample count: Due to limited resources on the board we can
capture at most 24400 samples with the scope. For short algorithms this su�ces,
however for longer operations such as ECC this is not su�cient.

The sampling rate: The on board scope by default samples at 4x the clock
speed of the target. Since the target runs at 7.37Mhz, this gives us a sampling
rate of 29.538 MS/s. In theory the sampling rate can be con�gured up to
96 MS/s, however in our tests this caused the board to crash. Therefore it
is still uncertain whether this actually is a possibility. The Chipwhisperer's
documentation does not provide any further details on this. This sampling rate
might be su�cient for our STM32F3 target, but for targets running at a higher
clock speed it is too slow.
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Figure 3.1: Chipwhisperer based easurement setup

Figure 3.2: Picoscope based measurement setup
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3.1.2 Picoscope based setup

In order to overcome some of the limitations of the Chipwhisperer we also built
a setup based on the Picoscope 2207B. This still is a relatively low cost setup,
but provides many more capabilities than the Chipwhisperer. The setup used
is given in �gure 3.2. Our target consists of a STM32F3 board mounted on a
Chipwhisperer UFO board by NewAE. The UFO board facilitates side channel
analysis of the target board by providing several facilities. It provides a stable
3.3V power source for the STM32F. Furthermore it contains a shunt resistor
along with an ampli�er to measure the current running through the target.
Lastly it provides various connections to the target board, such as JTAG and
the possibility to add an external clock signal.

The picoscope has a sample bu�er of 500MS and can capture at a sample rate
up to 1GHz. In practice, since we are using the two channels, our sample rate
is limited to 500MS/s.

3.2 Veri�cation

Before we perform any experiments using the aforementioned experimental se-
tups, we need to verify that they function correctly. To do this we capture
some traces using an AES implementation which is known to be vulnerable to
side-channel attacks and describe the results here for both setups. The AES im-
plementation which we attack is tiny-AES-c [47]. The methods described here
will be used in all other experiments throughout this thesis, unless stated oth-
erwise. We compiled the AES implementation using the gcc-arm-none-eabi

Figure 3.3: TVLA of TinyAES running on the Chipwhisperer, using 500
traces. One line is given for each run, the red points indicate leakage which
was found in both runs.
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compiler from the GNU ARM Embedded Toolchain [48]. We used the default
compiler options for the STM32F3 target. For the Chipwhisper we used a sam-
pling rate of 29.5 MS/s, on the Picoscope we used a sampling rate of 125 MS/s.
We performed the TVLA as described in section 2.4. We captured 500 traces,
each covering the full 10 rounds of AES, the results of the TVLA can be found
in �gure 3.3.

3.2.1 CPA attack

To verify that the leakage which was found in the TVLA can also be exploited
we launched a CPA attack. For the CPA attack we use a power model based on
the output of the S-box in the �rst round of AES. This same attack is described
in detail in [19]. We denote the ith byte of the plaintext input by pi and the ith

byte of the key guess by ki. According to the model, the power consumption Pi
is given by

Pi = HW (S(pi ⊕ ki)). (3.1)

Using this power model we are able to successfully recover the AES key using
around 50 traces on the Chipwhisperer. When using the Picoscope for the attack
we need around 100 traces for a successful attack. This is most likely because
the traces captured with the Chipwhisperer are aligned better than the traces
captured with the Picoscope.

3.3 Sample rate considerations

For an optimal measurement setup it is important to choose the optimal sample
rate. If we choose a sample rate which is too high then we store a lot of redundant
data which leads to slower processing. If our sample rate is too low then we
may not capture any leakage. On the Chipwhisperer the highest possible sample
rate is 29.5 MS/s, which translates to 4 samples for every clock cycle. Since we
only can capture at most 25000 samples with the Chipwhisperer, sampling at a
lower rate does not make any signi�cant di�erence in terms of storage.

The Picoscope can capture up to 64 million samples at a rate of 500MS/s. Since
we used the Picoscope to capture longer traces, choosing the optimal sample
rate makes a big di�erence. The bandwidth of the Picoscope is 70 MHz. By
the Nyquist-Shannon sampling theorem it would not be useful to sample at a
rate higher than 140 MS/s. However, according to the documentation of the
Picoscope the sampling rate may need to be around 5 times greater than the
bandwidth [49]. The maximum frequency of the signal from the target could
also be lower than 70Mhz, which implies that a lower sample rate might also be
su�cient.

Due to these uncertainties we decided to experimentally determine the optimal
sample rate. It is important to note that the sample rate on the Picoscope can
only be chosen from a set of prede�ned values: 32, 64, 125, 250 and 500 MS/s.
To determine the optimal sample rate we performed a TVLA on the vulnerable
AES implementation at all of these sample rates. Between 32, 64 and 125 MS/s
we see a clear increase in the amount of leakage found by the TVLA. Between
125, 250 and 500 MS/s we do not see any di�erence. Therefore we chose 125
MS/s as the sample rate to use for the remainder of our experiments.
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3.4 Environmental e�ects

If we capture a lot of traces subsequently, then we notice that they are not always
vertically aligned when we overlay them. We observe that the mean power value
slowly decreases over time. Our hypothesis is that this is caused due to the chip
warming up during operation. To test this hypothesis we performed a couple
of tests by cooling the chip to around −20◦C and capturing a set of traces. In
this set of traces we see a signi�cant change in the power value as the chip heats
up to room temperature again. We did not research this e�ect any further as it
was not relevant for our side-channel analysis. To compensate for this e�ect we
regularize all our traces. Given a trace t of length n, in which tj denotes the jth
point on the trace, the regularized trace t′ is given by the following equation.

t′j = tj −
1

n

n∑
i=1

ti (3.2)

This results in all traces having a mean power value of 0.

3.5 TVLA considerations

In Section 2.4.4 we covered the fact that TVLA can produce false-positives on
longer traces. To reduce the false-positive rate we use the following solution.
All TVLA tests are performed twice. If leakage occurs at the same point in
both tests, then we consider it to be actual leakage rather than a false-positive.

3.6 Filtering and alignment

In order to remove high frequency noise from our traces we can apply a low-pass
�lter to the traces. We experimented using a Butterworth low-pass �lter [50].
In the CPA attack and TVLA measurements �ltering is not necessary; the noise
on the traces can be compensated by capturing more traces. Since we did not
want to risk losing information by �ltering we did not apply any �ltering in
any of the TVLA tests or CPA attacks. In the single trace attack described in
Chapter 5 we did apply �ltering, which is explained in more detail in Chapter
5.

Alignment

In most cases we found our traces to be aligned very well due to the accurate
trigger setup and stable clock signal on the STM32F3. In CPA and TVLA
measurements a slight misalignment of traces can be compensated by capturing
more traces. To test how well the traces are aligned we used the Sum of Absolute
Distances (SAD) metric. If we have two traces t1 and t0 of length n, the SAD
value is given by the following sum.

n∑
j=1

|t1,j − t2,j | (3.3)

The jth point on trace i is given by ti,j . A low SAD value indicates that the
traces are aligned well. In practice we do not compute the SAD over the entire
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trace, but over a smaller segment. For instance a section of the trace which
should be the same across all traces.
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Chapter 4

Side channel analysis of AES

In this chapter we investigate the side-channel security of ARM's Mbed TLS
library [6] and of several side-channel countermeasures. Mbed TLS is a very
commonly used embedded TLS library and therefore interesting to attack. In
this chapter we explore how resilient the AES implementation of this library is.
We consider 128-bit AES in electronic code book (ECB) mode and the more
commonly used counter (CTR) mode. Lastly we explore the e�ectiveness of
several countermeasures.

Mbed TLS does not include any countermeasures against power-based side-
channel attacks by default and therefore should be easy to attack using basic
side-channel attacks.

Figure 4.1: TVLA of AES-128-ECB using 2500 traces. One line is given for
each run, the red points indicate leakage which was found in both runs.
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4.1 Analyzing AES in ECB mode

We compiled the AES implementation of Mbed TLS using default compiler
options for our STM32F3 target. For our measurements we used the Chipwhis-
perer, sampling at 29.5 MS/s. Next we performed the TVLA as described in
Section 2.4. We captured 2500 traces, each covering the full 10 rounds of AES.
The results of the TVLA can found in �gure 4.1.

As expected, we observe multiple excursions above the 4.5 threshold. Therefore
there is a very strong indication that side channel leakage is present. To verify
that we can exploit this leakage we launch the CPA attack as described in
Section 3.2.1.

Figure 4.2: PGE for the CPA attack on the Mbed TLS AES implementation.
Each line represents one key byte.

Using this attack we were able to recover the full key using around 500 traces.
To illustrate how many traces are needed for this attack the PGE is given in
�gure 4.2. In �gure 4.3 the correlation value of the correct key guess is plotted
for every point on the trace. We observe many excursions at the beginning of
the trace which appears to con�rm that we actually are attacking the S-box
output and not another part of the algorithm.

4.2 AES forward tables

Many modern AES libraries, including Mbed TLS, make use of forward tables.
Since with this aproach the S-box is no longer explicitly computed, one might
expect that the aforementioned CPA attack on the S-box would no longer work.
However, since each entry in the forward table is a linear combination of multiple
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Figure 4.3: The correlation of the best keyguess at every point in time. Every
line corresponds to one byte of the key.

Figure 4.4: The hamming weight of each output of the S-box plotted against
the hamming weight of the corresponding forward table value.

S-box values, there exists a strong correlation between the S-box output and the
forward table output. This correlation can also be seen in �gure 4.4.
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The observed results imply that using a single attack we can attack both conven-
tional AES implementations and implementations using forward lookup tables.

Figure 4.5: TVLA of AES-128-CTR using 2500 traces. One line is given for
each run, the red points indicate leakage which was found in both runs.

4.3 Analyzing AES in CTR mode

Attacking AES in counter mode presents a few new challenges. In counter mode
the �rst round will always be the same and the IV which is used is unknown
to the attacker. For a succesful attack on AES in counter mode we need to
gather one long consecutive trace rather than many small traces which only
cover one iteration. Due to the limited sample length on the Chipwhisperer this
was not a posibility. Therefore we chose for an approach which we will refer
to as simulated counter mode, in which the IV is known to us. For this we the
same AES-ECB implementation as used in Section 4.1. We again capture a
large number of single-block traces. However, instead of providing the actual
plain text as input we provide an IV combined with an incrementing counter
value as input. This gives us power traces each corresponding to a consecutive
iteration of AES in counter mode. As an added bene�t this approach saves a
lot of alignment work.

In order to perform a TVLA we also need to make some changes. In CTR
mode AES acts as a stream-cipher. Therefore the input plaintext is only used
in an XOR operation with the output of AES; it is not provided as input to
the �rst AES round. If we simply apply standard TVLA, then we only test the
leakage of this XOR operation, since the rest of the algorithm is independent
of the plain text input. For the TVLA we use simulated counter mode, while
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making the counter value range from 0 through 9. The traces are then split
into two groups; one group containing traces corresponding to counter value 0
and another equally sized group corresponding to a random sample of the other
counter values. The resulting TVLA traces can be found in �gure 4.5. Again we
see multiple excursions above the 4.5 threshold. Therefore we expect that this
implementation will also be vulnerable to side-channel attacks in CTR mode.
An example of an attack which could be launched on this implementation is
described by Ding et al. in [34].

4.4 Protecting Mbed TLS against side-channel

attacks

To protect the AES implementation in Mbed TLS from the aforementioned
attacks, we implement several countermeasures such as these described in Sec-
tion 2.5.1.

Figure 4.6: TVLA of the AES-128-ECB with boolean masking using 10,000
traces. One line is given for each run, the red points indicate leakage which was
found in both runs.

4.4.1 A masked AES implementation

The �rst countermeasure is a relatively basic random boolean masking scheme.
Our scheme is very similar to the scheme proposed in [35] and [36]. The main
di�erence is that instead of applying it to a conventional implementation, we ap-
ply it to the forward table implementation of AES as described in Section 2.1.1.
To mask this implementation we make use of the following distinct and uni-
formly random masking values. A single byte input mask M ∈ {0, 1}8 and

35



CHAPTER 4. SIDE CHANNEL ANALYSIS OF AES

Implementation Cycles/block Memory footprint (B)
Unmodi�ed mbed TLS 1004 4112
Masked mbed TLS n = 1 (4.4.1) 2346 4117
Fully threshold d = 2 (4.4.2) 184,361 1056
Hybrid threshold (4.4.3) n = 1, d = 2 27,376 8229

Table 4.1: Performance �gures for the various masked AES implementations.

4-byte words M0, M1, M2, M3 ∈ {0, 1}32. For each forward table T0, T1, T2
and T3 we generate new masked forward table T ′k de�ned by

T ′k[x] = T [x⊕Ms]⊕Mtk , (4.1)

with its inverse given by:

T ′k[x⊕Ms]⊕Mtk = Tk[x]. (4.2)

Lastly we de�ne an intermediate value P de�ned by:

P = M0 ⊕M1 ⊕M2 ⊕M3 ⊕ (M ‖M ‖M ‖M) (4.3)

The ith AES round is de�ned by computing

R̃Ki,j ⊕ T ′0[X̃j [0]]⊕ T ′1[X̃(j+1)mod4[1]]⊕ T ′2[X̃(j+2)mod4[2]]⊕ T ′3[X̃(j+3)mod4[3]]⊕ P
(4.4)

for all j ∈ [0, 3]. For the �rst round we assign an XOR of the jth input word
with (Ms ‖Ms ‖Ms ‖Ms) to X̃j for all j ∈ [0, 3]. XOR'ing with P results in the
removal of the masks and the application of the input mask for the next round.

After every n blocks, the masks must be refreshed. If we do not do this, then
an attacker could simply recover the masked values using DPA or CPA. The
choice of n is a tradeo� between security and performance. Choosing a lower n
arguably yields a more secure implementation, while a higher n yields a better
performance. In our experiments we chose n = 1. Using this scheme, theoret-
ically all intermediate values until the last round should be masked. To verify
this we perform a new TVLA on the masked implementation. The results can
be found in �gure 4.6. We can see that the amount of leakage clearly is reduced
a lot, but there still is a signi�cant amount of leakage. However, we no longer
are able to perform a CPA attack on this implementation. The leakage which we
still see is possibly caused by secret information not being erased from memory
properly after the masking. However, due to time constraints we did not verify
this hypothesis. In future experiments we did pay more attention to properly
erasing secret information from memory.

4.4.2 A threshold AES implementation

Another method which we used to mask our implementation is a threshold
implementation as described in Section 2.5.2. This method was introduced
in [39] as a provably secure method to mask AES against 1st order DPA. Our
threshold implementation is uses the approach described by Rivain et al. [51].
It provides a masked AES implementation at any order.
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A higher-order masked threshold implementation involves splitting all sensitive
variables x in to n = d+1 shares, in which d is the order of side-channel resistence
which we are trying to achieve. In general an implementation is considered dth
order secure when every sensitive variable is masked using d random values.

Every function f(x) is split up in to multiple functions f1(...), . . . , fn(...). For
these functions the following two properties must hold.

Correctness: I.e. f1(...) + · · ·+ fn(...) = f(x) must be true.

Independence: Every function fi(...) must depend on at most n − 1 out of
the n shares.

Uniformity: The output of every function fi must be uniformely distributed.
For linear functions, where f(x1 + x2) = f(x1) + f(x2) these properties can be
easily achieved. In AES all operations except for the S-box are linear. Therefore
we shall mainly focus on masking the S-box.

Refreshing masks

Initially we set x0 = x, x1 = 0, ..., xn = 0 for each secret variable. After this we
apply our masking operation. This operation is shown in �gure 4.7. In order to
achieve the uniformity property, we can repeat this operation as many times as
needed; the property x0 + x1 + ...+ xn = x is always maintained.

Figure 4.7: The mask refresh operation. R1, ...Rn are randomly generated
values.

The AES S-box

The AES S-box consists of taking the multiplicative inverse overGF (28) followed
by an a�ne transformation. In GF (28) the following two convenient properties
hold.

x−1 ≡ x254

(x1 + x2)2 ≡ x21 + x22
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This implies that we can compute the multiplicative inverse of x using a basic
square and multiply algorithm. More speci�cally we will compute the following
square and multiply sequence.

((x2 · x)4 · (x2 · x))16 · (x2 · x)4 · x2 (4.5)

Since squaring is linear in GF (28), all exponentiation in this calculation can
be implemented using linear lookup tables and can therefore trivially be split
in to multiple shares. The only non-linear operation left is the multiplication.
Multiplication of x ·y in shares can be done in the following manner. Given two
vectors x0, x1, ...xn and y0, y1, ...yn as input we have intermediate shares de�ned
by

ti,j = (ri,j ⊕ xi · yj)⊕ xj · yi. (4.6)

The values ri,j represent randomly generated numbers. If the computations are
ordered according to the brackets, then the independence property holds for
n ≥ 1. Using these intermediate values we can compute the �nal shares of x · y,
which are given by the following sum.

oj = xjyj ⊕
j−1⊕
i=0

ti,j ⊕
n⊕

i=j+1

rj,i (4.7)

Using these shares the correctness property should hold, i.e.:

n⊕
j=0

oj = x · y (4.8)

A proof of this is given in appendix A.

Using equation 4.5 combined with this multiplication method we now can imple-
ment a threshold S-box for AES. Using this S-box we create a complete thresh-
old implementation of AES. In this implementation we also made sure that
unmasked secrets in memory are overwritten with random data after masked
secrets have been created. We again performed a TVLA on this implementation.
From this point on we used the Picoscope based setup for our analysis, since the
sample bu�er on the Chipwhispere was no longer large enough. The TVLA plot
for our implementation can be found in �gure 4.8. We still see some leakage at
the beginning related to passing the plaintext to the masking operation. This
leakage can not be trivially exploited.

4.4.3 The hybrid threshold scheme

The downside of a full threshold implementation can be seen in the perfor-
mance �gures in Table 4.1. Computing the S-box values consumes many clock
cycles. To overcome the performance issue of a full threshold implementation
we propose a hybrid scheme. In this threshold scheme we replace the S-box by
a more performant, non-threshold, implementation. The S-box is replaced by
a construction using a lookup table. A schematic overview of this implemen-
tation is given in �gure 4.9. The S-box is now represented by a lookup table
S′ : 0, 18 → 0, 116. For two shares we de�ne this lookup table as follows.

S′[x] = (r, S[x⊕M ]⊕ r) (4.9)
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Figure 4.8: TVLA of our threshold AES-128-ECB using 2500 traces. One
line is given for each run, the red points indicate leakage which was found in
both runs.

M is a �xed mask and r is randomly generated for every entry. The �xed
mask and the lookup table must be refreshed every n rounds, similar to the
implementation described in Section 4.4.1.

At the S-box stepM is added to the �rst share, after this the shares are XOR'ed
with the �rst share to combine them in to a single masked value. This masked
value is used to lookup S′[x]. The vector returned by S′[x] represents the shares
to be used for all further AES computations.

As shown in table 4.1, this implementation consumes signi�cantly fewer cycles
than the full threshold implementation.

To test whether this implementation provides the same level of side-channel
resistance as the threshold implementation we performed a TVLA. The resulting
TVLA plot is given in �gure 4.10.
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Figure 4.9: The hybrid threshold scheme.

Figure 4.10: TVLA of our hybrid threshold implementation using 10000
traces. One line is given for each run.
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Chapter 5

Side channel analysis of ECC

In this chapter we analyze the side-channel security of the MicroECC library [7].
This is a commonly used ECC library on embedded platforms with limited
resources.

MicroECC contains multiple countermeasures against side-channel attacks. The
main countermeasures are the use of randomized projective coordinates and
a montgomery ladder for multiplication. This o�ers protection against (1st
order) DPA attacks, since the coordinates used for the scalar multiplication are
di�erent in every trace. Furthermore, it even o�ers protection against most
template attacks.

5.1 Attacking MicroECC

In MicroECC the Montgomery ladder is implemented the following way.

1 XYcZ_initial_double (Rx [ 1 ] , Ry [ 1 ] , Rx [ 0 ] , Ry [ 0 ] , i n i t i a l_Z , curve ) ;
2 f o r ( i = num_bits − 2 ; i > 0 ; −− i ) {
3 nb = ! uECC_vli_testBit ( s ca l a r , i ) ;
4 XYcZ_addC(Rx[ 1 − nb ] , Ry[ 1 − nb ] , Rx [ nb ] , Ry [ nb ] , curve ) ;
5 XYcZ_add(Rx [ nb ] , Ry [ nb ] , Rx[ 1 − nb ] , Ry[ 1 − nb ] , curve ) ;
6 }

The value of initial_Z is randomly generated. As a result of this the XYcZ_addC
and XYcZ_add operations are also randomized. As intended with a Montgomery
ladder, we do not expect to see any leakage during these operations. The
uECC_vli_testBit function is the only operation which makes use of the secret
scalar, after which the result (a single bit of the scalar) is used to compute the
memory address to store the result of the point addition or doubling. Possibly
we could �nd leakage during the computation of the memory address. To eval-
uate potential side-channel leakage we perform a speci�c TVLA test in which
we vary the private key between two �xed private keys. These two private keys
are chosen such that the LSB is di�erent for each key. Since we are looking
for leakage in an operation which only operates on a single bit of the private
key, any other sort of TVLA test would be useless. We place a trigger at the
uECC_vli_testBit line and capture 1000 traces for the TVLA. In order to ease
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Figure 5.1: TVLA plot of the uECC testBit function using an alternating bit.
The TVLA was done using 1000 traces spread accross 2 runs. One line is given
for each run.

our attack we applied a butterworth low-pass �lter with a cut-o� frequency of
2KHz to all traces. The cut-o� frequency of 2KHz was experimentally found to
give the best results. Using these traces we compute a TVLA plot which can be
found in �gure 5.1. We also plot the mean of each group of traces which can be
found in �gure 5.2. As we can see in these �gures, there is a clear dependency
between the private key bit and the power consumption around sample 250. In
this case we only tested this dependency for the �rst bit, in a more thorough
test more bits should be considered. With this knowledge, a single trace of an
ECC point multiplication is enough to recover bits of the secret scalar.

5.1.1 Finding the cause of the leakage

The following ARM assembly code is generated by the compiler when compiling
MicroECC. This section of assembly code corresponds to the uECC_vli_testBit()
line in the C code snippet given earlier. The trigger_high() function is used
to raise a trigger pin to start our measurement.

1 bl t r i gger_high
2 as r param_4,r4,#0x5
3 l d r param_3, [ s p ,#local_130 ]
4 uxth r 4 , r 4
5 l d r .w param_3, [ param_3,param_4,lsl #0x2 ]
6 mov param_2,#0x1
7 and param_4,r4,#0x1f
8 l s l . w param_4,param_2,param_4
9 t s t param_4,param_3

10 i tE eq
11 mov.eq r5,param_2
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Figure 5.2: Mean power consumption of the testBit function. The green line
gives the mean of all traces for which the bit was 1. The red line gives the mean
of all traces for which the bit was 0. Around sample 250 (marked by the dashed
lines) we see a clear distinction between the two traces.

12 mov.ne r 5 ,#0x0
13 rsb r 6 , r 5 ,#0x1
14 l s l r 6 , r 6 ,#0x5
15 l s l r 5 , r 5 ,#0x5
16 add.w r 9 , r 1 0 , r 6
17 add.w r 8 , r 1 0 , r 5
18 add r 6 , r 1 1
19 add r 5 , r 1 1
20 bl tr igger_low

If we study this assembly code, we observe a conditional branch at line 10.
Branching is performed on param_3, which contains data from the secret scalar.
In one case a register value param_2 is moved in to r5 (line 11), in the other case
an intermediate value 0x0 is moved in to r5 (line 12). Since these are slightly
di�erent operations, we expect this to be the main cause of the leakage which we
see. Interestingly, this conditional is nowhere to be found in the original C code
of the uECC_vli_testBit() function. As we can see below it only performs
bitwise operations on the scalar (vli) and does not do any branching anywhere.

1 /∗ Returns nonzero i f b i t ' b i t ' o f v l i i s s e t . ∗/
2 uECC_VLI_API uECC_word_t uECC_vli_testBit ( const uECC_word_t ∗ v l i ,

bitcount_t b i t ) {
3 r e turn ( v l i [ b i t >> uECC_WORD_BITS_SHIFT] & ( (uECC_word_t) 1 << ( b i t

& uECC_WORD_BITS_MASK) ) ) ;
4 }

Therefore we must conclude that the branching behavior was introduced by
compiler optimizations. To verify this we compiled the library with compiler
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optimizations disabled. In this case no branch is introduced and no leakage can
be found at the same point.

5.1.2 Leakage veri�cation

In order to verify that this leakage is in no way related to or ampli�ed by
our trigger signal, we remove the trigger function from the code and check
again whether we can �nd the same leakage. When we start moving the call to
the trigger function around in the code, some unexpected changes happen to
the assembly code generated by the compiler. When removing the trigger, the
assembly code corresponding to the uECC_vli_testBit() function also changes.
It even changes when we modify code below that line. An example of this
behavior is given in �gure 5.3.

1 XYcZ_initial_double (Rx [ 1 ] , Ry [ 1 ] , Rx [ 0 ] ,
Ry [ 0 ] , i n i t i a l_Z , curve ) ;

2 f o r ( i = num_bits − 2 ; i > 0 ; −− i ) {
3 t r i gger_high ( ) ;
4 nb = ! uECC_vli_testBit ( s ca l a r , i ) ;
5 t r igger_low ( ) ;
6 XYcZ_addC(Rx[ 1 − nb ] , Ry[ 1 − nb ] , Rx [ nb

] , Ry [ nb ] , curve ) ;
7 XYcZ_add(Rx [ nb ] , Ry [ nb ] , Rx[ 1 − nb ] , Ry

[ 1 − nb ] , curve ) ;
8 }
9

1 bl t r i gger_high
2 as r param_4,r4,#0x5
3 l d r param_3, [ s p ,#local_130 ]
4 uxth r 4 , r 4
5 l d r .w param_3, [ param_3,param_4,
6 l s l #0x2 ]
7 mov param_2,#0x1
8 and param_4,r4,#0x1f
9 l s l . w param_4,param_2,param_4

10 t s t param_4,param_3
11 i tE eq
12 mov.eq r5,param_2
13 mov.ne r 5 ,#0x0
14 rsb r 6 , r 5 ,#0x1
15 l s l r 6 , r 6 ,#0x5
16 l s l r 5 , r 5 ,#0x5
17 add.w r 9 , r 1 0 , r 6
18 add.w r 8 , r 1 0 , r 5
19 add r 6 , r 1 1
20 add r 5 , r 1 1
21 bl tr igger_low
22

1 XYcZ_initial_double (Rx [ 1 ] , Ry [ 1 ] , Rx [ 0 ] ,
Ry [ 0 ] , i n i t i a l_Z , curve ) ;

2 f o r ( i = num_bits − 2 ; i > 0 ; −− i ) {
3 t r i gger_high ( ) ;
4 nb = ! uECC_vli_testBit ( s ca l a r , i ) ;
5

6 XYcZ_addC(Rx[ 1 − nb ] , Ry[ 1 − nb ] , Rx [ nb
] , Ry [ nb ] , curve ) ;

7 XYcZ_add(Rx [ nb ] , Ry [ nb ] , Rx[ 1 − nb ] , Ry
[ 1 − nb ] , curve ) ;

8 }
9

1 bl t r i gger_high
2 l d r param_3, [ s p ,#local_130 ]
3 as r param_4,r4,#0x5
4 uxth r 4 , r 4
5 l d r .w param_3, [ param_3,param_4,
6 l s l #0x2 ]
7 s t r r 7 , [ s p ,#0x0]=>local_140
8 and param_4,r4,#0x1f
9 mov param_2,#0x1

10 l s l . w param_4,param_2,param_4
11 t s t param_4,param_3
12 itEET ne
13 mov.ne r 6 ,#0x20
14 mov.eq r 6 ,#0x0
15 mov.eq r 5 ,#0x20
16 mov.ne r 5 ,#0x0
17 add.w r 9 , r 1 0 , r 6
18 add.w r 8 , r 1 0 , r 5
19 add r 6 , r 1 1
20 add r 5 , r 1 1
21

Figure 5.3: Side by side comparison of the generated assembly code corre-
sponding to the C code given above. The only di�erence in the C code on the
right side is a lack of the line trigger_low(). In the assembly code various
things change which already occur above the line which was removed.

The most notable change is in the branch which previously caused a lot of

44



CHAPTER 5. SIDE CHANNEL ANALYSIS OF ECC

leakage. This branch now performs two almost equivalent operations:
Before After
mov.eq r5, param_2 mov.ne r6, 0x20

mov.ne r5, 0x0 mov.eq r6, 0x0

mov.eq r5, 0x20

mov.ne r5, 0x0
Due to this change we now no longer are able to distinguish a 0-bit or 1-bit at
the previously found location on the trace.

5.1.3 A new attack without a trigger

In order to ensure that the trigger code does not in�uence the execution of
the ECC multiplication we move all of the triggering code to the outside of
the multiplication loop. The trigger is only called once before the start of the
actual multiplication. We veri�ed the correctness of the code by disassembling
the compiled binary and comparing it with a version which did not contain any
trigger at all. This time there were no di�erences in the section which performs
the scalar multiplication. We therefore now can present an attack which should
work on a unmodi�ed version of MicroECC compiled with default compiler
options.

Figure 5.4: TVLA of the uECC testBit function using an alternating bit. The
TVLA was done using 1000 traces spread accross 2 runs. One line is given for
each run.

We again perform the same test as in Section 5.1. We increased the cut-o�
frequency of our �lter to 4.5KHz as this gave us better results. The TVLA plot
is given in �gure 5.4. We also again plot the mean of each group of traces which
can be found in �gure 5.5. We see the greatest di�erences between the two
traces starting at around 1200 samples. These captured traces could be used as
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Figure 5.5: Mean power consumption of the testBit function. The green line
gives the mean of all traces for which the bit was 1. The red line gives the mean
of all traces for which the bit was 0. The region between the dashed lines is the
point of interest which we attack.

a template for a template attack. However, we shall show that we can attack
MicroECC without the need for a template.

5.1.4 A horizontal attack on MicroECC

To perfom the attack we capture one trace of an ECSM on the target the
device. From this trace we extract the individual iterations of the Montgomery
ladder loop. This is done by applying a low-pass �lter to the trace with a
cut-o� frequency of 1KHz. This �lter eliminates most di�erences between the
iterations. Using the SAD metric from Section 3.6 we can compare whether
two segments of the trace are similar. In this way we can search for repeating
pattern in the trace and extract segments of 1000 samples corresponding to each
iteration of the loop. We know that one loop iteration corresponds to around
400.000 samples. Therefore we search for segments which are aproximately
400.000 samples apart from eachother. Using this technique we can �nd a
segment for almost all loop iterations. For a couple iterations we were not able
to locate the segment. This is possibly caused by additional noise during the
computation.

If we overlay all the segments, we obtain �gure 5.6. If we take a closer look
at the portion of the trace around sample 705 (�gure 5.7, we can clearly see
two distinct groups of traces. One group which corresponds to a 1-bit and
one group which corresponds to a 0-bit. This separation can also be observed
without coloring the traces, therefore it can be used to recover the bits of the
private scalar. We used this attack to attack the �rst 58 bits of a private scalar
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used in an ECDH computation. We were able to recover 94% of the scalar bits
with a 100% success rate. We repeated the attack with multiple public and
private keys.

Figure 5.6: Traces corresponding to the �rst 58 iterations of the scalar multi-
plication. Each line corresponds with 1 iteration. Lines corresponding to a 1-bit
are green, lines corresponding to a 0-bit are red. The region between the dashed
lines is the point of interest which we attack.

The point which we are attacking corresponds to sample 1205 in the TVLA
trace given in �gure 5.4. The TVLA does indicate that there is leakage at this
point, however the peaks are much larger at other points on the trace. The
same can be seen in �gure 5.5; the di�erence in means is much greater at other
points. This raises the question whether this attack would not be more e�ective
at another point on the trace. The answer to this question can be found if
we look at the standard deviation between the di�erent traces. The standard
deviation between the di�erent traces is given in �gure 5.8. Here we see that at
these points which show a large di�erence in mean there also is a large standard
deviation. If we overlay the traces, this means that we will not see two clear
groups of traces, but a wide spectrum of traces instead. Due to this e�ect the
attack does not work at these points.
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Figure 5.7: Traces corresponding to the �rst 58 iterations of the scalar multi-
plication. Each line corresponds with 1 iteration. Lines corresponding to a 1-bit
are green, lines corresponding to a 0-bit are red. The region between the dashed
lines is the point of interest which we attack.

Figure 5.8: Left: Standard deviation between traces in within the same group.
The standard deviation for the group corresponding to a 1-bit are given in green,
the group corresponding to a 0-bit in red. Right: The di�erence in means between
the two groups of traces.
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Chapter 6

Conclusion

In this thesis we researched the side-channel security of two popular embedded
cryptographic libraries: Mbed TLS and MicroECC. We �rst built two low-
cost side-channel evaluation setups. We then successfully attacked the AES
implementation in Mbed TLS. We showed which countermeasures were e�ective
and how to use TVLA to verify this. We then also evaluated the side-channel
security of MicroECC and were able to �nd a new side-channel vulnerability in
this library.

6.1 TVLA conclusions

Our main question regarding TVLA was whether it was suitable as a general
testing methodology for side-channel leakage. From our literature study we
found that TVLA often gives false-positives, i.e. it exposes leakage which in
no way can be exploited in a side-channel attack. Futhermore, TVLA is not
suitable for testing asymmetric cryptography and very little work has been done
on adapting it for this purpose. In our experiments we had the same �ndings as
found in literature. In our analysis of AES we found leakage at many locations,
whereas most known attacks only target very speci�c locations. In our analysis
of ECC we had to adapt TVLA to use it on ECC. In the context of our horizontal
attack we noticed another limitation of TVLA; it only tests for a di�erence in
means between two groups of traces. In our attack a large di�erence of means
is not very useful if the standard deviation between the traces is large.

6.1.1 Future work on TVLA

We gave a few pointers to improve TVLA as a testing method for resistance
against template and horizontal attacks. Further research would be needed to
develop a new testing methodology based on TVLA which can properly test for
leakage which can be abused in a template attack or horizontal attack. The
addition of the standard deviation to the test could be a good starting point for
this.
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6.2 AES conclusions

We can conclude that the AES implementation in Mbed TLS does not o�er
any protection against power-based side-channel attacks. However, it can easily
be extended to include protection against side-channel attacks. The boolean
masking scheme from Section 4.4.1 o�ers protection against �rst order side-
channel attacks at a very low cost in terms of memory and clock cycles. It does
require a very rigorous implementation approach; when implementing the mask-
ing scheme it is important to ensure that all intermediate values are also masked.
The threshold scheme covered in Section 4.4.2 o�ers a provably secure masking
of AES. The main advantage of this approach is that it can easily extended
with multiple shares, o�ering protection against higher order side-channel at-
tacks. Another advantage of this approach is that it is nearly impossible to
implement it incorrectly. A major downside of this approach is the number of
clock cycles which it consumes. Our un-optimized implementation takes around
184k clock cycles to encrypt a single block, whereas the original Mbed TLS
does this in around 1k cycles. For resource constrained embedded devices such
a large decrease in performance is not an option, making this not a very suitable
software countermeasure. The hybrid scheme given in Section 4.4.3 o�ers the
same level of protection as the threshold scheme, but does this at a lower cost in
terms of clock cycles. The downside comes in terms of memory usage, it requires
additional lookup tables which consume a signi�cant amount of memory.

6.2.1 Future work on AES

Our work focused on creating proof-of-concept AES implementations containing
the aforementioned countermeasures. All countermeasures were evaluated for
protection against �rst order attacks using up to 10.000 traces. Due to time and
resource constraints we did not do any tests using more than 10.000 traces, as
these tests would take multiple days or weeks to complete and require signi�cant
amounts of data storage. For a higher level of assurance these tests should be
repeated with more traces. The performance of the AES implementations also is
an area which could be improved on. It could be investigated whether the hybrid
scheme can be optimized enough to make it a viable option as a software-based
countermeasure.

6.3 ECC conclusions

MicroECC required a new approach compared to AES. Due to the randomized
projective coordinates DPA style attacks do not work. We therefore explored
template attacks and horizontal attacks in the context of ECC. We found that
we can recover almost the full ECC private key using a horizontal attack. We
also discovered that in certain cases a compiler can generate assembly code
which eases this attack.

6.3.1 Future work on ECC

It is not enitrely clear what causes the leakage which we are exploiting in our
attack. One hypothesis is that it is caused by a memory access which depends
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on a secret value. Verifying this is a non-trivial operation and would need
further work. Once the cause is known countermeasures for this attack should be
explored and evaluated. A possible countermeasure introduced in [52] is storing
data in memory addresses with the same hamming weight for two di�erent
addresses. Another possibility is the countermeasure introduced in [53], which
randomizes the order of the iterations of the Montgomery ladder.
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Appendix A

Threshold multiplication

scheme correctness proof

By induction we prove that

n⊕
j=0

oj = (x0 ⊕ · · · ⊕ xn) · (y0 ⊕ · · · ⊕ yn) (A.1)

given that x and y both are split in to n shares.

Base case: n=1 For n = 1 this clearly holds:

1⊕
j=0

oj = (x0y0 ⊕
1⊕
i=1

r0,i)⊕ (x1y1 ⊕
0⊕
i=0

ti,1) (A.2)

= x0y0 ⊕ r0,1 ⊕ x1y1 ⊕ t0,1 (A.3)

= x0y0 ⊕ r0,1 ⊕ x1y1 ⊕ (r0,1 ⊕ x0y1)⊕ x1y0 (A.4)

= x0y0 ⊕ x1y1 ⊕ x0y1 ⊕ x1y0 (A.5)

= (x0 ⊕ x1)(y0 ⊕ y1) (A.6)

(A.7)
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APPENDIX A. THRESHOLD MULTIPLICATION SCHEME

CORRECTNESS PROOF

Induction step If our equation A.1 holds for some n, then we shall now show
that it also holds for n+ 1.

n+1⊕
j=0

oj =

n+1⊕
j=0

(xj · yj ⊕
j−1⊕
i=0

ti,j ⊕
n+1⊕
i=j+1

rj,i)

=

n⊕
j=0

(xj · yj ⊕
j−1⊕
i=0

ti,j ⊕
n⊕

i=j+1

rj,i)⊕
n⊕
j=0

rj,n+1 ⊕ xn+1yn+1 ⊕
n⊕
i=0

ti,n+1

=

n⊕
j=0

oj ⊕
n⊕
j=0

rj,n+1 ⊕ xn+1yn+1 ⊕
n⊕
i=0

ti,n+1

=(x0 ⊕ · · · ⊕ xn) · (y0 ⊕ · · · ⊕ yn)⊕ (r0,n+1 ⊕ · · · ⊕ rn,n+1)

⊕ xn+1yn+1 ⊕ (t0,n+1 ⊕ · · · ⊕ tn,n+1)

=(x0 ⊕ · · · ⊕ xn) · (y0 ⊕ · · · ⊕ yn)⊕ (r0,n+1 ⊕ · · · ⊕ rn,n+1)

⊕ xn+1yn+1 ⊕ ((r0,n+1 ⊕ · · · ⊕ rn,n+1)⊕ yn+1(x0 ⊕ · · · ⊕ xn)

⊕ xn+1(y0 ⊕ · · · ⊕ yn))

=(x0 ⊕ · · · ⊕ xn) · (y0 ⊕ · · · ⊕ yn)

⊕ xn+1yn+1 ⊕ yn+1(x0 ⊕ · · · ⊕ xn)⊕ xn+1(y0 ⊕ · · · ⊕ yn)

=(x0 ⊕ · · · ⊕ xn+1) · (y0 ⊕ · · · ⊕ yn+1)
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