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Context-driven motion planning at non-equipped
intersections

1* E.P. Steenhof
Department of Mechanical Engineering (CST)
Eindhoven University of Technology
Eindhoven, The Netherlands
e.p.steenhof @student.tue.nl

Abstract—In recent years, several Intersection Managment
(IM) methods have been proposed to regulate autonomous
vehicles at traffic intersections. Centralized IM methods are
able to improve the throughput and regulate autonomous ve-
hicles at intersections. However, these methods rely on two-way
vehicle-to-everything (V2X, X2V) communication, which in many
situations, including in urban scenarios where human-driven
and autonomous vehicles coexist, are not always economically
or technically feasible. Therefore, in this paper a decentralized
motion planning method is presented for intersections, which
does not require V2X communication and solely relies on the
ego-vehicle on-board sensors. As a result this method provides a
safe crossing at non-equipped intersections (i.e., no intersection-
to-vehicle communication). The decentralized motion planning
method integrates a high-level hierarchical finite-state machine
(FSM) with Model Predictive Control (MPC) techniques. A
hierarchical FSM is used as the behavioral layer of the algorithm,
which is based on traffic rules and uses boolean logic to incorpo-
rate context information. Additionally, a MPC-based controller
is used to track the reference trajectory of the ego-vehicle
and to account for the kinematic constrains. A numerical case
study involving five intersection types is provided to validate the
proposed method. As we will demonstrate, the proposed solution
is able to regulate the ego-vehicle at five different intersection
types without the requirement of V2X communication, whilst
also respecting the kinematic behavior of the ego-vehicle.

Index Terms—Decentralize motion planning, model predictive
control, finite-state machine, context information categorization.

I. INTRODUCTION

The first motorized vehicle dates back to 1885, when Karl
Benz first introduced the internal combustion car to the world
[1]. Since then, the car has made enormous technical advances
in terms of safety and reliability, by either using passive
or active safety improvements in vehicles. Passive safety
improvements include airbags, seat belts and high energy
crumble zones, in order to reduce injury on the passengers in-
case of an accident. Active safety systems focus predominantly
on accident prevention and include Electronic Stability Pro-
gram (EPS), Autonomous Emergency Braking System (AEBS)
and Lane Keep Assist (LKA) [2].

Despite these advancements, the number of traffic deaths
and injuries are increasing in the Netherlands [3]. A compre-
hensive study on road safety [4] concluded that, human errors
were the sole cause in 94% of all accidents. In contrast, only
2% of all accidents were due solely to mechanical failures

(e.g., blowout tire) and 2% were only caused by environmental
factors (e.g., weather conditions) [4]. Other studies [5—7] show
that human errors play a crucial role in traffic congestion
and accidents. Furthermore, recent studies indicate that driver
errors contribute to up to 75% of all roadway crashes [8].

In particular traffic accidents that are related to intersections
occur all too often. Statistic studies from several European
countries show that 43% of all road injury accidents are
related to intersections [9]. In the USA, about 96% of all
intersection related accidents are caused by human drivers
[10]. Human negligence is the major cause of these traffic
accidents. As such there is a need for reducing human-caused
traffic accidents (or even eliminating them altogether). A
promising solution might be by moving the responsibility of
driving from the human driver to the vehicle [11].

One technique that fits the later solution directly is In-
tersection Management (IM), which takes away the involve-
ment of the human drivers by increasing the control effort
from current intersection infrastructure designs (e.g., traffic
light intersections). A literature study [12] shows that 93%
of all proposed intersection management methods rely on
fully automated and fully connected vehicles. Relatively little
intersection management methods assume the coexistence of
both Autonomous Vehicles (AV) and Human driven Vehicles
(HV) or non-connected vehicles.

Existing approaches for IM methods can, firstly be cat-
egorized into two different approaches, active and passive.
An active approach (e.g., [13]) relies on vehicle-to-everything
communication (V2X, X2V) while a passive approach (e.g.,
[14]) does not. Secondly, IM methods can either be centralized
or decentralized. Centralized methods (e.g., [15-17]), rely on
a centralized control unit at each intersection. Centralized
methods, however, could require a lot of time and money to
realize, because they require alterations to intersections [18].
An easier way is to apply decentralized methods (e.g., [19,
20]), because they use existing intersection layouts and alter
them as little as possible, in order to increase integration and
to reduce cost. In this paper we will be interested in passive
decentralized solutions given these benefits. Finally, note that
existing approaches for IM methods can be categorized into
three different categories, optimization-based, rule-based and
hybrid.

Optimization-based methods (e.g., [16, 21, 22]) have been



developed to handle autonomous vehicles at intersections
for mixed-traffic (i.e., both HV and AV) scenarios. The
optimization-based methods can easily handle multiple goals
and complex conditions by changing objective functions,
constraints, and searching algorithms. However, optimization-
based methods may lead to prohibitively high computational
burden and may not always provide a global optimal solution
(e.g., minimal travel time for all the vehicles) in the time in-
terval required for intersection management [23]. Furthermore,
according to [23], the computational burden of optimization-
based methods significantly increases with increasing traffic
volumes and the complexity of the situation (e.g., more
road-users). Therefore, it might be difficult to implement
optimization-based methods in real-time without the use of
expensive massive cloud computing services.

Rule-based methods (e.g., [13, 15]) have successfully been
developed to improve safety at intersection for mixed traffic
scenario. Rule-based methods are easier to comprehend and to
design, compared to optimization-based methods [12]. Further-
more, the computational burden of ruled-based methods are
lower compared to optimization-based methods [12]. However,
the design complexity of the rule-based method significantly
increases when considering multiple goals (e.g., improve
safety while also increase traffic throughput) and constraints in
the model [12] due to, for example, rule explosion. The design
of such systems and guarantees on their correct functionality
could become complicated then.

Hybrid methods combine both rule-based and optimization-
based methods and have been implemented for intersec-
tion control problems (e.g., [19]). Since hybrid methods are
partially based on rules, their computational burden is less
compared to optimization-based methods, making them more
amendable for real-time implementation. The optimization
part of hybrid methods improves their adaptivity to changing
circumstances compared to rule-based methods. Nevertheless,
a different combination of rule-based and optimization-based
methods may lead to a significantly different performance [12]
and as such effective design methods are needed.

A. Contributions and proposed approach

The research in this paper aims to advance the state of the
art by introducing a novel method, which is as generic as
possible and is able to handle the most common intersection
types:

o T-intersection

« Roundabout

o Fourway no priority pre-assigned (NPA fourway)

o Fourway priority pre-assigned (PA fourway)

o Traffic light intersection (TL)

These intersection types also function as the use-cases for
this research and are graphically shown in Appendix A-A.
The goal in this paper is to design a motion planning method,
which is fully decentralized and only relies on data gathered by
the ego-vehicle sensors at the intersection. Note that gathering
data using wireless communication (i.e., X2V) is deliberately
excluded, since in a mixed (human driven and autonomous

vehicles) driving scenario not all vehicles are expected to be
fully connected. This paper presents three main objectives in
the context of motion planning for autonomous vehicles at
intersections:

o A decentralized motion planning algorithm that only re-
quires data gathered by the on-board ego-vehicle sensors.

o A context information categorization approach, which
converts sensor data into logic boolean expressions.

o Integration of a hierarchical finite-state machine with
model predictive control techniques.

In order to achieve these objectives, a ruled-based approach
is used, because a rule-based approach is easier to design and
to comprehend. Furthermore, the low computational burden
makes it attractive for real-time implementation. The algo-
rithm proposed in this paper is inspired by the algorithm
developed in [24], where a high level ruled-based approach
is integrated with a vehicle controller. The remainder of the
paper is organized as follows. Section II provides the problem
formulation with Section II-A explaining the terminology of
the automated vehicle architecture. Section III provides a
reflection on behavioral planners. In Section IV the proposed
solution is explained and Section V explains the integration
of MPC techniques within the proposed solution. Section
VI provides the simulation results in order to validate the
proposed solution. Section VII is dedicated to concluding
remarks on the proposed solution.

II. PROBLEM FORMULATION

The goal of the motion planning module is to calculate
appropriate actuation setpoints (e.g., steering angle and ac-
celeration) for an autonomous vehicle, which uses a set of
waypoints and is able to adapt to dynamically changing
context information at intersections. The path of the ego-
vehicle through the intersection is assumed to be given by
a set of waypoints, which are a set of coordinate points in a
global space. Mathematically this can represented as,

W 2 {(29(0),y%(0)) € R* |

where 9 : N — R and y9 : N — R refers to the o'"
longitudinal position and the lateral position respectively, in
the global space. These waypoints are the input for the context-
based motion planning problem as show in Fig. 1.

0 €N}, ()

w Context-based
motion planning

o(), ax(t)

Fig. 1. Context-based motion planning input and output overview.

To enable context-based motion planning and control of the
vehicle, the actuator inputs need to be calculated. This requires
finding the required §(¢) steering and a,(t) acceleration set-
points that adapt to changing context information (e.g., traffic



light color change) at intersections. These actuator setpoints
are the desired output of the context-based motion planning
problem as shown in Fig. 1. An automated vehicle architecture
needs to be designed in order to generate these outputs in a
structured way. The terminology of such an architecture is
explained in the next section.

A. Automated vehicle architecture

The core competencies of an automated vehicle architecture
can be subdivided into three main categories [25], namely
perception, planning, and control, as depicted in Fig. 2. In this
paper the core competencies of an automated vehicle architec-
ture are integrated in order to validate the proposed context-
based motion planning solution at multiple intersections. Each
competency is explained in more detail below. Furthermore,
assumptions on the out of scope competencies are defined.

Environmental
Perception

Localization

Perception

Motion planning,
Mission Planning
Path generation

Planning
Behavioral planner

Trajectory generation

Trajectory tracking

Low level actuation
control

Control

Fig. 2. Automated vehicle architecture overview, showing core and sub-core
competencies and highlighting in grey the competencies related to this paper.

Perception refers to the ability of an autonomous system to
collect information from the environment and extract relevant
data. Environmental perception refers to developing a contex-
tual understanding of the environment, such as the location
other road-users (with respect to the ego-vehicle), detection
of road markings, traffic signs, and categorizing data by their
relevance. Localization refers to the ability of the ego-vehicle
to determine its position with respect to the environment (e.g.,
GPS coordinates). In this paper a fixed world coordinate frame
is used for the localization of the ego-vehicle. The exact
location of other road-users with respect to this fixed world
coordinate frame is unknown.

Planning refers to the process of making purposeful deci-
sions in order to achieve the ego-vehicle’s higher order goal,
such as driving from city A to city B. The mission planner
(i.e., the route planner) considers high level goals, such as the
end destination and which roads should be taken to achieve
this end destination. The path generator generates appropriate
paths and sets of actions to achieve local objectives (e.g., turn
right at a specific intersection), with the most typical objective

to reach the end goal destination. The mission planner and path
generator block are outside of the scope of this paper and will
be assumed available. It is assumed that the AV knows if it
wants to turn left, right or go straight through at a specific
intersection, given by a set of waypoints.

The behavioral planner (i.e., the decision maker) makes
decisions to properly interact with other road-users and follow
traffic rules, and thereby generates actions, such as change
lanes, overtake, proceed through or stop at the intersection
etc. The trajectory generator additionally adds the velocity
information to the path generated by the path generator based
on the action (e.g., stop or go at an intersection) decided by
the behavioral planner [25].

The control competency, refers to the ego-vehicle’s ability
to closely follow the reference trajectory (i.e., trajectory track-
ing). A control algorithm is used to select appropriate actuator
input set points to carry out the planned motion and correct
tracking errors [26]. Low level actuation control uses these
actuator set points as reference set points for actuator control
(e.g., electric motors).

The motion planning module within an automated vehi-
cle architecture, as shown in Fig. 2, consists of four sub-
competencies and is a broad research topic. The motion
planner is responsible for calculating a safe, comfortable, and
kinematically feasible trajectory from the current position of
the ego-vehicle to the end goal position [26]. Depending on
the application, the goal position may differ, such as the
center of the stop line at the next intersection, or the next
desired parking spot. The motion planner could use informa-
tion about static and dynamic obstacles around the vehicle and
generates a collision-free trajectory that satisfies dynamic and
kinematic constraints on the motion of the vehicle. However,
the main objective of the motion planner in this paper is to
regulate the ego-vehicle at five different intersections without
the requirement of V2X communication, to correctly adapt
to changing context information (e.g., changing traffic light
color) and to correctly interact with other road-users (e.g.,
give way according to traffic rules). So in order to lower
the computational burden of the created solution the motion
planner in this paper does not take active obstacle avoidance
(i.e., driver around an obstacle) into account.

III. STATE OF THE ART
A. Behavioral planners reflection

An autonomous vehicle system requires a behavioral plan-
ner in order to function, as shown in Fig. 2. In this Section four
different behavioral planners (Finite State-Machine, Reinforce-
ment Learning, Partially Observable Markov Decision Process,
Inverse Reinforcement Learning), are compared to each other
and are evaluated based on the following four Key Performance
Indicators (KPI's): Complexity: The ease for a designer to
understand, grasp and apply the method. Maintainability: The
ease to adapt the method, e.g., when requirements are revised
or added. Scalability: The ease to incorporate more road-
users and various driving scenarios. A method with better
scalability requires less amount of work to be revise when



the driving scenarios become more crowded or more complex
due to, for example, different road layouts, traffic signs or
incorporating different types of road-users (e.g., pedestrians
and cyclists). Computation/Data Burden: The computational
burden and the amount of data required in order to make
the method function properly. The behavioral planners are
evaluated using the KPI's and from a high-level point of view
(i.e., not regarding specific urban traffic use-cases).

1) Finite State-Machine: A finite state-machine (FSM) is a
model that describes the behavior of a system in each state.
Based on the current state and a given input, the FSM performs
state transitions and produces outputs. There are basic types
like Mealy and Moore machines and more complex types like
Harel and Unified Modeling Language (UML) state charts
[27-29].

According to [30] the FSM has the following four advan-
tages. Firstly, the rules that have to be checked are limited to
the different states and the transition conditions. Rules that do
not apply to the current state can be left out. This limits the
conditions that have to be checked at every iteration. Secondly,
the (traffic) rules can be applied directly to different state
transitions and scenarios. Thirdly, the implementation of FSM
as a behavior planner is simpler than other behaviour planner
methods. FSM visually shows how the states change due to
dynamic changes in the system, influenced by the environment
and other road users. This also enables to quickly find faulty
or unexpected behaviour of the system. Fourthly, the data
cost and the computational burden are low due to the discrete
nature.

However, FSM has the following three disadvantages [30]:
Firstly, rule-explosion (i.e., low maintainability) could occur
when complex use cases need to be handled, leading to a rapid
increase in the number of rules/states (i.e., rule explosion).
Secondly, dealing with a noisy environment could be difficult
for a FSM, for example, if a low signal to noise value makes
it impossible to validate a transition condition (e.g., yield sign
detection). Leading to undesired behaviour of the autonomous
vehicle. Thirdly, the handling of newly encountered traffic
situations. Due to the discrete nature of this approach, the pre-
programmed logic of the system could react in an incorrect
way, i.e., guaranteeing correct behavior could be difficult.

2) Reinforcement Learning: Reinforcement Learning (RL)
is a form of machine learning in which an agent learns how
to interact with a given environment by taking actions and
receiving a continuous reward. This reward works in a similar
way to cost functions in optimal control algorithms. The agent
could start by interacting with a simulated environment. At the
start the agent will not be good at the particular task. However,
over time as the agent tries to maximizes its reward, the agent
might eventually learn how to master the task (more details
on this method can be found in [31]).

There are three advantages [30, 32], for reinforcement
learning. Firstly, there is less rule explosion compared to the
FSM method. Secondly, the scalability of the algorithm is
better. The algorithm could learn new scenarios directly from
newly created simulation environments. Thirdly, the algorithm

can safely filter out failure cases (e.g., AV not stopping for a
red light) in a simulation environment.

While reinforcement learning is a very interesting and
highly promising area of research, there are two major dis-
advantages according to [30]. Firstly, many simulation envi-
ronments used to learn the policies required for autonomous
driving are often too simplified. Due to this simplicity, the
policies learned may not be transferable to real world traffic
environments. Severe computational requirements occur when
more realistic simulators are used. Secondly, there is an issue
concerning safety. It is, according to [30],“difficult to perform
rigorous safety assessment of a learned system, as they are
mostly black boxes in terms of the way in which decisions
are made.”

3) Partially Observable Markov Decision Process:
(POMDP) uses a special reinforced learning model with
rewards, which has the main advantage, according to [32], that
it is able to make decisions in case there is uncertainty in the
system and there are unobservable states (more details about
how the POMDP model works can be found in[33]). However,
according to [32], POMDP models lead to a computationally
high burden behaviour planner, due to the added mathematical
complexity of POMDP models compared to the traditional RL
models.

4) Inverse Reinforcement Learning: In Inverse Reinforce-
ment Learning (IRL) rather than trying to obtain a policy given
a reward function, the approach is to use data gathered from
human actions to create the maximum reward policy instead
of learning such a policy on its own. Once the reward policy
is learned by the IRL model, the behavioral planner could
execute driving decisions similarly to a human driver.

IRL methods, according to [30], have two main advantages.
Firstly, the scalability of the algorithm is better than the FSM
method and the RL model. This is because IRL can use newly
gathered data, from other road users (e.g., human drivers), to
learn how to handle newly encountered scenarios. Meaning
that IRL could keep on improving when more data is available
for the maximum reward policy. Secondly, the maintainability
is better compared to the FSM method, since it does not
necessarily requires a predefined set of rules.

IRL is promising as a behaviour planner, however it has the
following three disadvantages [34]. Firstly, data acquisition:
IRL requires massive data sets to train the algorithm, these data
sets should be unbiased and of good quality. Data acquisition
might also be difficult due to privacy laws and regulations.

Secondly, the computational burden: IRL requires sufficient
time to learn and develop a good maximum reward policy with
a considerable amount of accuracy and relevancy. Depending
on the application, IRL also needs high computational power
to process the data quickly enough for real-time traffic appli-
cations.

Thirdly, high error-susceptibility: IRL is an autonomous
system but highly susceptible to errors. For example, in case
an IRL algorithm is trained with data sets small enough to
be noninclusive. This could lead to biased predictions coming
from a biased data set. Leading to a chain of errors that could



remain undetected for long periods of time, because of the
automated nature and complexity of the algorithm.

In Table I an overview of the discussed behaviour planners
is shown, against the four KPI criteria. In this thesis the FSM
method is used as the behaviour planner for the proposed
solution, because the low computation burden and complexity
makes it the most attractive method to handle complex urban
scenarios within reasonably computation times. Furthermore,
the low data requirement of the FSM method makes it an
attractive choice for a behavior planner where no V2X com-
munication is available. The design of the FSM behavioral
planner is explained in detail in Section I'V-B.

TABLE I
BEHAVIOUR PLANNERS HIGH-LEVEL KPI OVERVIEW
FSM | RL | POMDP | IRL
Computation/Data Burden ++ - - - -
Scalability - +/- + —+
Complexity ++ +/- B N
Maintainability - + + T+

IV. DECENTRALIZED CONTEXT-BASED MPC MOTION
PLANNER

In this thesis a decentralized (i.e., implemented inside the
ego-vehicle) context-based MPC motion planning algorithm
is designed, which combines the three core competencies (as
described in Section II-A) of an automated vehicle architec-
ture (shown in Fig. 2). The block diagram of the proposed
decentralized context-based MPC motion planner algorithm is
shown in Fig. 3.

Planning:

1

1

1 Context
: drive_status = [0/1]

1| veh_det_L =[0/1]

1 | ven_det R =[or1]

1 | veh_det s =[0/1]

Logics

Go/Stop

light_status = green, orange/red,
none
yield_sign = priority, yield, none

L i R
————— T B T
\Perception h
1
' H H Reference
' 1 E(k+1) Generator
1 i
! Radar data 1 ;
! ' l il
: 1 1 E(k+1)
1 | Vehicle Sensors Vehicle Model [ _ 7 MPC
e e ST pe®_ o
Fig. 3. The block-diagram of the decentralized Context-based model-

predictive control motion planning algorithm.

The function of each block is explained in more detail in
the next sections.

A. Perception block

The perception block consists of two sub-blocks, namely the
vehicle model and vehicle sensors. The vehicle model block
is a kinematic bicycle model and is used for the localization

part of the algorithm (Fig. 2), using world coordinates. The
vehicle sensors handle the environmental perception part of the
algorithm (Fig. 2). In order to connect the perception and the
planning competencies (black dotted and purple dotted blocks
in Fig. 3), context information categorization is required, as
explained below in more detail.

1) Environmental perception: The vehicle sensors provide
crucial information on the driving environment and provide the
environment perception. Environmental perception consists of
two critical elements: Firstly, detect and recognize traffic light
color and traffic signs, which is assumed to be available, i.e.,
a processing algorithm using the camera on the ego-vehicle is
able to give this information. Secondly, road-users detection,
which is handled by short-range radars on the ego-vehicle.

2) Context information categorization: Logic boolean ex-
pressions (green box in Fig. 3) are used as the context cate-
gorization, since the FSM requires logic transition statements.
The radars in the vehicle split the font view into three detection
zones: Left, Straight and Right (as shown in Fig. 17 in
Appendix A-B), each with their own logic boolean conditions.
0 means no road-user is detected, 1 means a road-user is
detected in this radar zone. Furthermore, traffic light status
and yield sign detection are also implemented using a logic
boolean expression. All these logic booleans are used in the
Hierarchical FSM, which is described in Section IV-B.

B. Hierarchical FSM behavioral planner

Using hierarchy in the FSM (thus obtaining a hierarchical
FSM) improves, according to [30], the maintainability and the
scalability of the FSM behavior planner we will create. A three
level hierarchical FSM is created as the behavior layer of the
proposed algorithm (FSM box in Fig. 3).

In this Section the three level hierarchical FSM is explained,
from top to bottom. In Fig. 4 the blue blocks are level one, the
red blocks are level two and the black blocks are level three
of the hierarchical FSM.

1) Level one: type of turn: The first level of the hierarchical
FSM consists of three different states (left turn, straight, right
turn), which correspond to the three types of manoeuvres (i.e.,
left turn, straight and right turn) the ego-vehicle can make
at an intersection. Each of these manoeuvres has its own
logic boolean expression and functions as the state transition
conditions as shown in Fig. 4.

2) Level two: high or low priority: The second level of the
hierarchical FSM consists of two different states being high
priority and low priority road. The transition between these
two states depends on context (environment perception) logic
boolean conditions, e.g., if a yield sign or a traffic light is
detected, as shown in Fig. 18. Since these are the boolean
conditions of the transition of level two, both these states are
inside the parent states Straight, Left Turn and Right Turn of
level one (as shown in Fig. 4).

3) Level three: Stop or Go: The third level consists of two
states Go and Stop, which are both inside the parent states
HighPriorityRoad and LowPriorityRoad of level two. Now the
context logic boolean conditions (green box in Fig. 3) of the
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Fig. 4. The blue blocks are the first level, the red blocks are the second level
and the black blocks are the third level of the hierarchical FSM.

radar detection zone are used. The transition statements are
designed such that the ego-vehicle is obeying the traffic rules.
For example, when the ego-vehicle is on a high priority road
and wants to turn left, in case it detects a vehicle in the front
radar it should stop to give priority to the upcoming traffic
(Fig. 19), as mandated by the Dutch traffic rules (see [35] to
find all the Dutch traffic rules). This leads to different boolean
expressions on the transition between the Go and Stop state
depending on the previous higher level states (turn type and
high or low priority), as shown in Fig. 19 until 24 in Appendix
A-C.

V. CONTROL

Based on the two state decision Go or Stop made by the
hierarchical FSM a reference trajectory will be generated
by the reference generator (yellow box in Fig. 3) and is
explained in Section V-A. In order to closely follow the
reference trajectory from the reference generator, a control
algorithm (Control layer in Fig. 3) is required to calculate
appropriate actuator inputs (i.e., steering angle and acceler-
ation of the ego-vehicle). Model Predictive Control (MPC)
has seen an uprise in automotive applications [36] and has,
according to [25], some attractive advantages compared to a
PID controller. Firstly, MPC allows for an easier design of
a multi variable feedback controller. Secondly, MPC respects
actuator limitations by setting constrains. Thirdly, MPC uses
an objective function to optimize the control input effort. The
MPC algorithm is explained in Section V-B.

1) Trajectory Generation and Tracking: There are two
general approaches to trajectory generation with known path
information. The first approach uses the optimization method
to both generate a trajectory and to track it simultaneously.
This method integrates both the generation and tracking tasks
into one optimization problem. This approach is often applied
for optimal time application (e.g., [37]). Running the opti-
mization problem in real time is a challenge due to limited
processing power, and may lead to high computation times
for planning in a complex environment [25] (e.g., urban
scenarios). The second approach is to decouple trajectory
generation and tracking. This is the approach used in this

thesis, since this approach reduces the computational burden
of the Model Predictive Control algorithm.

A. Reference generator

The Reference generator (yellow block in Fig. 3) consists
of two main parts. Firstly, the Path Smoother Spline part
generates a smooth continuous vehicle path. Secondly, the
Velocity Profiler generates a velocity profile of the driving
path that satisfies a set of specified kinematic constraints.

1) Path Smoother Spline: The Path Smoother Spline block
generates a smooth continuous vehicle path, consisting of
a sequence of discretized (sampled) waypoints, by fitting
the input reference path waypoints to a second order cubic
spline. The path-smoothing algorithm interpolates a parametric
cubic spline that passes through all input discretized reference
waypoints points, converting a C'-continuous path to a C2-
continuous path ([38, 39] for more details).

2) Velocity Profiler: Choosing the correct velocity profile
can, according to [40], improve smoothness, reduce wear,
and lower transfer times for a broad range of motion control
applications. Trapezoidal profiles tend to increase wear [41],
because of several discontinuities between the acceleration
regions, which could lead to unsought vibrational effects.
S-curve profiles solve this problem, but are more complex
mathematically and thus increase the computation time of the
algorithm. The Velocity Profiler generates a s-curve velocity
profile of a driving path that satisfies the following set of
specified kinematic constraints:

o The maximum allowable speed of the vehicle.

o The maximum longitudinal acceleration and deceleration

of the vehicle.

e The maximum longitudinal jerk of the vehicle.

The generated velocity profile is a seven-interval curve. At
each time interval within the curve, the jerk, acceleration,
and velocity of the vehicle change to satisfy the specified
constraints (see [42] for more details).

B. Model Predictive Control

The general form of the MPC problem for an autonomous
vehicle, solved at discrete steps, used in this paper is formu-
lated as,

n‘l/in J(s(k), Vi), (2a)

st Sipe = f(Sipvie), ¥V i=1,...,Np, (2b)
sojk = s(k), (2¢)

Vie = (Vojks -+ UN, —1|k)> (2d)

Sik €Cipy ¥ i=1,..,Np, (2e)

ik € Vi, V. 1=0,..., N, — 1, (2f)

where s and v represent the states and inputs of the system
respectively, J is the cost term representing the trajectory
following error, f represents the vehicle kinematics, C;);, repre-
sents the state constrains, V|, represents the input constraints



and (2c) represents the initial state condition at any time step
k. V}, is the vector of stacked inputs obtained over a prediction
horizon N,, which refers to the length of the look-ahead
window for which future states and inputs are predicted. The
general form MPC problem (2a) can be rewritten to a the
reference trajectory tracking problem, which uses a quadratic
cost function and is given by,

Np—1

>

=0

i Y (6 - Q- +
(ul|k - U:‘ekf)TR(u”k - u:‘(;f) + (33)

AuikEAu“J

s.t. gi—&-l\k = mKB(gz\kvuz\k)a Vo= Oa "'aNp_]-v (3b)

Sope = &(K), (3¢)

Uk = (Ug|ks -, UN, 1]k, (3d)

Emin <&k S&maz V¥ 1=1,., N, (3e)

Umin < Uik < Umae ¥V 1= 0,...,Np — 1, (3f)

A Upin, < Aui‘k < AUpees ¥V 1=0,...,N,—1, (3g)

where (3a) represents the quadratic cost function with a finite
horizon, where state weight matrix @ > 0, input weight matrix
R >~ 0 and input rate weight matrix £ > 0 are (semi-)positive
definite matrices. girzf represents the prediction reference
states. (3b) represents the non-linear kinematic vehicle model
(as explained in Appendix A-E). (3c) represents the initial
state conditions at any time step k, (3d) represents the vector
of stacked inputs obtained over the prediction horizon, (3e)
represents the vehicle state constrains, (3f) represents the
vehicle input constrains, (3g) represents the vehicle input rate
constrains.

The kinematic bicycle (plant) model (m*?) is a non-linear
system (for more details see Appendix A-E). Although some
non-linear MPC (NMPC) techniques are proposed in literature
[43, 44], it should be noticed that the computational effort
necessary in non-linear techniques is much higher than in
linear MPC (LMPC). In NMPC a nonlinear programming
problem is solved online, which could be non-convex, and also
could have a larger number of decision variables. Furthermore
the global minimum, according to [45], is in general difficult
to find. Thus a linear technique is proposed to overcome
the problem related to the computational burden of NMPC.
The fundamental idea of this technique consists in using a
successive linearization approach, as outlined in [46], yielding
a linear, time-varying description of the system. According to
[46] it is possible to transform the non-linear optimization
problem to be solved at each sampling time (approximately)
in a Quadratic Programming (QP) problem. These type of
problems are convex and can be solved rapidly by numerically
robust optimization algorithms.

The reference generator (Section V-A) provides reference
conditions for the ego-vehicle, over the prediction horizon. The
prediction reference states (§;|Zf ) are calculated by filtering the
reference spline points, which have been generated by the path
smooth spline and the velocity profiler (inside the Reference
Generator). This filtering requires the closest reference spline
point to the current ego-vehicle states. The closest reference
spline points calculation is explained in Appendix A-D. To
adapt to these changing operating conditions, MPC supports
updating the prediction model and its associated nominal
conditions at each optimization step. This can be useful
when, for example, in the corners the heading angle ¢ of
the ego-vehicle can change from 0 to 90 degrees within the
prediction horizon. This leads to the plant model and the
nominal conditions to vary over the prediction horizon, so
a time-varying MPC algorithm will be used. Such a linear
time-varying (LTV) model is useful when controlling periodic
systems or nonlinear systems that are linearized around a time-
varying nominal reference trajectory provided by the reference
generator. The MPC algorithm used in this paper thus requires
a LTV prediction model and is explained in detail in Appendix
A-F.

VI. VALIDATION RESULTS AT MULTIPLE INTERSECTIONS

In this Section, the proposed decentralized context-based
MPC motion planning algorithm is validated using the five
use-cases (i.e., intersection types) as described in Section I-A.
Firstly, the assumptions and choices regarding the simulations
are explained. Secondly, the results of relevant combinations
of test-cases is shown using tables. Thirdly, the results of a
left turn at a traffic light intersection are explained to show
the proper behavior of the algorithm. Fourthly, the results of
a straight drive at a NPA fourway are explained, to show
the conservative behavior (i.e., ego-vehicle waits unnecessar-
ily long) of the algorithm. The context-based MPC motion
planning algorithm is implemented as a constrained MPC
problem in MATLAB using the adaptive MPC toolbox with
design parameters provided in Table II. The MPC parameters
(Q, R, Np) in Table II have been determined by sensitivity
analysis, the results of this analysis is shown in Appendix
B-A. The hierarchical FSM is designed using the state-flow
Simulink toolbox.

A. Simulation assumptions & choices

In this Section the simulation assumptions and choices
are given for perception, planning and control competencies
(dotted blocks in Fig. 3). For the perception module the
following assumptions and choices are defined: Firstly, the
intention of other road users are unknown. Secondly, no target
classification is taken into account (i.e., critical and non-critical
targets). Other road-users are only detected or not detected.
Thirdly, the context logic only can change every simulation
time step (Is = 0.1 s). Fourthly, the sensors have a fixed
detection range. Finally, sensor failure and fault detections are
not taken into account.



TABLE II
DESIGN PARAMETERS - SIMULATION SETTINGS.

Ego-vehicle

Mass 1280 [kg]
Distance COG to rear axle 1.08 [m]
Distance front and rear axle 2.60 [m]

Actuator & comfort constraints

Steering angle * 37/1807 [rad]
Longitudinal acceleration * 0.2g [m/s?]
Longitudinal deceleration * —0.3g [m/s?]

Longitudinal Jerk * 0.25g [m/s?]
Steering angle rate * 500/1807 [rad/s]
Max longitudinal velocity # 13.88 [m/s]

MPC settings
State cost matrix

diag(0.2 0.2 0 0.8)
Input cost matrix R diag(0.05 0)
Input rate cost matrix E diag(0.001 0.001)
Prediction horizon Ny, 10
Sample time T 0.1 [s]
* Input constraint, # State constraint

For the planning module the following assumptions and
choices are defined: Firstly, the other road-users obey the
current set of dutch traffic laws [35]. Secondly, there is no
V2X communication. Thirdly, the red and orange traffic light
is treated equally, both lead to a Stop request.

For the control module the following assumptions and
choices are defined: Firstly, whenever a Stop request is re-
ceived, the ego-vehicle will brake to standstill in 20 [mn] from
its current position. Secondly, whenever a Go request is re-
ceived, the ego-vehicle will accelerate to the desired reference
velocity within 30 [m]. Thirdly, the reference waypoints (W
in (1)) are in the middle of the road. Finally, the MPC state
and input cost matrices do no change during the simulation.

B. Relevant combinations of test-cases

Different test-cases have been simulated to find the coverage
of the algorithm regarding the five different use-cases (as
described in Section I-A). There are already 90 possible test-
cases that can be simulated, when assuming there is only one
vehicle coming from each direction at a current time and not
taking into account the possible trajectories (e.g., turn right
or left at the intersection) the other road-users can follow.
However, test-cases can be combined to only relevant test-
cases. The test-cases of PA fourway and T-intersection use-
cases are combined into one results table, since a T-intersection
is a PA fourway with one road less. The T-intersection has less
variety in possible test-cases compared to the PA fourway use-
case. The roundabout test-cases are simulated as a right turn,
since joining and exiting a roundabout requires a right turn
locally by the ego-vehicle in right-hand traffic countries. A
traffic light intersection can be seen as a fourway intersection
where the priority transition changes with time instead of the
ego-vehicle position at the intersection. A green light indicates
a high priority road and a red or an orange light indicates a low
priority road, as indicted by state transition conditions shown
in Fig. 18. The results of all the relevant test-cases are shown in
the Tables III, IV, V, VI for the NPA fourway, Traffic light, PA
fourway/ T-intersection and roundabout use-cases respectively.

The results that are indicated with a ’+’ in the tables, mean that
the algorithm works as intended (i.e., the Stop and Go request
are correct). An example of correct behavior is explained in
Section VI-C. The ’0’ indication means the algorithm works,
however it shows a conservative behavior (i.e., receives a Stop
request when it should be allowed to receive a Go request).
The ’o’ indicator is further explained in Section VI-D.

TABLE III
TEST-CASE RESULTS FOR THE NPA FOURWAY INTERSECTION, "+’
PASSED, 'O’ CONSERVATIVE.

| NPA fourway | Vehicle detected in radar zone |

\ Turn EV \L\S\R\L&S\L&R\S&R\L&S&R\
| Right [+ |+ ]+ + | + | + | + |
Straight +|+]o| + 0 o 0
| Left |+|o]o| o | o | o | o |
TABLE IV
TEST-CASE RESULTS FOR THE TL INTERSECTION, '+’ PASSED, 'O’
CONSERVATIVE.

| Traffic Light | Vehicle detected in radar zone |

| Turn EV | Priority | L | S | R | L&S | L&R | S&R | L&S&R |
| | High [+[of+]| o | + | o | o |
| Right \pow e e o+ |+ |+ | o+ |
| | High [+ [+ + [+ |+ [ + |
St o e e o [ | o |+
| | High [+ |+ |+ + [ + | + | + |
L ow [ e [ |+ |+
TABLE V

TEST-CASE RESULTS FOR THE PA FOURWAY INTERSECTION &
T-INTERSECTION, '+’ PASSED, 'O’ CONSERVATIVE.

| PA fourway & T-int | Vehicle detected in radar zone

| Tun EV | Priority | L | S | R | L&S | L&R | S&R | L&S&R |
| | High [+ [« ] + [+ [+ | + |
| R | Low Jofofo| o | o | o | o |
| | Hign [l o+ |+ |+ | o+ |
| Smight | fow Jofofo| o | o | o | o |
| | High [+]o|+]| o | + | + | o |
| Low Jofofo] o | o | o | o |

C. Traffic light intersection

In this test-case scenario, the ego-vehicle wants to make a
left turn at a traffic light intersection. In Fig. 5 the context
at the intersection is shown, when the ego-vehicle received a
Stop request (at ¢ = 0 s), since the traffic light for the ego-
vehicle is red as shown in Fig. 7. The Stop request leads to
a deceleration as shown in Fig. 8 and thus to a decrease in



TABLE VI
TEST-CASE RESULTS FOR THE ROUNDABOUT INTERSECTION, ’+’ PASSED,
’0’ CONSERVATIVE.

| Roundabout | Vehicle detected in radar |

| Turn EV | Priority | L | S | R | L&S | L&R | S&R | L&S&R |

‘ ‘ High
‘ Right ‘

the longitudinal velocity as shown in Fig. 7. At ¢t = 9 s the
traffic light turns green (Fig. 7), however the ego-vehicle does
not directly receive a Go request, because the front radar (as
shown in Fig. 6) detects the purple vehicle. Since, according
to the dutch traffic rules [35] turning traffic have to give way
to straight through traffic. At ¢ = 10.5 s the purple vehicle is
outside of the front radar detection zone and the ego-vehicle
receives a Go request and starts to accelerate (Fig. 8). This is
the desired behavior of the motion planning and thus receives
the ’+ indicator in the result Table IV.
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Fig. 5. The context information at the traffic light intersection when the
ego-vehicle received a Stop request.

D. Fourway intersection without priority pre-assigned (NPA)

In this scenario the ego-vehicle wants to cross a NPA
fourway. Since no yield sign, priority sign or traffic light is
detected, the intial priority of the ego-vehicle is set to low
priority. In Fig. 9 the intersection context is shown when the
ego-vehicle received a Stop request, because the purple vehicle
was detected by the right radar. The ego-vehicle should indeed
stop since, according to the traffic rules [35], vehicles coming
from the right have priority at NPA intersections. The ego-
vehicle starts to decelerate and comes to a standstill as shown
in Appendix B-B Fig. 35 and Fig. 36. Fig. 10 shows a context
situation where the ego-vehicle receives the Go request and is
able to pass through the intersection. Since it has priority over
the yellow vehicle detected in the left radar and no vehicle
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Fig. 7. The traffic light color status and longitudinal velocity of the ego-
vehicle as a function of time.

is detected in the right radar (Fig. 10). The proposed motion
planning algorithm shows conservative behavior, an example
of this behavior is shown in Fig. 11. The ego-vehicle should
be allowed to start accelerating, since both the purple and
yellow vehicle move away from the ego-vehicle. However,
with the current FSM design the ego-vehicle still receives
a Stop request since it detects a vehicle in both the right
and left radar. This is considered conservative behavior and
thus is marked with a *o’. In the current algorithm design no
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Fig. 8. The actuator input generated by the MPC controller, the horizontal
dotted lines show the actuator limits.

information on the driving direction of the other vehicles at
the intersection is taking into consideration, leading to this
conservative behavior. A solution would be to improve the
context information to incorporate lane direction information
of all the road-users (e.g., drive-towards critical target or drive-
away non-critical target).
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Fig. 9. The context information at a no priority pre-assigned fourway

intersection when the ego-vehicle received a Stop request.
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Fig. 10. The context information at a no priority pre-assigned fourway
intersection when the ego-vehicle receives a Go request, since no vehicle
is detected in the right radar.

Road Boundaries DRadar Coverage + Radar Detections

Longitudinal Distance (m)

Lateral Distance (m)

Fig. 11. The context information at a PA fourway intersection, yield signs
indicate the low priority roads. The ego-vehicle (blue vehicle) wants to make
a left turn and keeps receiving a Stop request (conservative behavior) since it
detects the yellow vehicle.



VII. CONCLUSION

In this paper a context-based motion planning method for
autonomous vehicles to safely cross intersections is presented,
which is decentralized (i.e., inside the ego-vehicle) and does
not require equipped (i.e., I2V) intersections or connected
vehicles. Since it is not economically feasible to equip every
traffic intersection, and furthermore, in mixed traffic scenarios
not all vehicles are expected to be connected with each other.
To solve this, the proposed method only relies on context infor-
mation generated based on the on-board ego-vehicle sensors.
The proposed method converts this context information into
logic booleans, based on traffic rules. These logic booleans
lead to state transitions in a hierarchical finite-state machine
behavior planner, leading to either a Go or a Stop request for
the ego-vehicle. A reference generator converts the desired
path into a kinematically feasible trajectory for the ego-
vehicle, based on the Go or Stop request from the hierarchical
FSM. The MPC controller calculates desired inputs for the
ego-vehicle in order to track the generated trajectory by the
reference generator, while respecting the actuator limits of the
ego-vehicle. Simulation results using five different intersection
layouts demonstrate the effectiveness of the proposed method,
without the need of V2X communication and without the
requirement of a specific FSM design for each intersection
layout, while also obeying traffic rules. The proposed method
shows conservative behavior (i.e., the ego-vehicle waits un-
necessarily long) when other road-users are driving away
from the ego-vehicle, due to the current context information
implementation. Future work should be aimed at reducing this
conservative behavior by adding critical target and non critical
target categorization and dynamical information of the other
road-users with respect to the ego-vehicle. Furthermore, multi-
lane intersections should be taken into consideration and also
at least two autonomous vehicles using the proposed motion
planning algorithm at the same moment in time and at the
same intersection.
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APPENDIX A

I

|

. I

A. Intersection use-cases !
I

I

I

1

V3
In this section the five different intersection types are shown A

and those intersection types also function as the use-cases for ~~ —————————— =°°°°

this research.

:
: Fig. 15. Illustration of the priority pre-assigned intersection (PA fourway)
} use-case, where the ego-vehicle (EV) is shown in blue.

Fig. 12. Tllustration of the T-intersection use-case, where the ego-vehicle (EV)

is shown in blue.
V2

< e m==== Fig. 16. Illustration of the traffic light intersection use-case, where the ego-
. v vehicle (EV) is shown in blue.
:
| B. Context information categorization

Fig. 13. Illustration of the roundabout use-case, where the ego-vehicle (EV)
is shown in blue.

‘
|
| Left Right
I
I
I
I
I

L
O
-

Fig. 17. The three detection zones of the radar sensors available on the

i ego-vehicle.
:

Fig. 14. Tllustration of the no priority pre-assigned intersection (NPA fourway)
use-case, where the ego-vehicle (EV) is shown in blue.
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C. Hierarchical FSM

In this section level two and three of the hierarchical FSM
are shown. The figures show the state transition conditions.
1) Hierarchical FSM level 2: High or Low priority

(light_status == none && sign_det == none && vehicle_det R==1) ||
(light_status == red, orange) ||(sign_det == yield)

HighPrioirityRoad

LowPrioirityRoad

C =—) CI—()

light_status == green ||sign_det == priority ||
(light_status == none && sign_det == none && vehicle_det R==0)

Fig. 18. Second level of the Level 3 hierarchical FSM, two states high priority
and low priority road types.

2) Hierarchical FSM level 3 left turn: Stop or Go

HighPriorityRoad

vehicle_det_S ==

GO

drive_status = 1

STOP

drive_status = 0

vehicle_det_S==0

Fig. 19. Level 3 hierarchical FSM high priority left turn.

/ LowPriorityRoad

vehicle_det L==1 || vehicle_det S==1 ||
vehicle_det_ R ==1 || light_status == red, orange

\

GO

drive_status = 1

STOP

drive_status =0

vehicle_det_ L ==0 && vehicle_det S==0 &&

k vehicle_det_ R==0 && light_status != red, orange

Fig. 20. Level 3 hierarchical FSM low priority left turn.
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3) Hierarchical FSM level 3 straight: Stop or Go

HighPriorityRoad

GO

drive_status = 1

Fig. 21. Level 3 hierarchical FSM high priority straight.

/ LowPriorityRoad

GO

drive_status = 1

\

vehicle_det_L ==1 ||vehicle_det R==1 ||
light_status == red, orange

STOP

drive_status = 0

vehicle_det_L==0 && vehicle_det R==0 &&

k light_status != red, orange

Fig. 22. Level 3 hierarchical FSM low priority straight.

J

4) Hierarchical FSM level 3 right turn: Stop or Go

HighPriorityRoad

GO
drive_status =1

Fig. 23. Level 3 hierarchical FSM high priority right turn.

/ LowPriorityRoad

vehicle_det_L == 1 ||light_status == red, orange

~

GO

drive_status = 1

STOP
drive_status = 0

vehicle_det L ==0 &&

(vehicle_det_R==1 || vehicle_det_R ==0)
&&light_status != red, orange

\

Fig. 24. Level 3 of hierarchical FSM low priority right turn.
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D. Closest reference point calculation

The closest reference spline point is found by computing
the hypotenuse (black lines in Fig. 25) between between
the current ego-vehicle state (blue point in Fig. 25) and all
spline reference points (yellow points in Fig. 25). The spline
point with the shortest hypotenuse (green line in Fig. 25)
distance (Euclidean distance) is chosen as the first point for
the linear time interpolation fglekf , in order to calculate the

rtzf ) for the entire prediction

reference prediction states (51‘

horizon (¢ =0, ..., N,,.

Y$

> @)=

A\
A%

X8

Fig. 25. Closest reference point calculation using the Euclidean distance,
between the reference points (yellow points) and the current position of the
ego-vehicle (blue point).

E. Kinematic bicycle model

Different coordinate frames are required to define the states
of the ego-vehicle, the reference path and the vehicle inputs.
Two main coordinate frames are used, which are shown in Fig.
26. Each of the coordinates frames are defined as follows:

e Global coordinate frame (O9X9Y9): The origin of the

global coordinate frame, at any time, is a fixed point in
space and is denoted by the g superscript.
Ego-vehicle coordinate frame (O°X°Y ¢): The origin of
the ego-vehicle coordinate frame, at any time, lies at
the instantaneous Centre of Gravity (COG) of the ego-
vehicle, with its X-axis aligned with the instantaneous
heading of the ego-vehicle with respect to the global
coordinate frame and is denoted by the e superscript.

The MPC algorithm needs a model in order to predict
future states. In this section the choice of the model is
explained. Extensive studies have been performed regarding
vehicle dynamic modelling over the years [48—50]. Since the
research in this paper is limited to low speed (< 50km/h) in
urban intersection scenarios and not at the limits of vehicle
handling, the vehicle model for the MPC algorithm will be a
kinematic bicycle model shown in Fig. 27.

The kinematic bicycle model can be extended by also
considering the body side-slip of the vehicle with respect
to the COG of the ego-vehicle as done in [51]. Leading to
the following equations of motions for the kinematic bicycle
model with respect to the COG of the ego-vehicle

9 = v§ cos(¢° + B°), (4a)
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Y.q

O b

Fig. 26. Illustration of both world and local ego-vehicle coordinates [47]

Y?

oz

Fig. 27. Kinematic bicycle model [47]

Y7 = vgsin(¢° + 5°), (4b)
ge = La s COLS(”B %) tan(s), (4c)
B¢ = arctan (ZIT/ tan(56)> , (4d)
0 = aS ., (4e)

where v¢ is the longitudinal velocity in [m/s], ¢° is the
heading angle in [rad], 6¢ is the steering angle of the front
wheel in [rad], L is the wheelbase in [m], 8¢ the body side-slip
angle, [, in [m] is the distance of the rear axle from the COG
and ag , is the local longitudinal acceleration of the vehicle

in [m/s?]. The equations above are compactly represented by

§=m*P (¢ u) 5)
where ¢ = [29,99,¢¢,v¢]T is the state vector, while u =
(a5 ,,, 8¢ is the input vector.



FE. Successive linearization

As explained in Section V-B, the MPC algorithm requires a
LTV prediction model. This linear prediction model is calcu-
lated using successive linearization of the non-linear bicycle
model explained in Section A-E. Fig. 28 shows the interac-
tion between, the reference generator, successive linearization
block, non-linear plant model and the MPC. The math behind
Successive Linearization block is done for a simulation step
k and is repeated at the next simulation step k + 1.

k)

\

Reference
Generator

ref
ilk

£

>

A5 |—<)_|

Successive
Linearization

Umpe

MPC Non-linear

Plant

Us

<l

s

(k)

<
=

<

Fig. 28. Illustration of the closed-loop LTV MPC control diagram, showing
the interaction between the reference generator, MPC controller and the plant
model.

The goal of the successive linearization is to provide the
MPC algorithm with discretized linear state-space matrices

A, B as shown in Fig. 28 and given by,

14_1 = (A,“ ceny Ai+Np)
B=(Bi,..

where ¢ represents the current prediction step. In order to get
the discrete matrices A;, B;, the continuous time linear state-
space matrices A;(7) and B;(i) need to be discretized. This
is done using the Simpson’s Rule (as explained in detail in
[52]). The continuous time linear state-space matrices A (i)
and By (7) at each prediction step ¢ are generated by evaluating
the Jacobian matrices [53],

(6)

) Bi+Np)

om*E(E(i), U(i))

A7) =
t(Z) 85 ) (7)
KB(E(:\ T7(s
By = O PED.06)
t au )
where m®? represents the kinematic bicycle model (5),

£(i) is an approximation of the prediction state, U(7) is an
approximation of the input sequence. U (%) is give by,
as(1), ..., us(i + N, — 1)

(i) = { } = [ua(i),...,ua(i-i-Np— 1)

where Uy is the previous calculated (k— 1) steering angle input
sequence by the MPC algorithm. This sequence is initialized
to zeros for the initial simulation step (k = 1). U, is a linear
approximation of the acceleration input sequence which is
calculated by

Us

U 0, ®)

ored (i 4 1)
T

— v (3)

Ni=1,..,i+N,—1, (9

Ua (1) =
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where v7¢/ is longitudinal reference velocity generated by the
velocity profiler, T is the sample time. The next approxi-
mation of the prediction state £(i + 1) is done by numerical
approximation using the forward Euler method [54], which is
given by,

Euln+1) = Eal) + "B (En(n), U())

(10a)
Vn=1,..,h,
&n(1) = £(0) (10b)
€(1) = &(k) (10¢)
§(i+1) =&u(h) (10d)
where ¢ is the current prediction step, (h = 10) is the
amount of increment steps, (Is = 0.1) is sample time of

the simulation. The initial approximation £(1) is equal to
initial state of the current simulation step (k). All steps
above are done for the entire prediction horizon N, (i.e.,
i=1,....,N, - 1)

APPENDIX B

A. MPC parameter tuning results

1) Prediction horizon tuning: Firstly, the prediction horizon
N, is tuned, the values for the MPC parameters @), R, IV, are
given in Table VII.

TABLE VII
PREDICTION HORIZON TUNING VALUES
NI N2 N3 N4
Q | T111 [ 1111 [ 1111 1111
R 00 00 00
N, 3 5 10 20
TABLE VIII

RMS ERROR VALUES FOR DIFFERENT PREDICTION HORIZON LENGTHS

‘ RMSE value |
[Ny [ o ] [y (m] | ¢ lrad) | Vo [m/s] |
| 3 | 2120 | 2568 | 0363 | 1436 |
|5 | 0015 | 0033 | 0052 | 0028 |
| 10 | 0014 | 0036 | 0052 | 0028 |
| 20 | 0013 | 0036 | 0052 | 0028 |

The RMS error (RMSE) of the different states (shown in
Table VIII) show that a longer prediction horizon NN,, > 10
does not lead to a significant change in RMS error. So in
order to reduce the computation time a prediction horizon of
N, =10 is chosen.
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Fig. 29. Longitudinal and lateral position error against time for different

prediction horizon lengths.
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Fig. 30. Actuator inputs against time for different prediction horizon lengths.
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2) State cost matrix tuning: Secondly, the state cost matrix
Q is tuned, the values for the MPC parameters ), R, N, are
given in Table IX.

TABLE IX
STATE COST MATRIX TUNING VALUES
Ql Q2 Q3 Q4
Q 111111010011 ] 020200.8
R 00 00 00 00
Np 10 10 10 10
0.1 T T T T
T 005"
B
s 0 - i af
= Q2
~ L i
S -0.05 3
0.1 ' : : T ae
0 5 10 15 20 25
Time [s]
0.1 T T T T
T 005} ]
E)
= 0 L
S !
=
$ -0.05r
0.1 ' : : :
0 5 10 15 20 25
Time [s]

Fig. 31. Longitudinal and lateral position error against time for different state
cost matrices.

TABLE X
RMS ERROR VALUES FOR DIFFERENT STATE COST MATRICES

| RMSE value |
Q@ o ml |y il [ ¢ brad | Ve [m/s] |
| 1111 | 0011 | 004 | 0052 | 0028 |
| 1101 | 0002 | 0005 | 0054 | 0010 |
| 0011 | 0716 | 0678 | 0007 | 0003 |
| 0202008 | 0002 | 0006 | 0054 | 0009 |

Fig. 31 shows that the state cost matrix of Q4 (i.e., Q =
diag(0.2 0.2 0 0.8) leads to an acceptable RMS error of
the different states (as shown in Table X) and does not lead
to an uncomfortable steering inputs (as shown in Fig. 32).
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Fig. 32. Actuator inputs against time for different state cost matrices.

3) Input cost matrix tuning: Thirdly the input cost matrix
R is tuned, the values for the MPC parameters ), R, N, are

given in Table XI.

TABLE XI
INPUT COST MATRIX TUNING VALUES
R1 R2 R3 R4
Q 0202008 | 0202000.8 | 0.20200.8 | 020.200.8
R 00 0.050 0.10 0.150
Ny 10 10 10 10
TABLE XII

RMS ERROR VALUES FOR DIFFERENT INPUT COST MATRICES

RMSE value |

| R |o (ml |y ml | ¢ frad | Ve [m/sl |
00 0.002 0.006 0.054 0.009 ‘

| 0050 | 0012 | 0016 | 0057 | 0017 |
| 010 | 0047 | 0066 | 0065 | 0035 |
| 0150 | 0108 | 0172 | 0080 | 0053 |

In order to reduce the steering womble at t = 4s and t =
12s in Fig.34 and to have an acceptable RMS error on the
states (as shown in Table XII the input cost matrix will be

equal to R = diag(0.05 0).
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— My
0.05f T
o H
| B =
.0 e
£ | -
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0 5 10 15 20 25
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Fig. 33. Longitudinal and lateral position error against time for different input
cost matrices.
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Fig. 34. Actuator inputs against time for different input cost matrices.
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B. Additional simulation results

In this section additional results for the ego-vehicle driving
straight through at a NPA fourway are given, as explained in
Section VI-D.

1 T T
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2
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3 o}
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S| ) 4
0.5 & O]
=
2
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0 ; . .
0 5 10 15 20
Time [s]

Controller
— — — Reference

10 15 20

Fig. 35. The longitudinal velocity of the ego-vehicle for the NPA fourway
test-case as a function of time.

0.5r

d[rad]

az[m/s’]

Fig. 36. Actuator inputs calculated by the MPC algorithm for the NPA
fourway test-case, the horizontal dotted lines show the actuator limits
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