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Condition-based maintenance policies using hidden Markov models
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Objective: Motivated by the large financial burden of maintenance costs, we study
the use of multivariate Gaussian hidden Markov models for cost-sensitive condition-
based maintenance policies. We consider 5 simulated scenarios of deteriorating com-
ponent, where, at discrete epochs, one can either replace the component or do noth-
ing. Our goal is to determine a policy that minimizes the average cost per time unit.

Method: Our proposed method can be split into two parts: 1. estimating the pa-
rameters of the hidden Markov model (HMM) based on monitoring data; 2. for-
mulating and solving the partially observable Markov decision process (POMDP).
The parameters of the HMM are estimated using the Baum-Welch algorithm and the
POMDP is solved with approximate point-based value iteration (based on the ex-
pected total discounted cost). We test the resulting policy, as well as POMDP-based
heuristics such as the QMDP policy (which chooses action based on the state-action
value function of the MDP), in a statistically identical environment. In addition, we
address several well-known issues of HMMs in maintenance, such as choosing the
optimal number of states.

Results and insights: Our numerical experiments indicate that multivariate Gaus-
sian HMMs can produce policies that have an average cost that is between 1% and
15% higher than the average cost of the optimal threshold policy. Additionally, we
provide results that indicate that the performance of the POMDP policy is influenced
by the number of states of the HMM and that even a HMM with 3 component states
and 1 failure state can produce decent overall results (that is, at most 4% higher than
the average cost of the POMDP policy with the optimal number of states). We also
show that, in our setting, the performance of the POMDP policy is comparable with
the QMDP policy.
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Chapter 1

Introduction

Maintenance costs can be a significant cost burden, as these costs can range between
15 to 60 percent of the cost of goods produced [29]. Several different maintenance
programs exist, such as corrective maintenance, which is the most expensive [29].
This approach, where a component is replaced upon failure, was common before
the 1960s, but has been gradually complemented by an approach where mainte-
nance is performed before a failure occurs [19], known as preventive maintenance.
However, performing unnecessary and excessive preventive maintenance is costly
in its own right, as it is believed that one-third of the money spent on maintenance
in the United States was unnecessary/wasted [49]. Due to rapid technological de-
velopment, the cost of preventive maintenance has increased to the point that more
efficient solutions are required, such as condition-based maintenance (CBM), where
maintenance actions are recommended based on collected information [21]. In this
study, we propose a multivariate Gaussian hidden Markov model for condition-
based maintenance policies.

1.1 Motivation for the study

A hidden Markov model (HMM) is a bivariate discrete-time stochastic process, that
consists of an observable process and an unobservable Markov chain. This unob-
servable Markov chain can be seen as the latent component state process and could
serve as a basis for a health index, which makes HMMs quite suitable for industrial
applications [9]. In particular because, in practice, the latent component state is often
not continuous but jumps between different states [52].

Initially, HMMs were used in CBM due to their success in speech processing and
the parallel between speech processing problems and CBM [6]. Also their ease of
interpretation in comparison to black-box models (such as artificial neural networks)
[1], could have increased their attractiveness.

Another advantage is the existence of efficient algorithms, such as the Baum-Welch
algorithm, to estimate the parameters of a HMM (given some training data). In
particular, due to the flexibility of the Baum-Welch algorithm, which is an instance
of the more general Expectation-maximization (EM) algorithm, one can incorporate
specific characteristics of the degradation process. For example, the degradation of
a component is typically subject to certain constraints (such as monotone degrada-
tion), see e.g. [52], and the Baum-Welch algorithm can easily be adjusted to account
for such behaviour, which leads to more robust estimation.

Our choice of multivariate Gaussian HMMs comes from the fact that usually multi-
ple, strongly correlated, sensors are used to monitor a component’s condition, where
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each sensor contains only partial information of component state [52]. In such a set-
ting, assuming the observations to be samples from a multivariate Gaussian distribu-
tion (whose parameters depend on the state of the component), could be reasonable.
In addition, the parameters of the multivariate Gaussian distributions can efficiently
be estimated using the Baum-Welch algorithm.

As a result, there have been numerous studies that use HMMs for diagnostics (such
as fault detection) and prognostics (such as predicting remaining useful lifetime, also
known as RUL), see e.g. [1], [17] and [52].

HMMs can also be used as a basis for cost-sensitive decision-making under uncer-
tainty, by including actions and costs. The resulting problem can be modelled as a
partially observable Markov decision process (POMDP), which could be solved to
obtain a cost-optimal policy.

Despite their strong mathematical foundation and suitability to solve decision-making
under uncertainty problems, the use of POMDPs for maintenance problems is, pos-
sibly due to the limitation that solving a POMDP to optimality is only possible for
small problems, not widely recognized [33]. However, so-called point-based value it-
eration algorithms (which can be used to approximate the solution of a POMDP),
have shown promising results in maintenance applications (see [34]).

Our goal is to investigate whether such a method can produce near-optimal mainte-
nance policies. To this end, we estimate the parameters of a HMM and formulate a
POMDP, based on a discretization of the observation space, which we solve, based
on the total expected discounted cost, with a randomized point-based value iteration
algorithm.

Instead of using field data, we rely on simulated degradation processes. The advan-
tage of this is threefold:

1) We have full control over the signal-to-noise ratio;

2) We bypass the often time consuming and non-trivial task of data processing (i.e.
data cleaning and data analysis);

3) We have access to a statistically identical environment in which we can test the
effectiveness of the method.

The latter point shows where our study complements existing research. Indeed,
since most papers study the use of POMDP maintenance models using field data,
it is difficult to properly assess the quality of the resulting policy. Because our data
is simulated, we can use the simulation to construct an environment in which the
resulting POMDP policy can be tested and compared to, for example, the optimal
threshold policy. This also allows us to investigate the performance of POMDP-
based heuristics and see whether the computational burden of (approximately) solv-
ing a POMDP leads to significantly better policies. Lastly, we address the well-
known issue of choosing the optimal number of states of the HMM (see e.g. [1]).

Our research questions read as follows:

Main question:
Can multivariate Gaussian HMM be used to construct a POMDP policy that is close

to the optimal threshold policy, in terms of average cost?

Sub-question 1:
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How do POMDP-based heuristics compare to the POMDP policy in terms of
average cost?

Sub-question 2:
How does the average cost of POMDP-based policies depend on the number of

states of the HMM?

1.2 Organization of the report

The remainder of this report is structured as follows. In Chapter 2 we provide some
background material; we discuss several related papers, mathematically describe
our setting/assumptions and introduce the five simulations that we consider. Sub-
sequently, we formally introduce HMMs in Chapter 3 and illustrate how we use the
Baum-Welch algorithm to estimate the parameters of the HMM, whilst accounting
for our assumptions. In Chapter 4, we introduce the POMDP and discuss the ap-
proximate value iteration algorithm that we use to solve the POMDP. We also intro-
duce two POMDP-based heuristics. In Chapter 5 we present and discuss the results
of our study. Lastly, in Chapter 6 we present our conclusions, state some limitations
of our study and suggest several directions for future research.
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Chapter 2

Background

2.1 Related work

2.1.1 A collection of HMMs

In [1], HMMs are used both for diagnostics and prognostics. It is explained how
HMMs can be used to classify the state of a component by training a collection of
HMMs (one for every state – say, one for the ‘good’ state, one for the ‘minor defects’
state and one for the ‘maintenance required’ state). Subsequently, upon receiving
monitoring data from a component whose state is unknown, the log-likelihood of
each HMM can be calculated and the most likely state of the component can be
identified. However, this approach requires the training data to be labelled.

The issue of selecting a suitable number of component states is also discussed. The
authors present two options to solve this problem: (1) use domain-knowledge to de-
termine a reasonable number of component states; (2) use cross-validation methods
to derive the optimal number of component states.

The authors also provide a method for predicting the RUL using the estimated col-
lection of HMMs. Specifically, say we have monitoring data of N cycles in total and
the number of component states is m. This leads to a total of N vectors with each
m − 1 transition times. The fundamental idea is to assume that these vectors fol-
low some multivariate distribution (say a multivariate Gaussian distribution). By
subsequently estimating the parameters of this distribution, the transition times can
be estimated. In particular, using the conditional distribution one can construct es-
timates and confidence intervals for future transition times. For example, say we
know when the component transitioned from the ‘good’ state to the ‘minor defects’
state, using the conditional distribution we can estimate the time the component
enters the ‘maintenance required’ state.

2.1.2 Estimating the component state using unlabelled monitoring data

In [17], HMMs are used to estimate the current and future component state. To
this end, the authors use training data (i.e. monitoring data of multiple completed
cycles) to estimate the parameters of the HMM. Specifically, for each cycle in the
training data, each (continuous) feature is split into m categories, using uniform dis-
cretization. The component states are defined to be exactly these m categories.

The authors study a gradual degradation process and therefore assume that the com-
ponent can only transition to the right-neighbouring state (i.e. the component can
either remain in state i, or transition to state i + 1). The optimal number of states of
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the HMM is determined by investigating the mean squared error of the component
states using cross-validation.

The monitoring data of a new, uncompleted, cycle is multidimensional, continuous
and unlabelled. The authors assume that this monitoring data is a sequence of mul-
tivariate Gaussian random variables, whose parameters depend on the component
state, and use the labelled training data to estimate these parameters. This allows for
estimating the state of the component, based on a new stream of monitoring data.
Using the temporal model (i.e. the estimated Markov chain) and a current estimate
of the component state, this method is extended to also predict the future component
state.

2.1.3 Adjusting the Baum-Welch algorithm

In [52], the use of HMMs for RUL prediction and cost-sensitive decision-making
(using a POMDP) is investigated. The authors assume a ‘left-to-right’ transition ma-
trix (i.e. an upper triangular transition matrix), where the failure state is the only
absorbing state in the system. The initial state and the failure state are assumed to
be directly observable. The monitoring data is assumed to be generated by a mul-
tivariate Gaussian distribution, whose parameters depend on the component state.
Furthermore, the monitoring data is assumed to be monotone.

The parameters of the HMM are estimated using a modification of the commonly
used Baum-Welch algorithm. However, this modification largely happens after per-
forming an iteration of the traditional Baum-Welch algorithm; at each iteration the
parameters of the HMM are estimated and subsequently the left-to-right structure
of the transition matrix is enforced by a ‘projection-step’ (where the estimated tran-
sition matrix is mapped to an upper triangular transition matrix) and the states are
ordered based on the estimated means of the multivariate Gaussian distribution (us-
ing majority vote), referred to as the ‘sorting-step’.

The RUL prediction is performed using the expected absorption time for each state
of the Markov chain (i.e. each component state). The RUL prediction for an arbitrary
distribution of component states (e.g. at time t the component state is ‘good’ with
probability 0.7 and ‘minor defects’ with probability 0.3), is obtained by conditioning
on the component state.

It follows from [52] that HMMs can indeed be used to identify the system state,
specifically when the estimation procedure is made more robust by adjusting the
Baum-Welch algorithm based on (reasonable) assumption about the degradation
process. However, determining the optimal number of states is not trivial. The
authors note that including more states leads to a finer granularity of the compo-
nent state space. However, including more states may also cause different states to
overlap and become indistinguishable. For RUL prediction, the authors note that
including more states leads to better estimates.

2.2 Setting

2.2.1 Condition-based maintenance and monitoring data

In [21] condition-based maintenance is described as the following 3-step procedure:

(i) Collecting data;
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(ii) Data processing;

(iii) Maintenance decision-making.

Collected data can be split into two categories; event data (which describes what
happened, e.g. ‘the oil was changed’) and monitoring data (which contains the ob-
tained measurements from the component). There are three different categories of
monitoring data; value data (e.g. temperature or pressure), waveform data (such as
a vibration signal) and multidimensional data (for example images). Once the data
is collected, data processing is used for cleaning of the data (to account for errors
in the data) and data analysis (e.g. feature extraction). The last step is maintenance
decision-making, in which a maintenance policy is optimized according to a certain
criteria (such as cost).

In this study, we collect data using a simulation of a degradation process. Event
data is not included, although it should be mentioned that, in practice, event data
is thought to be equally important as monitoring data for condition-based mainte-
nance [21]. Furthermore, we restrict ourselves to only analysing value data. As a
result, there is no need for feature extraction.

The (simulated) monitoring data contains noisy observations of K features that are
related to the condition of the component. This can be interpreted as monitoring data
gathered by K correlated imperfect sensors. The monitoring data contains a total of
N perfect-to-failure cycles, where the first sampling of a cycle occurred immediately
after the installation of the component (when the component is in a perfect condi-
tion) and the last sampling of a cycle occurred immediately after the component has
failed. Each cycle is statistically identical.

The monitoring data of cycle j ∈ {1, 2, ..., N}, can be seen as a multidimensional
time series of length nj , containing both the observations o(j) and the corresponding
sampling times t(j), where

o(j) :=
(

o(j)
0 , ..., o(j)

nj

)
t(j) :=

(
t(j)
0 , ..., t(j)

nj

)
.

(2.1)

We emphasize that 0 = t(j)
0 ≤ t(j)

1 ≤ ... ≤ t(j)
nj and that t(j)

nj corresponds to the exact
moment of failure.

The entire monitoring data can be described by the tuple (o, t), where o denotes
observation sequences and t denotes the sampling time sequences, i.e.

o :=
(

o(1), ..., o(N)
)

and t :=
(

t(1), ..., t(N)
)

. (2.2)

2.2.2 Problem statement and assumptions

The monitoring data (o, t) is generated by simulating N cycles of a scenario. Such a
cycle/scenario can be described by four elements:

1. The sampling regime: The sampling regime denotes the distribution of the
inter-sampling time, i.e. the time between samplings. We emphasize that re-
gardless of the sampling regime, the failures are ‘self-announcing’; consider
sampling times (t0, ..., tn), then t0 = 0 denotes the first sampling (when the
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component is in a perfect condition) and tn denotes the sampling that occurs
at the exact moment of failure.

2. The degradation process: The degradation process {Xt ; t ≥ 0} is the mono-
tonically increasing stochastic process that describes the degradation of the
component and induces failures, where Xt ∈ SX and SX := R denotes the
degradation space.

3. The observation process: The observation process {Ot ; t = t0, ..., tn} is the
stochastic process that generates the monitoring data, based on the degrada-
tion process. That is, it corresponds to noisy and/or partial measurements of
the degradation process at sampling times. We emphasize that Ot ∈ SO for
t = t0, ..., tn, where SO denotes the observation space, and Otn := FO, where
FO denotes the observation that uniquely characterizes a failed component.

4. The failure mechanism: The failure mechanism is described as the first pas-
sage time of the degradation process to the failure threshold ξ ∈ SX.

These four elements of a cycle/simulation can be used to construct a statistically
identical environment in which a maintenance policy can be tested. This means that
we extend the simulation to include actions and costs. This leads to a discrete set of
decision epochs T , according to the sampling regime, where at each decision epoch
t ∈ T an action from the action space A can be chosen. We define this action space
A as follows:

A := {‘do nothing’,‘do maintenance’} , (2.3)

denoted by 0 and 1 respectively.

In case action 0 is chosen, the cycle continues and the component may fail before
the next decision epoch. If the component failed, it is immediately correctively re-
placed with a new, perfect, component, at cost ccm. In case action 1 is chosen, the
component is immediately preventively replaced with a perfect component, at cost
cpm. Performing maintenance (be it preventively or correctively) immediately ends
the current cycle. This implicitly assumes that the repair time is zero, or negligible
in comparison to the inter-sampling time.

The choice between doing nothing (action 0) and replacing the component (action 1)
is made by a policy π. This policy is map between a space B and the action space
A. This space B is the space on which the POMDP and the POMDP-based heuristics
operate.

For a policy π, the expected duration of a cycle is finite and can be written as

Eπ [CL] := Eπ
[
min

{
Tpm, Tfail

}]
, (2.4)

where Tpm denotes the time until preventive maintenance is performed and Tfail
denotes the time until the component fails.

The expected cost per cycle of a policy π can simply be written as

Eπ [CC] := cpmPπ
(
Tpm < Tfail

)
+ ccmPπ

(
Tpm ≥ Tfail

)
. (2.5)

The average cost (per time unit) of a policy π is given by Eπ [CL] /Eπ [CC].
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2.2.3 Assumptions

Our assumptions can be summarized as follows:

(i) We assume that the degradation process is monotonically increasing and that
the average duration of a cycle is finite;

(ii) We assume that the Markov chain of the component state has an upper-triangular
transition matrix;

(iii) We assume that the component is always in a perfect condition at the start of a
cycle;

(iv) We assume that the failures are obvious, i.e. the failure state is uniquely identi-
fied by a single observation;

(v) We assume that the failures are self-announcing, i.e. once the component fails,
the cycle immediately ends;

(vi) We assume that the repair time is zero, or negligible in comparison to the inter-
sampling time, i.e. once a cycle has ended, the next cycle immediately starts;

(vii) We assume that the error induced by the observation process is normally dis-
tributed with mean zero.

2.3 Simulations

We study a total of five scenarios with two different types of degradation: Markovian
and autoregressive. The Markovian degradation is simulated using a compound
Poisson process and the autoregressive degradation is simulated using the running
maximum of an autoregressive model with linear trend.

The compound Poisson process can be used to model damage to a component that
has accumulated over time due to random shocks (see e.g. [47]); the exponen-
tially distributed inter-arrival time of shocks, with mean 1/λ, represents the tem-
poral randomness of shocks and the stochastic size of each shock can be described
by an arbitrary distribution function F. The resulting compound Poisson process
{X (t) , t ≥ 0} can by described as the tuple CP (λ, F) and is given by

X (t) :=
A(t)

∑
i=1

Yi, (2.6)

where A(t) denotes the number of shocks on the interval [0, t] and Yi denotes the

shock sizes (with Yi
iid∼ F).

Since Markovian degradation is not always realistic (see e.g. [35]), we also include an
autoregressive part. To account for both the long-term behaviour and the short-term
fluctuations, we combine a deterministic linear trend model with an autoregressive
model (of order p). The resulting process {Qt ; t ∈ T } is defined as

Qti := ti + φ1Qti−1 + φ2Qti−2 + ... + φpQti−p + ε
φ
ti

, (2.7)

where ti ∈ T , φ :=
(
φ1, ..., φp

)
and ε

φ
ti
∼ N

(
0, σ2

φ

)
.
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The corresponding degradation process {Xt ; t ≥ 0} is defined as the running max-
imum of Equation (2.7). Such a degradation process is referred to as AR

(
φ, σ2

φ

)
.

Furthermore, it is common that the degradation process of a component can be di-
vided into different ‘health stages’ (see e.g. [26]). For that reason, we also study
a so-called delay model, where instead of gradual degradation over time, the degra-
dation process can be split into two parts: a healthy stage and an unhealthy stage.
During the healthy stage, the components works perfectly, however, at one point,
the unhealthy stage is entered and the component begins to deteriorate. Essentially,
the degradation process is zero until time T, where T is a random variable described
by an arbitrary distribution function such that E [T] < ∞.

2.3.1 Simulation 1: Noisy Poisson process

1. The inter-sampling time is always 1, except in case of failure;

T := {0, 1, ..., btnc − 1, btnc, tn} , (2.8)

where tn denotes the arrival time of the shock that induces the failure.

2. The degradation process {Xt; t ≥ 0} is a Poisson process (i.e. a compound
Poisson process where each shock has size 1), with arrival rate 1.

3. The observation process {Ot; t ∈ T } corresponds to noisy measurements of the
degradation process, i.e.

Ot := Xt + εt ∀t ∈ T , (2.9)

where εt
iid∼N

(
0, σ2

ε = 0.2
)
.

4. The failure mechanism is the first passage time of the degradation process to
the failure threshold ξ = 10, i.e.

tn := inf
t≥0
{Xt ≥ 10} . (2.10)

2.3.2 Simulation 2: Autoregressive degradation

1. The inter-sampling time is always 1;

T := {0, 1, 2, ..., n− 1, n} . (2.11)

2. The degradation process {Xt; t ≥ 0} is described by

AR
(

φ = (0.35, 0.35, 0.125, 0.125) , σ2
φ = 1

)
. (2.12)

3. The observation process {Ot; t ∈ T } corresponds to noisy measurements of the
degradation process, i.e.

Ot := Xt + εt ∀t ∈ T , (2.13)

where εt
iid∼N

(
0, σ2

ε = 0.5
)
.
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4. The failure mechanism is the first passage time of the degradation process to
the failure threshold ξ = 10, i.e.

tn := inf
t≥0
{Xt ≥ 10} . (2.14)

2.3.3 Simulation setup 3: Memoryless sampling times

1. The inter-sampling time is exponentially distributed with mean 1 (except in
case of failure);

T := {t0, t1, ..., tn} , (2.15)

where ti − ti−1 ∼ exp (1) for i = 1, ..., n− 1 and tn denotes the exact moment
of failure.

2. The degradation process {Xt; t ≥ 0} is defined as

Xt := 0.3X(1)
t + 0.7X(2)

t , (2.16)

where X(1)
t ∼ AR

(
φ = (0.6, 0.2, 0.1) , σ2

φ = 1
)

and X(2)
t ∼ CP (λ = 1, F ∼ unif (0, 1)).

3. The observation process {Ot; t ∈ T } corresponds to noisy measurements of the
Markovian part of the degradation process, i.e.

Ot := X(2)
t + εt ∀t ∈ T , (2.17)

where εt
iid∼N

(
0, σ2

ε = 0.2
)
.

4. The failure mechanism is the first passage time of the degradation process to
the failure threshold ξ = 10, i.e.

tn := inf
t≥0
{Xt ≥ 10} . (2.18)

2.3.4 Simulation setup 4: Two health stages

1. The inter-sampling time is exponentially distributed with mean 1 (except in
case of failure);

T := {t0, t1, ..., tn} , (2.19)

where ti − ti−1 ∼ exp (1) for i = 1, ..., n− 1 and tn denotes the exact moment
of failure.

2. The degradation process {Xt; t ≥ 0} is defined as

Xt := 0.5X(1)
t + 0.25X(2)

t + 0.25X(3)
t , (2.20)

where X(1)
t ∼ AR

(
φ = (0.6, 0.2, 0.1) , σ2

φ = 1
)

,

X(2)
t ∼ CP (λ = 1, F ∼ exp (1)),

X(3)
t ∼ CP (λ = 2, F ∼ exp (2)) and

the deterioration start at time T ∼ exp (5).
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3. The observation process {Ot; t ∈ T } corresponds to noisy measurements of the
autoregressive part of the degradation process, i.e.

Ot := X(1)
t + εt ∀t ∈ T , (2.21)

where εt
iid∼N

(
0, σ2

ε = 1
)
.

4. The failure mechanism is the first passage time of the degradation process to
the failure threshold ξ = 15, i.e.

tn := inf
t≥0
{Xt ≥ 15} . (2.22)

2.3.5 Simulation setup 5: Correlated sensors

1. The inter-sampling time is exponentially distributed with mean 1 (except in
case of failure);

T := {t0, t1, ..., tn} , (2.23)

where ti − ti−1 ∼ exp (1) for i = 1, ..., n− 1 and tn denotes the exact moment
of failure.

2. The degradation process {Xt; t ≥ 0} is defined as

Xt := 0.3X(2)
t + 0.7X(3)

t + 0.3X(4)
t + 0.7X(1)

t , (2.24)

where X(1)
t ∼ AR

(
φ = (0.4, 0.3, 0.2) , σ2

φ = 1
)

,

X(2)
2 ∼ AR

(
φ = (0.6, 0.2, 0.1) , σ2

φ = 1
)

,

X(3)
t ∼ CP (λ = 1, F ∼ exp (1)),

X(4)
t ∼ CP (λ = 2, F ∼ exp (2)) and

the deterioration start at time T ∼ N (5, 1).

3. The observation process {Ot; t ∈ T } corresponds to noisy measurements of 2
parts of the degradation process:

Ot :=
(

X(1)
t + ε

(1)
t , X(3)

t + ε
(3)
t

)
∀t ∈ T , (2.25)

where ε
(1)
t , ε

(3)
t

iid∼N
(
0, σ2

ε = 1
)
.

4. The failure mechanism is the first passage time of the degradation process to
the failure threshold ξ = 30, i.e.

tn := inf
t≥0
{Xt ≥ 30} . (2.26)
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FIGURE 2.1: (A) The monitoring data o used for Simulation 1; (B)
Sample path of the degradation process and the observation process

for the first cycle.
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FIGURE 2.2: (A) The monitoring data o used for Simulation 2; (B)
Sample path of the degradation process and the observation process

for the first cycle.
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Chapter 3

Hidden Markov Models

3.1 Hidden Markov models for component degradation

In this section we mathematically define hidden Markov models (HMMs). We assume that
the degradation process of the component can be described by a Markov chain and that the
monitoring data is generated by an observed process, governed by this Markov chain.

A hidden Markov model (HMM) is a bivariate discrete-time stochastic process that
consists of an observable process and an unobservable Markov chain. Although
the idea of a latent Markov chain was already present in the Gilbert-Elliott channel
model (see [18] and [16]), the general idea of a hidden Markov model was proposed
in [2] and subsequently further developed in a series of papers by Baum and various
co-authors. The core assumption is the existence of a latent (or hidden) Markov chain
which governs the distribution of the observations (or emissions). Conform [8], we
use the following intuitive definition of a hidden Markov model:

Definition 1 (Hidden Markov model). A hidden Markov model (HMM) is a bivari-
ate stochastic process {Ot, Zt ; t ∈ TH} where {Ot ; t ∈ TH} is an observed process and
{Zt ; t ∈ TH} an unobserved Markov chain, both defined on the discrete time domain TH :=
{0, 1, ...}.

The unobserved Markov chain is defined on the finite state space SZ and its transition matrix
is denoted by TZ, with elements TZ (z, z′) := P (Z1 = z| Z0 = z) for z, z′ ∈ SZ.

The initial state distribution of the unobserved Markov chain is denoted by ν, where ν (z) :=
P (Z0 = z) for z ∈ SZ.

The observed process is defined on the observation space SO and for the distribution function
of observation Ot, it holds that

FOt (ot|O0 = o0, ..., Ot−1 = ot−1, Z0 = z0, ..., Zt−1 = zt−1, Zt = zt)

= FOt (ot|Zt = zt) ∀ [o· ∈ SO ∧ z· ∈ SZ] .
(3.1)

We characterize the parameters of a HMM by the set θ := {TZ, ω, ν}, where ω
denotes the conditional distribution functions of the observations, as presented in
Equation (3.1), i.e. ω := {FOt (o|Zt = z) ; o ∈ SO, z ∈ SZ}.

Consider the monitoring data of the j-th cycle o(j). We assume that this time-series,
defined on the discrete time domain t(j), is a realization of the observed process of a
HMM with parameters θ. This means that we assume that the underlying Markov
chain describes the degradation process of the component.
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Specifically, for cycle j ∈ {1, 2, ..., N}, we have

o(j) =
(

o(j)
0 , ..., o(j)

nj

)
t(j) =

(
t(j)
0 , ..., t(j)

nj

)
≡
(
0, ..., nj

)
.

(3.2)

Whereas each observation before failure is a K-dimensional numerical value, the
observation at time nj, uniquely characterizes the ‘failure state’, i.e.

o(j)
t ∈ RK for t ∈

{
0, 1, ..., nj − 1

}
o(j)

nj := FO.
(3.3)

Correspondingly, the observation space SO is defined as SO := RK ∪ {FO}.

The Markov chain state space is given by SZ := {1, ..., m} ∪ {FZ}. This means that
we divide the degradation of the component into m + 1 states, where 1 corresponds
to a perfect condition and FZ (≡ m + 1) is the failure state. We restrict ourselves to a
setting where the number of states is an input parameter, i.e. m is given beforehand.

The Markov chain state sequence of cycle j is denoted by

z(j) :=
(

z(j)
0 , ..., z(j)

nj

)
, (3.4)

where z(j)
0 = 1, z(j)

nj := FZ and z(j)
t ∈ {1, ..., m} for t ∈ {0, 1, ..., nj − 1}. Note that the

initial state distribution is therefore known a-priori and given by ν (z) = 1 {z = 1}.

Additionally, since we assumed that the condition of the component does not im-
prove by itself, the state of the Markov chain is non-decreasing over time, i.e.

z(j)
t+1 ≥ z(j)

t for t ∈ {0, 1, ..., nj − 2}. (3.5)

The entire monitoring data and Markov chains state sequences are respectively given
by

o =
(

o(1), ..., o(N)
)

and z :=
(

z(1), ..., z(N)
)

. (3.6)

We assume that the observations before failure are samples from a multivariate
Gaussian distribution, whose parameters depend on the state of the Markov chain.
Specifically, an observation Ot ∈ SO, given the current state of the underlying Markov
chain (say Zt = z 6= FZ), has the following density function:

fOt|Zt ( ot| Zt = z) =
exp

(
− 1

2 (ot − µz)
> Σ−1

z (ot − µz)
)

√
(2π)K |Σz|

, (3.7)

where µz ∈ RK and Σz ∈ R(K×K) denote the mean vector and covariance matrix
respectively, in other words Ot| (Zt = z) ∼ N (µz, Σz).

Since the multivariate Gaussian distribution is uniquely defined by the mean vector
and covariance matrix, we write

ω ≡ {µz, Σz}m
z=1 . (3.8)
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3.2 Literature overview of the EM algorithm and numerical
optimization techniques

In this section we motivate our choice for using the EM algorithm/Baum-Welch algorithm
for estimating the parameters of the HMM. We explain the advantages and disadvantages of
this approach and briefly elaborate on other algorithms.

Ideally, one would determine

arg max
θ∈Θ

log f N
O (o; θ) , (3.9)

i.e. the parameters that maximize the likelihood of observing monitoring data o.

However, due to the dependence of the observations on the states of the Markov
chain, no analytical solution to the optimization problem described by Equation (3.9)
is known [24]. In practice, iterative optimization techniques based on either the
Expectation-Maximization algorithm (EM) or numerical optimization techniques (such
as the gradient descent algorithm) are used to estimate the parameters of a HMM
[24]. In both cases, multiple iterations are performed to maximize a likelihood func-
tion.

In this work, we use EM to estimate the parameters of the HMM. The EM algorithm
is an iterative heuristic to find maximum-likelihood estimates for general incomplete-
data problems, proposed in [14]. Incomplete data refers to the implied existence of
two sample spaces (SO and SZ), such that an observation o ∈ SO could be generated
by multiple states z ∈ SZ. The main idea is to translate an incomplete-data problem
to a complete-data problem, whose likelihood has, for many statistical problems, a
nice form [28].

The EM algorithm consists of two steps: the Expectation step (E-step) and the Max-
imization step (M-step). During the E-step, the conditional expectation of the log-
likelihood of the complete-data problem, given the monitoring data and some ini-
tial/previous estimate of the model parameters, is constructed. Subsequently, this
quantity is maximized (M-step) with respect to the model parameters. This proce-
dure is repeated until convergence, resulting in a final estimate of the model param-
eters.

Estimating the parameters of a HMM based on the observations naturally fits the
framework of an incomplete-data problem, as HMMs belong to a subcategory of
incomplete data models (known as missing data models) [8]. In fact, several years
before the publication of [14], the Baum-Welch algorithm was proposed [3], which
is an instance of the more general EM algorithm, specifically for hidden Markov
models.

The main advantages of using the Baum-Welch algorithm (or, equivalently, the EM
algorithm) for estimating the parameters of the HMM are that

(1) the estimated transition matrix is always a stochastic matrix;

(2) it is numerically more robust against poor initialization values or when the model
has a large number of parameters, in comparison to gradient-based techniques
[24];

(3) the likelihood monotonically increases and that convergence to a stationary point
is guaranateed (see [50], where this is shown for the general EM algorithm).
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However, the Baum-Welch algorithm also has some weak points. For example, the
convergence guarantee stated above only implies convergence to the global maxi-
mum of the sample likelihood if the initial parameter estimates are sufficiently close
to the optimum. This means that the algorithm may end up in a local maximum
or get stuck at a saddle point. Though [50] provides some theorems with regards
to this, verifying the theorem’s conditions can be difficult. It is therefore suggested
to try different starting values. Additionally, convergence of the sample likelihood
does not imply convergence of the parameters. It may for example be possible that
the parameters oscillate between two local maxima with the same value.

Another downside of the EM algorithm is its slow convergence [28]. This is particu-
larly the case when the complete data is much more informative than the incomplete
data or when the algorithm is near a solution (in the latter case it converges linearly),
see [12]. Finally, there is no obvious way of assessing the variability of the parameter
estimates, since only point estimates are provided [45].

Standard numerical optimization techniques work with the objective function of the
optimization problem described in Equation (3.9) (i.e. the incomplete likelihood),
and its derivatives, directly [24]. However, obtaining the gradient (and possibly
the Hessian) of the likelihood function generally requires heavy analytical prepara-
tory work and the implementation of these methods may present numerical diffi-
culties, especially when the number of parameters to be estimated is high [12]. For
example, the Newton–Raphson method in practice breaks down because the Hes-
sian often eventually becomes singular [45]. In [8], two important advantages of
gradient-based methods are mentioned. First, they do not require an M-step, mak-
ing these methods desirable in case no simple closed-form solution for the M-step
can be found. Secondly, they converge faster, as they can reach quadratic conver-
gence.

Our choice for the EM-algorithm/Baum-Welch algorithm is motivated by the avail-
ability of exact formulas for performing the M-step in case of multivariate Gaussian
observations. Additionally, the convergence rate is not a major concern for us, as
the computational bottleneck of our approach is solving the POMDP (see Chapter 4)
and not estimating the parameters of the HMM.

3.3 The Baum-Welch algorithm

In this section we explain how, given monitoring data o, the parameters θ of a HMM can
be estimated using the Baum-Welch algorithm [3], which is an instance of the more general
Expectation Maximization algorithm [14]. For a more fundamental discussion of the EM
algorithm in the context of HMMs, the reader is referred to [32] and [8].

Consider the conditional log-likelihood of monitoring data o of an HMM with pa-
rameters θ and Markov chain state sequence z

log f N
O|Z(o| z; θ) =

N

∑
j=1

log f (j)
O|Z

(
o(j)
∣∣∣ z(j); θ

)
, (3.10)

where f (j)
O|Z

(
o(j)
∣∣∣ z(j); θ

)
denotes the conditional likelihood of the j-th cycle.

We introduce the set S∗Z 3 z, which denotes the set of all possible N sample paths
of the Markov chain, with length n1, ..., nj respectively. Based on Equations (3.4)
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and (3.5), we define this set as

S∗Z :=
{

z :
[
z(j)

0 = 1∧ z(j)
nj = FZ ∧

[
z(j)

t+1 ≥ z(j)
t ∀t ∈ {0, 1, ..., nj − 2}

]]
∀j ∈ {1, ..., N}

}
.

(3.11)

The PMF pN
Z (z) of z ∈ S∗Z can be written as

pN
Z (z) =

N

∏
j=1

p(j)
Z

(
z(j)
)

, (3.12)

where p(j)
Z

(
z(j)
)

denotes the PMF of the j-th cycle.

The log-likelihood of the complete-data problem is simply given by

f N
O,Z (o, z; θ) =

N

∏
j=1

[
f (j)
O|Z

(
o(j)
∣∣∣ z(j); θ

)] N

∏
j=1

[
p(j)

Z

(
z(j)
)]

. (3.13)

The incomplete log-likelihood can, using the law of total probability, be written in
terms of the complete log-likelihood. Additionally, by introducing a PMF p̃ : S∗Z →
(0, 1] and applying Jensen’s inequality [22], a lower bound of the incomplete log-
likelihood can be derived, specifically:

log f N
O (o; θ) = log

[
∑

z∈S∗Z

p̃ (z)
f N
O,Z (o, z; θ)

p̃ (z)

]

≥ ∑
z∈S∗Z

p̃ (z) log

[
f N
O,Z (o, z; θ)

p̃ (z)

]
=: LB (θ, p̃, o) .

(3.14)

Note that we can apply Jensen’s inequality since p̃ is positive for all z ∈ S∗Z and
x 7→ log (x) is concave on R+.

This lower bound LB is pivotal for the EM algorithm, as the EM algorithm basically
iteratively maximizes this lower bound (given some initial estimate of the model
parameters θ(0)).

The E-step maximizes LB with respect to p̃, given an initial/previous estimate of the
model parameters. It can be shown that, at the u-iteration, this is done by choosing

p̃(u) (z) := pN
Z|O

(
z
∣∣∣o; θ(u−1)

)
, (3.15)

where pN
Z|O denotes the conditional PMF of Markov chain state sequences (given

monitoring data o and model parameters θ(u−1)). See [32] for more details.

Subsequently, the M-step updates the model parameters, at the u-th iteration, by
maximizing EL with respect to θ, for fixed p̃ = p̃(u), i.e.

θ(u) = arg max
θ∈Θ

LB
(

θ, p̃(u), o
)

, (3.16)

where Θ denotes the set of possible model parameters.

This iterative procedure is illustrated in Figure 3.1.
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FIGURE 3.1: Illustration of the EM algorithm.

Essentially, this means that, at the u-iteration, one simply updates the model param-
eters by solving the following optimization problem:

θ(u) := arg max
θ∈Θ

W
(

θ, θ(u−1)
)

, (3.17)

where

W
(

θ, θ(u−1)
)

:= ∑
z∈S∗Z

f N
O,Z

(
o, z; θ(u−1)

)
log
[

f N
O,Z (o, z; θ)

]
. (3.18)

Indeed, by dropping terms/factors that are irrelevant for the optimization, we find
that

θ(u) = arg max
θ∈Θ

LB
(

θ, p̃(u), o
)

= arg max
θ∈Θ

∑
z∈S∗Z

p̃(u) (z) log

[
f N
O,Z (o, z; θ)

p̃(u) (z)

]
= arg max

θ∈Θ
∑

z∈S∗Z

pN
Z|O

(
z
∣∣∣o; θ(u−1)

)
log
[

f N
O,Z (o, z; θ)

]
= arg max

θ∈Θ
∑

z∈S∗Z

f N
O,Z

(
o, z; θ(u−1)

)
log
[

f N
O,Z (o, z; θ)

]
.

(3.19)

For multivariate Gaussian HMMs, Equation (3.13) can easily be expressed in terms
of the model parameters θ. Indeed, using the Markov property, it follows that

p(j)
Z

(
z(j); θ

)
=

nj−1

∏
i=0

TZ

(
z(j)

i , z(j)
i+1

)
, (3.20)

where TZ denotes the transition matrix of an HMM with parameters θ.
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Given the Markov chain state sequence, the joint density of the observations can
simply be expressed as a product of the various densities, i.e.

f (j)
O|Z

(
o(j)
∣∣∣ z(j); θ

)
=

nj−1

∏
i=0

h〈ω〉
(

o(j)
i , z(j)

i

)
, (3.21)

where

h〈ω〉 (o, z) :=
exp

(
− 1

2 (o− µz)
> Σ−1

z (o− µz)
)

√
(2π)K |Σz|

∀
[
o ∈ RK ∧ z ∈ {1, ..., m}

]
.

(3.22)

Since the initial state distribution is always given by ν (z) = 1 {z = 1}, we only need
to estimate the transition matrix and the parameters of the multivariate Gaussian
distributions.

Consider previous/initial model parameters θ̃ :=
{

T̃Z, ω̃
}

, where ω̃ :=
{

µ̃z, Σ̃z
}m

z=1
and let ΘT and Θω denote the set of possible transition matrices and parameters
of the multivariate Gaussian distributions respectively. The optimization problem
from Equation (3.17) can then, due to Equation (3.13), be written as two explicit
optimization problems, that is

θ∗ := {T∗Z, ω∗} :=
{

arg maxTZ∈ΩT
ã
(
TZ, θ̃

)
, arg maxω∈Θω

b̃
(
ω, θ̃

)}
, (3.23)

where

ã
(
TZ, θ̃

)
:= ∑

z∈S∗Z

N

∑
j=1

nj−1

∑
i=1

[
log TZ

(
z(j)

i , z(j)
i+1

)]
f N
O,Z
(
o, z; θ̃

)
, (3.24)

and

b̃
(
ω, θ̃

)
:= ∑

z∈S∗Z

N

∑
j=1

nj−1

∑
i=0

[
log h〈ω〉

(
o(j)

i , z(j)
i

)]
f N
O,Z
(
o, z; θ̃

)
. (3.25)

Lemma 1 (Update equations M-step, [5]). The solution of the optimization problem de-
scribed by Equation (3.23) is θ∗ = {T∗Z, ω∗}, where ω∗ := {µ∗z , Σ∗z}

m
z=1, given by

T∗Z
(
z, z′

)
=

∑N
j=1

[
∑

nj−1
t=0 P

(
Z(j)

t = z, Z(j)
t+1 = z′

∣∣∣ o; θ̃
)]

∑N
j=1

[
∑

nj−1
t=0 P

(
Z(j)

t = z
∣∣∣ o; θ̃

)] (3.26)

µ∗z =
∑N

j=1

[
∑

nj−1
t=0 o(j)

t P
(

Z(j)
t = z

∣∣∣ o; θ̃
)]

∑N
j=1

[
∑

nj−1
t=0 P

(
Z(j)

t = z
∣∣∣ o; θ̃

)] (3.27)

Σ∗z =
∑N

j=1

[
∑

nj−1
t=0

(
o(j)

t − µ̃z

)> (
o(j)

t − µ̃z

)
P
(

Z(j)
t = z

∣∣∣ o; θ̃
)]

∑N
j=1

[
∑

nj−1
t=o P

(
Z(j)

t = z
∣∣∣ o; θ̃

)] , (3.28)

where z, z′ ∈ SZ.

Lemma 1 can be proven by rewriting Equations (3.24) and (3.25) and applying the
Karush-Kuhn-Tucker conditions to derive the maximizers. Nevertheless, we empha-
size the intuitive nature of Equations (3.26) - (3.28): the numerator of Equation (3.26)
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corresponds to the expected number of transitions from state z to z′ and the denom-
inator of Equations (3.26) - (3.28) corresponds to the expected number of visits to
state z.

Equations (3.26), (3.27) and (3.28) rely on two distributions that can be recursively
determined using the so-called forward-backward algorithm for HMMs. The core
idea is to divide the observation sequence in two subsequences, a ‘past sequence’
and a ‘future sequence’. This decomposition was first proposed by [44] and later
presented by [3]. Due to the latter being the more common reference and its more
general framework, we base our analysis on the approach outlined in [3].1

We first define the forward probabilities

α (t, z, j; θ) := f (j)
O0,...,Ot,Zt

(
o(j)

0 , ..., o(j)
t , z; θ

)
, (3.29)

which denotes the joint density of the observation sequence of the j-th cycle up to
sampling epoch t and the state of the Markov chain at time t.

Similarly, we define the backward probabilities

β (t, z, j; θ) = f (j)
Ot+1,...,Onj |Zt

(
o(j)

t+1, ..., o(j)
nj |Z

(j)
t = z; θ

)
, (3.30)

denoting the joint density of the observation sequence of the j-th cycle after time t,
given the state at time t.

The forward and backward probabilities can be calculated in a recursive manner,
which in our case leads to

α
(
t, z, j; θ̃

)
=

h〈ω̃〉
(

o(j)
0 , z

)
ν (z) if t = 0

1 {z 6= FZ} h〈ω̃〉
(

o(j)
t , z

) [
∑m

z′=1 α
(
t− 1, z′, j; θ̃

)
T̃Z (z′, z)

]
if t = 1, ..., nj − 1

1 {z = FZ}
[
∑m

z′=1 α
(
nj − 1, z′, j; θ̃

)
T̃Z (z′, z)

]
if t = nj

(3.31)

and

β
(
t, z, j; θ̃

)
=

1 {z = FZ} if t = nj

T̃Z (z,FZ)1 {z 6= FZ} if t = nj − 1

∑m
z′=0

[
T̃Z (z, z′) h〈ω̃〉

(
o(j)

t+1, z′
)

β
(
t + 1, z′, j; θ̃

)]
if t = nj − 2, ..., 1

1
[
{z = 1}∑m

z′=0 T̃Z (z, z′) h〈ω〉
(

o(j)
1 , z′

)
β
(
1, z′, j; θ̃

)]
if t = 0.

(3.32)

Note that, due to the Markovian structure, it holds that

α
(
t, z, j; θ̃

)
β
(
t, z, j; θ̃

)
= P

(
Z(j)

t = z
∣∣∣ o(j)

)
f (j)
O

(
o(j)
)

. (3.33)

1The Baum-Welch algorithm, which supposedly refers to a collaboration between Baum and Welch
entitled “A Statistical Estimation Procedure for Probabilisitc Functions of Finite Markov Processes”
seems to never have been published. Hence we reference the work of [3], which is the first published
description of the approach by Baum.
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As a consequence

P
(

Z(j)
t = z

∣∣∣ o(j); θ̃
)
=

α
(
t, z, j; θ̃

)
β
(
t, z, j; θ̃

)
∑z′∈SZ

[
α
(
t, z′, j; θ̃

)
β
(
t, z′, j; θ̃

)] . (3.34)

Let us now define

η
(
t, z, z′, j, θ̃

)
:= α

(
t, z, j; θ̃

)
T̃Z
(
z, z′

)
β
(
t, z′, j; θ̃

)
h〈ω〉

(
o(j)

t+1, z′
)

. (3.35)

Again, using the Markovian structure, we find that

P
(

Z(j)
t = z, Z(j)

t+1 = z′
∣∣∣ o(j); θ̃

)
=

η
(
t, z, z′, j, θ̃

)
∑ z1,z2∈SZ

[
η
(
t, z1, z2, j, θ̃

)] . (3.36)

The initial estimate θ(0) of the parameters of the HMM is determined based on our
assumptions. Specifically, the transition matrix is initialized as a ‘decreasing’ upper-
triangular transition matrix (meaning that transition to states that are far away, are
less likely) and the means of the Gaussian distributions are initialized using the k-
means algorithm. This completes the description of the Baum-Welch algorithm to
derive the parameters of the HMM, a global overview is presented in Algorithm 1.

Algorithm 1 The Baum-Welch algorithm

1: function BAUM-WELCH ALGORITHM(o, θ(0));
2: u = 0
3: while no convergence of log f N

O

(
o; θ(u)

)
do

4: Calculate Equations (3.31) and Equation (3.32)
5: Calculate Equations (3.34) and (3.36)
6: Update θ(u) using Equations (3.26), (3.27) and (3.28)
7: u += 1
8: return θ(u)
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Chapter 4

Markov Decision Processes with
Partial Information

4.1 Markov Decision Processes

In this section, we introduce Markov decision processes (MDPs) and illustrate how the CBM
problem can be modelled by an MDP, if the component state is always known. Subsequently,
we show how this ‘full-information MDP’ can be solved to determine an optimal policy.

4.1.1 The CBM problem as a full-information MDP

Markov decision processes (MDPs) are a general framework for decision making
under uncertainty. MDPs can be seen as Markov chains extended with actions and
costs.

Consider an infinite horizon MDP, with initial state Z0 = z (note that in our case
Z0 = 1). At each decision epoch t ∈ {0, 1, 2, ...}, we observe the state Zt ∈ SZ of the
Markov chain and subsequently choose an action At from the action space A, based
on a policy π, which leads to an immediate cost RZ (Zt, At).1 Depending on the
chosen action and the current state, the state of the Markov chain changes according
to a probabilistic transition model, which is given by TM. This, given that the policy π
is Markovian with respect to the state of the Markov chain and stationary, induces
the bivariate discrete time Markov cost process {(Zt, RZ (Zt, π (Zt))) ; t = 0, 1, 2, ...},
which leads to the following definition of an MDP.

Definition 2 (Markov decision process (MDP), conform [48]). A Markov decision pro-
cess (MDP) is a tuple (SZ,A, TM, RZ), where

• SZ is the finite set of states of the Markov chain;

• A is the finite set of actions;

• TM is the probabilistic transition model;

• RZ is the immediate cost function.

The probabilistic transition model is defined as a function

TM : A× SZ × SZ → [0, 1], (4.1)

1The state space of the Markov chain corresponds exactly to the component state space, i.e. the state
space of the Markov chain from Chapter 3.



26 Chapter 4. Markov Decision Processes with Partial Information

where TM(a, z, z′) := P(Z1 = z′|Z0 = z, A0 = a).
The immediate cost function is defined as a function

RZ : SZ ×A → R, (4.2)

where RZ (z, a) = ‘immediate cost of action a in state z’.

A common optimization criteria for infinite-horizon MDPs is the expected total dis-
counted cost, with discount factor γ ∈ [0, 1).2 If we restrict ourselves to the space of
deterministic Markovian stationary policies, denoted by Π, the resulting optimiza-
tion problem is to find

π∗M := arg min
π∈Π

E

[
∞

∑
t=0

γtRZ (Zt, π (Zt))

]
. (4.3)

Such a policy π ∈ Π specifies the decision rule used at each decision epoch. This
decision rule, denoted by d, is a deterministic mapping from SZ toA such that At =
d (Zt). For stationary deterministic policies, the decision rule d defines the entire
policy, i.e. π = (d, d, ...)⇔ d.

Recall that in Chapter 3 we assumed that the degradation of the component can be
described by an absorbing Markov chain with transition matrix TZ and state space
SZ = {1, ..., m} ∪ {FZ}. As a result, the component state Zt ∈ SZ at decision epoch
t, can be seen as the unique characterization of all information that is important for
optimal decision-making. At each decision epoch, one of two actions can be chosen,
i.e.

A = {‘do nothing’, ‘do maintenance’}, (4.4)

which we denote by 0 and 1 respectively.

If the component is still operational at decision epoch t and At = 1, the component is
immediately replaced by a new, perfect, component (at cost cpm). If the component
is still operational and At = 0, the component continues to deteriorate according
to transition matrix TZ. If the component was no longer operational, it will be re-
placed correctly (at cost ccm > cpm), regardless of the chosen action. This leads to the
following probabilistic transition model and immediate cost function:

TM(a, z, z′) =


TZ (z, z′) if a = 0∧ z ∈ {1, ..., m}
TZ (1, z′) if a = 0∧ z = FZ

TZ (1, z′) if a = 1

(4.5)

and

RZ(a, z) =


0 if a = 0∧ z ∈ {1, ..., m}
cpm if a = 1∧ z ∈ {1, ..., m}
ccm if z = FZ.

(4.6)

The MDP, as defined in Definition 2, with a probabilistic transition model as given by
Equation (4.5) and an immediate cost function as given by Equation (4.6), is referred
to as the full-information MDP for the CBM problem, as it assumes that we always

2A discounted cost MDP behaves like an average cost MDP when the discount factor is close to 1,
see e.g. [25].
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observe the state of the component. The dynamics of this full-information MDP are
summarized in Algorithm 2.

Algorithm 2 Dynamics of a full-information MDP

Input: policy π;
1: Initial state Z0 = 1
2: for t = 0, 1, ..., ∞ do
3: Choose action At = π (Zt)
4: Incur cost RZ (At, Zt)
5: State transition Zt → Zt+1 according to TM (At, Zt, ·)

4.1.2 Optimal policies for the full-information MDP

Given an initial state Z0 = z ∈ SZ, we evaluate policies by their value function; the
value function vπ

M (z) of policy π for the full-information MDP is the expected total
discounted cost, with discount factor γ, when starting in state z and executing policy
π, i.e.

vπ
M(z) := E

[
∑∞

t=0 γtRZ (Zt, π (Zt))
∣∣∣ Z0 = z

]
. (4.7)

The optimal value function v∗M is the unique solution of

v∗M (z) = min
a∈A

{
RZ (z, a) + γ ∑z′∈SZ

TM
(
a, z, z′

)
v∗M
(
z′
)}

∀z ∈ SZ, (4.8)

and the deterministic Markovian stationary defined as

π∗M (z) = arg min
a∈A

{q∗M (z, a)} ∀z ∈ SZ, (4.9)

where q∗M (z, a) := RZ (z, a) + γ ∑z′∈SZ
TM (a, z, z′) v∗M (z′), constitutes optimal be-

haviour in the sense of Equation (4.3), see e.g. [37].

Equation (4.8) can be explained intuitively by the principle of optimality (see [4]),
which roughly states that any optimal policy consists of optimal ‘sub-policies’. Fur-
thermore, in [37] is shown that for MDPs with a finite state space, finite action space
and bounded costs, there exists an optimal policy π∗ in the class of deterministic
Markovian stationary policies. This means that there is no policy in the class of
history-dependent randomized policies (i.e. the broadest class of policies) that out-
performs policy π∗, as defined in Equation (4.9).

4.2 Partially Observable Markov Decision Processes

In this section, we introduce partially observable Markov decision processes (POMDPs) as
an extension of MDPs and illustrate how POMDPs can be seen as continuous-state MDPs.
Subsequently, we elaborate on the structure of the optimal value function and explain how
the PERSEUS algorithm can be used to approximate the optimal value function. Lastly, we
present two simple POMDP-based heuristics.

The full-information MDP described in Section 4.1, assumes that we always observe
the current state of the Markov chain. A partially observable Markov decision pro-
cess (POMDP) (introduced in [15]) extends this model to incorporate uncertainty
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FIGURE 4.1: Schematic overview of the POMDP framework.

regarding the state of the Markov chain. This gives rise to a probabilistic observation
model, which relates the observations to states of the Markov chain. As a result,
POMDPs can also be seen as an extension of HMMs with actions and costs.

4.2.1 Extending MDPs to partial information

We define POMDPs based on the corresponding full-information MDP by extending
Definition 2 with an observations space and a probabilistic observation model.

Definition 3 (Partially observable Markov decision process (POMDP), based on [48]).
A partially observable Markov decision process (POMDP) is a tuple

(
SZ,A, TM, RZ, ŜO, Ω

)
,

where

• SZ is the finite set of states of the Markov chain;

• A is the finite set of actions;

• TM is the probabilistic transition model;

• RZ is the immediate cost function;

• ŜO is the finite set of observations;

• Ω is the probabilistic observation model.

The probabilistic observation model is defined as a stochastic matrix, with elements

Ω (z, o) := P (O1 = o| Z1 = z) ∀
[
o ∈ ŜO ∧ z ∈ SZ

]
. (4.10)

In Figure 4.1, a schematic overview of the POMDP framework is presented. Instead
of directly observing the Markov chain, we only have access to an observation pro-
cess. This observation process depends on the state of Markov chain and combined
these stochastic processes form a HMM (see Chapter 3 and Definition 1).

Recall that in Chapter 3 we assumed that the observations are samples from a multi-
variate Gaussian distribution whose parameters depend on the state of the Markov
chain. However, since problems with a continuous observations space, or a very
large discrete observation space, cannot be properly solved using model-based al-
gorithms (see e.g. [20]), we restrict ourselves to POMDPs with a finite observation
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space.3 As a result, a finite observation space needs to be constructed from the mon-
itoring data o. We employ an unsupervised clustering-based discretization method
using k-means (based on [13]), where the monitoring data is reduced to a total of
vK =

(
|ŜO| − 1

)
observations. Specifically, using the k-means algorithm, we discre-

tise the monitoring data for each feature to a total of v clusters. The finite obser-
vations space ŜO is then constructed by calculating the Cartesian product between
these K sets of clusters and adding the observation FO that uniquely defines the fail-
ure state. When executing the POMDP policy, new monitoring data is discretised
based on the Euclidean distance.

The probabilistic observation model of the POMDP is given by the following stochas-
tic matrix:

Ω (z, o) =


fOt |Zt ( o|Zt=z)

∑o′∈ŜO\{FO} fOt |Zt ( o′|Zt=z) if
[
z ∈ SZ \ {FZ} ∧ o ∈ ŜO \ {FO}

]
1 if z = FZ ∧ o = FO

0 else,

(4.11)

where fOt|Zt ( o| Zt = z) denotes the conditional density of the observations (see Equa-
tion (3.7)).

When operating in a POMDP environment, our history at decision epoch t comprises
of the entire sequence of observations and chosen actions up to that point, i.e.

Ht := (a0, o1, a1, ..., ot) ≡ (Ht−1, at−1, ot) . (4.12)

Based on this history, we choose the next action. However, computing a policy based
on the entire history, is impractical. At the same time, directly mapping the observa-
tion ot to an action At is not suboptimal (see e.g. [39]). We therefore summarize the
entire history into a posterior probability distribution over the states of the Markov
chain. This distribution is commonly referred to as the belief state, or simply the belief,
defined as:

bt (z) := P (Zt = z| Ht) ∀z ∈ SZ. (4.13)

The belief is the basis for our decision-making (as displayed in Figure 4.1), which
means that we are effectively operating on a different state space, the so-called belief
space B, which is the m-simplex, i.e.

B :=
{

b ∈ Rm+1 :
[
∑z∈SZ

b (z) = 1
]
∧ [b (z) ≥ 0 ∀z ∈ SZ]

}
. (4.14)

Consequently, a policy π for the POMDP is now a map from the belief space B to
the action space (see Figure 4.1), which means that the POMDP can be interpreted
as continuous-state MDP (see e.g. [51]).

3Model-free approaches, on the other hand, tend to require extensive simulation or sufficient a
priori knowledge to restrict the policy search space (see [20]).
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At decision epoch t, the posterior belief is updated using Bayes’ theorem:

bt
(
z′
)
= P

(
Zt = z′

∣∣ Ht
)
= P

(
Zt = z′|Ht−1, At−1 = a, Ot = o

)
=

P (Ot = o|Zt = z′, At−1 = a, Ht−1)P (Zt = z′|At−1 = a, Ht−1)

P (Ot = o| Ht−1, At−1 = a)

=
Ω (z′, o)∑z∈SZ

P (Zt = z′|At−1 = a, Zt−1 = z)P (Zt−1 = z|Ht−1)

P (Ot = o| Ht−1, At−1 = a)

=
Ω (z′, o)∑z∈SZ

TM (a, z, z′) bt−1 (z)
P (Ot = o| Ht−1, At−1 = a)

.

(4.15)

Since the denominator of Equation (4.15) is a normalizing constant, it follows that
bt−1 summarizes the entire history Ht−1 and that the belief can simply be updated
using the previous belief bt−1, the chosen action a and the resulting observation o.
This shows that the belief is a sufficient statistic for the entire history, in the sense
that

bt
(
z′
)
= P

(
Zt = z′

∣∣ Ht−1, at−1, ot
)
= P

(
Zt = z′

∣∣ bt−1, at−1, ot
)

, (4.16)

as also shown in e.g. [40].

We now define the following diagonal matrix:

Ω̄o := diag (Ω (1, o) , ..., Ω (m, o) , Ω (FZ, o)) . (4.17)

This allows us to compactly describe the function TB, which updates the belief:

TB : B ×A× ŜO → B with TB (b, a, o) :=
Ω̄oT>M (a) b

1>
(m+1)Ω̄oT>M (a) b

, (4.18)

where TM (a) ≡ TM (a, ·, ·) denotes the probabilistic transition model of the full-
information MDP for action a ∈ A and 1(m+1) denotes an (m + 1)-dimensional vec-
tor with entries 1.

The dynamics of the POMDP are summarized in Algorithm 3.

Algorithm 3 Dynamics of a POMDP

Input: policy π;
1: Initial state Z0 = 1, i.e. b0 = e1
2: for t = 0, 1, ..., ∞ do
3: Choose action At = π (Bt)
4: Incur cost RB (At, Bt)
5: State transition Zt → Zt+1 based on TM (At, Zt, ·)
6: Register observation Ot+1 based on Ω (Zt+1, ·)
7: Update belief state Bt+1 = TB (Bt, At, Ot+1)
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4.2.2 The optimal value function of POMDPs

The value function vπ
n (b) of an arbitrary policy π of an n-stage POMDP (i.e. a

POMDP with n + 1 decision epochs) with initial belief state b is given by

vπ
n (b) := E

[
n

∑
t=0

γtRB (Bt, π (Bt))
∣∣ B0 = b

]
∀b ∈ B, (4.19)

where RB (Bt, π (Bt)) := ∑z∈SZ
RM (z, π (Bt)) Bt (z).

Note that, since P (Z0 = 1) = 1, we have that B0 = e1.4

We now introduce the dynamic programming operator D : U → U for POMDPs,
where U denotes the set of bounded and real-valued functions on B (i.e. v ∈ U is a
bounded function from B to R), defined as:

Dv (b) := min
a∈A

{
RB (b, a) + γ ∑o∈ŜO

v (TB (b, a, o))Ωa
b (o)

}
, (4.20)

where b ∈ B and Ωa
b (o) := P (O1 = o| B0 = b, A0 = a).

Notice that

P (O1 = o| B0 = b, A0 = a) = ∑z,z′∈SZ
Ω
(
z′, o

)
TM
(
a, z, z′

)
b (z) . (4.21)

The optimal value function v∗n of an n-stage POMDP satisfies the following recursive
relation [40]:

v∗n (b) = Dv∗n−1 (b)
= min

a∈A
{q∗n (b, a)} , (4.22)

where q∗n (b, a) := RB (b, a) + γ ∑o∈ŜO
v∗n−1 (TB (b, a, o))Ωa

b (o).

One could use so-called policy trees to describe a policy of a finite-horizon POMDP
(see e.g. [23]). Let g ∈ Gn denote a policy tree of an n-stage POMDP, where Gn
denotes the set of all possible policy trees. We recursively define g as a tuple g :=
(a, ρn), where a ∈ A denotes the immediate action and ρn : ŜO → Gn denotes the
conditional plan. In case n = 0, we can only perform a single (final) action, hence
ρ1 : ŜO → A and G0 := {a : a ∈ A}.

An illustration of a policy tree is given in Figure 4.2. The policy tree g := (a, ρ3) ∈ G3
consist of the action a ∈ A (executed at time t) and the conditional plan ρ3. The
conditional plan specifies a subtree for each observation o ∈ ŜO.

4Where e1 denotes the (m + 1)-dimensional zero vector, with only at index 1 the element 1.
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FIGURE 4.2: Illustration of a policy tree for a 3-stage POMDP, with
decision epochs {t, t + 1, t + 2, t + 3}. The action space is A := {0, 1}

and the observation space is ŜO := {o1, o2}.

When the state of the Markov chain is z ∈ SZ, the expected total discounted cost of
executing policy tree g := (a, ρn) ∈ Gn at time t is given by

v〈g〉n (ez) := RZ (z, a) + γE [ ‘future cost’| At = a, Zt = z]

= RZ (z, a) + γ ∑o∈ŜO
∑z′∈SZ

[
E
[

‘future cost’|Ot+1 = o, Zt+1 = z′
]

·P
(

Ot+1 = o, Zt+1 = z′
∣∣ At = a, Zt = z

) ]
= RZ (z, a) + γ ∑o∈ŜO

∑z′∈SZ
v〈ρn(o)〉

n−1 (ez′) TM
(
a, z, z′

)
Ω
(
z′, o

)
,

(4.23)

with v〈ρ1(o)〉
0 (ez) = RZ (z, ρ1 (o)).

For an arbitrary belief state b ∈ B, it naturally holds that

v〈g〉n (b) := ∑z∈SZ
b (z) v〈g〉n (ez) . (4.24)

The expected total discounted cost of executing a policy tree gi ∈ Gn is denoted by a
so-called α-vector.

Definition 4 (α-vector). Let gi ∈ Gn denote a policy tree of an n-stage POMDP. We call
αi

n ∈ R(m+1), defined as
αi

n (z) := v〈gi〉
n (ez) ∀z ∈ SZ, (4.25)

an α-vector of the corresponding POMDP. The set of all α-vectors is denoted by

α̂n :=
{

αi
n : gi ∈ Gn

}
. (4.26)

The optimal value function can now simply be written as

v∗n (b) = minαi
n∈α̂n ∑z∈SZ

b (z) αi
n (z) . (4.27)

Equation (4.27) illustrates the fact that the optimal value function of a finite-horizon
POMDP is piecewise linear and concave (PWLC), which was first shown in [40].
Figure 4.3 illustrates what this means. It can be seen that the optimal value function
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FIGURE 4.3: Illustration of the optimal value function v∗n (b) of an n-
stage POMDP, with two states (i.e. SZ = {1, 2}), where b1 denotes the

probability that the Markov chain is in the first state.

consists of the value functions of three different policy trees. Which policy tree is
optimal, depends on the belief. However, there is no belief b ∈ B such that policy
tree g4 ∈ Gn := {g1, g2, g3, g4} is optimal.

Indeed, certain policy trees g ∈ Gn will be suboptimal for every belief b ∈ B. This
means that the corresponding α-vectors are not really part of the optimal value func-
tion. As a result, the set of α-vectors α̂n can be reduced to a parsimonious subset αn,
such that

v∗n (b) = minαi
n∈αn ∑z∈SZ

b (z) αi
n (z) . (4.28)

Computing the optimal value function of an (n + 1)-stage POMDP using the value
function of the corresponding n-stage POMDP, is known as exact value iteration.
However, this procedure is computationally quite expensive, since the number of
possible policy trees (and therefore the number of α-vectors) grows exponentially
with the number of stages, specifically

|Gn+1| = |A| · |Gn||ŜO| . (4.29)

Additionally, reducing this set to a parsimonious subset (using for example Lark’s
pruning algorithm, see e.g. [10]) is, especially in higher dimensions, computation-
ally expensive. As a result, the consensus is that exact value iteration is intractable
and that it is unlikely that efficient algorithms to find optimal policies for general
POMDPs exist (see e.g. [30]).

However, updating the value function for a single belief b ∈ B is of smaller com-
putational cost. In fact, given the optimal value function v∗n of the n-stage POMDP
(described by αn), one can efficiently calculate v∗n+1 (b), using the so-called backup op-
erator. We now illustrate how the formulas for this backup operator can be derived,
conform [48].
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First, recall the following relation:

v∗n+1 (b) = min
a∈A

{
RB (b, a) + γ ∑o∈ŜO

v∗n (TB (b, a, o))Ωa
b (o)

}
. (4.30)

Due to Equation (4.15), the updated belief state can be written as

(TB (b, a, o)) (z) =
Ω (z′, o)∑z∈SZ

TM (a, z, z′) b (z)
Ωa

b (o)
∀s ∈ SZ, (4.31)

where we used that P (Ot+1 = o| Ht, At = a) = Ωa
b (o) (note that b denotes the belief

calculated from the entire history Ht).

Using Equation (4.31), one can rewrite v∗n (TB (b, a, o)) as follows:

v∗n (TB (b, a, o)) = minαi
n∈αn

∑z′∈SZ

[(
Ω (z′, o)∑z∈SZ

TM (a, z, z′) b (z)
)

αi
n (s′)

]
Ωa

b (o)

= minαi
n∈αn

∑z∈SZ

[
b (z)∑z′∈SZ

Ω (z′, o) TM (a, z, z′) αi
n (z′)

]
Ωa

b (o)

=
minαi

n∈αn
b · gi

ao

Ωa
b (o)

,

(4.32)

with gi
ao (z) := ∑z′∈SZ

Ω (z′, o) TM (a, z, z′) αi
n (z′).

As a result, Equation (4.30) can be written as

v∗n+1 (b) = min
a∈A

{
RB (b, a) + γ ∑o∈ŜO

minαi
n∈αn

b · gi
ao

}
= min

a∈A

{
b · αa+1

0 + b · γ ∑o∈ŜO
arg min{gi

ao}i=1,...,|αn |
b · gi

ao

}
= min

a∈A
b · gb

a.

(4.33)

where gb
a := αa+1

0 + γ ∑o∈ŜO
arg min{gi

ao}i=1,...,|αn |
b · gi

ao.

This leads to the following definition of the backup operator:

backup (b) := arg min{gb
a}a∈A

b · gb
a, (4.34)

i.e. the backup operator calculates, using the optimal value function of the n-stage
POMDP (described by αn), the optimal α-vector for a given belief b ∈ B of the
(n + 1)-stage POMDP.

4.2.3 Approximate value iteration for infinite-horizon POMDPs

The optimal value function of an infinite-horizon POMDP, must satisfy the following
relation [41]:

v∗ (b) = Dv∗ (b)
= min

a∈A
{q∗ (b, a)} , (4.35)

where q∗ (b, a) := RB (b, a) + γ ∑o∈ŜO
v∗ (TB (b, a, o))Ωa

b (o).
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Although the optimal value function of an infinite-horizon POMDP need not be
piecewise linear (but is still always concave), it can be approximated arbitrarily
closely by a function that is concave and piecewise linear [41].

In particular, from the Banach Fixed-Point theorem (see e.g. [37]), which can be
applied because function space U with the supremum norm forms a Banach space
and operator D is a contraction mapping (see Appendix A.1), it follows that

(i) there exists a unique function v∗ ∈ U such that v∗ = Dv∗;

(ii) for arbitrary v0 ∈ U, the sequence {vn}∞
n=0 , defined by Equation (4.22) con-

verges uniformly to v∗.

The optimal value function of an infinite-horizon POMDP can therefore be approx-
imated arbitrarily closely by successively solving the finite-horizon POMDPs, us-
ing Equation (4.22). Or, by starting from some initial value function and itera-
tively applying the dynamic programming operator for POMDP, as defined in Equa-
tion (4.20), until convergence.

However, since performing exact value iteration is intractable, we use approximate
point-based value iteration (PBVI) to solve the POMDP. This means that the POMDP
is solved approximately through value iteration over a proxy belief space B̃ ⊆ B.
PBVI algorithms exploit the intuition that for many problems the set of ‘reachable
beliefs’ (i.e. beliefs that can be reached by following an arbitrary policy starting from
the initial belief state b0 ∈ B) forms a low dimensional manifold in the belief space B,
and thus can be covered densely enough by a relatively small number of belief points
[42]. These algorithms are computationally desirable because the backup operator,
as defined in Equation (4.34), can be efficiently executed for a single belief b ∈ B (see
e.g. [38]).

In this study, we use the PERSEUS algorithm [42], which uses a randomized dy-
namic programming operator D̃. This leads to a sequence {α̃n}∞

n=0 , where α̃n :={
α̃0

n, α̃1
n, ...

}
denotes the α-vectors that describe the approximate value function ṽn

(after n iterations). A global overview of the method is presented in Algorithm 4.

Algorithm 4 PERSEUS

1: function PERSEUS(POMDP);
2: n = 0
3: Initialize α̃0 :=

{
α̃0

0
}

, with α̃0
0 (z) = (ccm/ (1− γ)) for z = 1, ..., m + 1

4: Construct proxy belief space B̃
5: while no convergence of ṽn (e1) do
6: n += 1
7: α̃n = D̃

(
B̃, α̃n−1

)
8: return α̃n

Algorithm 4 can be divided into three parts:

1) Initializing α̃0;

2) Constructing the proxy belief space B̃;

3) Executing the randomized dynamic programming operator D̃.

Whereas most PBVI algorithms alternate between updating the proxy belief space B̃
and updating the value function (see [38]), the PERSEUS algorithm does not update
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the proxy belief space. As a consequence, convergence to the optimal value function
v∗ is not guaranteed [46].

The value function ṽ0 is initialized as a single α-vector which is an upper bound
of the optimal value function v∗, conform [42]. Alternatively, one could initialize
the value function as close as possible to the optimal value function v∗. This would
minimize the number of required iterations, but requires some knowledge of the
optimal value function.

Many methods for constructing the proxy belief space exist, see e.g. [42] and [36].
In this study, we construct the proxy belief space based on the available monitoring
data o. That is, we calculate the belief state of each non-trivial sampling and subse-
quently extend this set by, for each belief, simulating the next belief. An overview of
this procedure can be found in Algorithm 5.

Algorithm 5 Proxy belief space construction

1: function Construct-proxy-belief-space(o);
2: B̃ = ∅
3: for j = 1, ..., N do
4: b = e1
5: for t = 1, ..., nj − 1 do
6: a = 0
7: b = TB

(
b, a, o(j)

t

)
8: Add b to B̃
9: B̂ := B̃

10: for b ∈ B̂ do
11: Sample random current state z ∈ SZ based on b
12: Sample random next state z′ ∈ SZ based on TM (0, z, ·)
13: Sample random next observation o ∈ ŜO based on Ω (z′, ·)
14: b′ = TB (b, 0, o)
15: Add b′ to B̃
16: Add e1 to B̃
17: Add em+1 to B̃
18: return B̃

The randomized dynamic programming operator D̃ is explained in Algorithm 6.

Algorithm 6 The randomized dynamic programming operator D̃
1: function D̃(B̃, α̃n);
2: α̃n+1 := ∅ and B̂ := B̃
3: while B̂ 6= ∅ do
4: b R←− B̂
5: Compute α̃b := backup (b, α̃n)
6: if b · α̃b ≤ ṽn (b) then
7: Add α̃b to α̃n+1
8: else
9: α̃′b := arg minα̃i

n∈α̃n
b · α̃i

n
10: Add α̃′b to α̃n+1

11: Compute B̂ :=
{

b ∈ B̃ : ṽn+1 (b) < ṽn (b)
}

return α̃n+1
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Essentially, what happens is that at each iteration, a random belief b ∈ B̃ is chosen,
for which the backup operator, see Equation (4.34), is performed. This results into a
vector αb. Subsequently, we check whether this vector αb improves the value func-
tion at belief b (compared to α̃n). If this is the case, we add αb to the set α̃n+1. If this
is not the case, we get the best vector from the set α̃n and add this vector to the set
α̃n+1. This procedure is repeated until the set α̃n+1 leads to an improved (or equally
good) value function for the entire belief space. This also implies the convergence of
the PERSEUS algorithm to some set α̃∗ [46].

4.2.4 Other policies

Since solving a POMDP, even approximately, poses a significant computational bur-
den, multiple POMDP-based heuristics have been developed (see e.g. [11]). In this
study, we include two of these heuristics: the MLS heuristic and the QMDP heuris-
tic. Executing the resulting MLS policy and QMDP policy only requires solving the
underlying MDP and keeping track of the belief.

The MLS heuristic, which stand for ‘most likely state’, is an intuitive heuristic that
simply picks the optimal action associated with the most likely state (according to
the MDP). The resulting policy is simply given by

πMLS (b) := π∗M

(
arg max

z∈SZ

b (s)

)
. (4.36)

However, this policy essentially completely ignores the uncertainty.

The QMDP heuristic, which is slightly more sophisticated, does account for the un-
certainty and has shown promising results in some small-scale POMDP problems
[27]. The QMDP policy is defined as

πQMDP (b) := arg min
a∈A

∑
z∈SZ

b (s) q∗M (z, a) . (4.37)
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Chapter 5

Results

In this section, we present the results of our study. In Section 5.1, an overview of the
most important results of the 5 scenarios (see Section 2.3) is presented, specifically:

(i) We present the relative average cost of the POMDP, QMDP and MLS policies
for an increasing number of states, i.e. the average cost per time unit of the
POMDP, QMDP and MLS policies (see Section 2.2.2) divided by the average
cost per time unit of the optimal threshold policy (with respect to the degrada-
tion space);

(ii) We present the discounted cost of the POMDP and MDP value functions, that
is

v∗M (1) = E

[
∞

∑
t=0

γtRZ (Zt, π∗M (Zt))

∣∣∣∣∣ Z0 = 1

]
(5.1)

v∗ (e1) = E

[
n

∑
t=0

γtRB (Bt, π∗ (Bt))

∣∣∣∣∣ B0 = e1

]
. (5.2)

(iii) We present the AIC and AICc of each HMM (see e.g. [7]);

(iv) We present the average cost of various threshold policies (with respect to the
degradation process) and the average cost of the best POMDP policy.

The first point answers both our main question and sub-question 1. The second and
third point, which relate to sub-question 2, assess whether it is possible to identify
the best model based on the discounted costs and the AIC/AICc respectively. This
is relevant because in practice one cannot always test different policies. The fourth
point provides more perspective on the performance of the best POMDP model rel-
ative to other threshold policies.

A more in-depth discussion of these results is presented in Section 5.2.

For each simulation, we chose N = 25, cpm = 25, ccm = 100 and γ = 0.99.

5.1 Results from the simulations

First, we investigate Simulation 1, which has a relatively simple structure. The re-
sults of this simulation are shown in Figure 5.1 and Table 5.1. Choosing a HMM
with m = 2 states, leads to an average cost that is more than 56% higher than the
optimal average cost. This average cost can be significantly reduced by increasing
the number of states to m = 3, in which case the average cost is only 2.7% above
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the optimal average cost. However, including more states does not significantly im-
prove the policy. In fact, increasing the number of states to m = 10 leads to a slightly
worse policy (4.8% above the optimal average cost). This is interesting, because Sim-
ulation 1 is exactly a HMM with m = 10 states. We also observe that the MLS policy
is often the worst policy. This is to be expected, as this policy essentially does not
take into account the uncertainty. Perhaps more surprising is that the POMDP policy
does not consistently outperform the QMDP policy.

In Figure 5.1b, we see that the discounted cost of the POMDP model is consistently
higher than the discounted cost of the MDP model. This does not come as a sur-
prise, as the MDP model assumes that the states of the Markov chain are observed,
which is not the case in practice. The POMDP takes this uncertainty into account
and therefore shows a higher discounted cost. We also observe that Figure 5.1a and
Figure 5.1b are not in synch; Figure 5.1b suggests that m = 8 or m = 10 are the best
choices, whereas Figure 5.1a points to m = 3 or m = 4. Also the AIC and AICc
identify a different model as better (m = 8 and m = 6 respectively, see Figure 5.2a).

Let us now consider simulation 2, for which the results are presented in Figure 5.3
and Table 5.2. The best policy is achieved by choosing m = 10, in which case the
average cost per time unit is only 1.4% higher than the average cost of the optimal
threshold policy. Further increasing the number of states to m = 15, leads to a clearly
worse policy. Indeed, the POMDP policy for m = 15 has an excess cost (that is, the
additional average cost per time unit compared to the optimal threshold policy) that
is almost three times higher compared to m = 10. This pattern is not reflected in the
corresponding discounted costs however, shown in Figure 5.3b.

The results for Simulation 3 are presented in Figure 5.5 and Table 5.3. Interestingly
enough, increasing the number of states of the HMM beyond m = 3 seems to make
little or no difference. Also, the various policies yield more or less the seem aver-
age cost; the average cost is consistently around 14% above the average cost of the
optimal threshold. Note that this gap is significantly larger than the gap found for
Simulations 1 and 2. This is because a large part of the degradation process is en-
tirely unobserved in Simulation 3. Hence, a worse performance is to be unexpected.

For Simulation 4, see Figure 5.7 and Table 5.4, we find that the optimal number of
states is m = 10, with a gap of 11.4% compared to the optimal threshold policy
(keep in mind that, again, a large part of the degradation process is not observed).
Choosing m = 3 leads to a very similar performance (a gap of 11.7%).

Lastly, we consider Simulation 5, for which the monitoring data consists of 2 fea-
tures. The result are presented in Figure 5.9 and Table 5.5. We observe that choosing
m = 10 states leads to the best policy, which has an average cost that is 3.3% higher
than the average cost of the optimal threshold policy. Such a small gap is slightly
surprising, since again a major part of the degradation process is not observed. We
also note that the MLS policy generally performs the worst (aside from m = 6) and
that the there is no major or consistent difference between the POMDP policies and
the QMDP policies. Furthermore, we see that, in contrast to the results of the other
simulations, Figures 5.9b and 5.10a successfully identify the best choice.
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FIGURE 5.1: Results of Simulation 1 for an increasing number of
states of the HMM. (A) The relative average cost of the POMDP,
QMDP and MLS policies; (B) The discounted cost of the POMDP and

MDP value functions.
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FIGURE 5.2: Results of Simulation 1 for an increasing number of
states of the HMM. (A) The AIC and AICc of the HMMs; (B) The
average cost of various threshold policies (with respect to the degra-
dation space) and the average cost of the best POMDP policy (dotted

line).
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FIGURE 5.3: Results of Simulation 2 for an increasing number of
states of the HMM. (A) The average cost of the POMDP, QMDP and
MLS policies; (B) The discounted cost of the POMDP and MDP value

functions.
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FIGURE 5.4: Results of Simulation 2 for an increasing number of
states of the HMM. (A) The AIC and AICc of the HMMs; (B) The
average cost of various threshold policies (with respect to the degra-
dation space) and the average cost of the best POMDP policy (dotted

line).
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FIGURE 5.5: Results of Simulation 3 for an increasing number of
states of the HMM. (A) The average cost of the POMDP, QMDP and
MLS policies; (B) The discounted cost of the POMDP and MDP value

functions.
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FIGURE 5.6: Results of Simulation 3 for an increasing number of
states of the HMM. (A) The AIC and AICc of the HMMs; (B) The
average cost of various threshold policies (with respect to the degra-
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FIGURE 5.7: Results of Simulation 4 for an increasing number of
states of the HMM. (A) The average cost of the POMDP, QMDP and
MLS policies; (B) The discounted cost of the POMDP and MDP value

functions.
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FIGURE 5.8: Results of Simulation 4 for an increasing number of
states of the HMM. (A) The AIC and AICc of the HMMs; (B) The
average cost of various threshold policies (with respect to the degra-
dation space) and the average cost of the best POMDP policy (dotted
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FIGURE 5.9: Results of Simulation 5 for an increasing number of
states of the HMM. (A) The average cost of the POMDP, QMDP and
MLS policies; (B) The discounted cost of the POMDP and MDP value

functions.
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FIGURE 5.10: Results of Simulation 5 for an increasing number of
states of the HMM. (A) The AIC and AICc of the HMMs; (B) The
average cost of various threshold policies (with respect to the degra-
dation space) and the average cost of the best POMDP policy (dotted

line).

TABLE 5.1: Results of Simulation 1 for an increasing number of states
of the HMM. The relative average cost of the POMDP, QMDP and

MLS policies.

POMDP QMDP MLS
m = 2 1.564 1.565 1.785
m = 3 1.027 1.025 1.025
m = 4 1.025 1.040 1.043
m = 6 1.037 1.053 1.175
m = 8 1.038 1.037 1.063
m = 10 1.048 1.048 1.079
m = 15 1.040 1.045 1.043

TABLE 5.2: Results of Simulation 2 for an increasing number of states
of the HMM. The relative average cost of the POMDP, QMDP and

MLS policies.

POMDP QMDP MLS
m = 2 1.232 1.231 1.329
m = 3 1.027 1.028 1.024
m = 4 1.025 1.024 1.020
m = 6 1.031 1.027 1.031
m = 8 1.016 1.015 1.012
m = 10 1.014 1.014 1.009
m = 15 1.039 1.043 1.199
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TABLE 5.3: Results of Simulation 3 for an increasing number of states
of the HMM. The relative average cost of the POMDP, QMDP and

MLS policies.

POMDP QMDP MLS
m = 2 1.561 1.555 1.680
m = 3 1.137 1.136 1.134
m = 4 1.145 1.136 1.139
m = 6 1.139 1.137 1.134
m = 8 1.141 1.136 1.135
m = 10 1.139 1.139 1.135
m = 15 1.138 1.134 1.137

TABLE 5.4: Results of Simulation 4 for an increasing number of states
of the HMM. The relative average cost of the POMDP, QMDP and

MLS policies

POMDP QMDP MLS
m = 2 1.710 1.713 1.867
m = 3 1.117 1.118 1.121
m = 4 1.153 1.207 1.305
m = 6 1.167 1.230 1.354
m = 8 1.124 1.122 1.119
m = 10 1.114 1.123 1.116
m = 15 1.129 1.132 1.123

TABLE 5.5: Results of Simulation 5 for an increasing number of states
of the HMM. The relative average cost of the POMDP, QMDP and

MLS policies

POMDP QMDP MLS
m = 2 1.796 1.795 1.900
m = 3 1.066 1.067 1.071
m = 4 1.051 1.054 1.085
m = 6 1.068 1.060 1.060
m = 8 1.065 1.074 1.182
m = 10 1.033 1.031 1.034
m = 15 1.103 1.102 1.173
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5.2 Discussion

In Section 5.1, we consistently observed that the simplest HMM (i.e. m = 2), is not a
good choice. Increasing the number of states (to e.g. m = 3), has shown to produce
significantly better policies. This result is to be expected, since the parameters of the
HMM are estimated solely based on the likelihood of the monitoring data/training
data, thus not taking into account the decision-making process. As a result, policies
with m = 2 might do preventive maintenance too often, resulting in a higher av-
erage cost. This argument could also explain why m = 3 leads to generally decent
performance; perhaps choosing m = 3 provides a sufficient granularity to isolate the
‘ideal maintenance region’.

Also, we have seen that making the model more complex could produce subopti-
mal policies, as increasing the number of states led to an increase of the average
cost on multiple occasions. It may be that estimating a large number of parameters
(say m = 15), leads to an overfitted model, which causes the policy to generalize
poorly. Another reason why increasing the number of states of the HMM sometimes
increased the average cost, may be that the EM algorithm converged to a subopti-
mal stationary point. Indeed, the search space of the EM algorithm depends on the
number of states of the HMM; due to the structure of the likelihood, it could be that
the EM algorithm for, say, m = 6 states converges to a stationary point that is worse
(in terms of the average cost of the resulting policies) than the stationary point it
converges to for m = 3 states.

Naturally, the MLS policy, in general, led to the highest average cost. Only a few
times, the MLS policy outperformed the QMDP policy and never by a large margin.
However, no major or consistent difference was observed between the POMDP and
the QMDP policy. This is interesting and a bit surprising, since in [34] the POMDP
policy clearly outperforms the QMDP policy in a maintenance setting.1 The key
observation to understanding the strong performance of the QMDP policy in our
setting is that it is a heuristic which assumes that the uncertainty will disappear after
executing the next action (see e.g. [11]). As a result, it will not choose informative
actions (such as ‘inspect the component’). Since these actions are absent from our
model, this might explain why the QMDP heuristic performs so well.

It could also be that the POMDP was not always solved to optimality. For example,
it might be that the proxy belief space was not a sufficient representation of the be-
lief space one would encounter when executing the policy in practice, or it could be
that the PERSEUS algorithm had not yet converged. To check whether the algorithm
has converged, one could monitor the discounted cost and the number of α-vectors
(see Figure 5.11). In Figure 5.11a, we see that the discounted cost decreased rapidly
at first and then slowly converged. Also, the number of α-vectors is rather low in
the beginning (see Figure 5.11b). This is because during the first iterations a single
backup usually improves the value function for many, if not all, beliefs in the proxy
belief space. As more iterations are performed, the number of α-vectors gently in-
creases, indicating that the value function is gradually improving.

Let us now consider the POMDP policy for Simulation 5 with m = 3. In this case, the
component, while operational, can be in one of three states. As a result, the belief
space B can be presented in a 2-dimensional way (see e.g. [25]), as shown in Fig-
ure 5.12. We see that the policy chooses ‘do maintenance’ in state 3 and ‘do nothing’

1The model studied in [34] is slightly different though. For example, it accounts for a total of three
preventive maintenance actions: ‘minor repair’, ‘major repair’ and ‘preventive replacement’.
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FIGURE 5.11: The discounted cost (A) and the number of α-vectors
(B) for each iteration of the PERSEUS algorithm when solving the

POMDP for Simulation 5 with m = 10.

FIGURE 5.12: The belief space when the component is operational (i.e.
b ∈ B such that b (m + 1) = 0) for the POMDP policy of Simulation 5

with m = 3.

in state 1 and 2. Additionally, we note that both the ‘do maintenance’ and the ‘do
nothing’ region, restricted to this subset of the belief space, seem convex. In general,
one can easily prove that the ‘do maintenance’ region is convex (see Appendix A.2).
However, the ‘do nothing’ region need not be convex. Nevertheless, in our experi-
ence the obtained POMDP policies are generally quite simple in structure; in some
cases the policy is a hyperplane (as is the case in Figure 5.12) and often the policy
can be described by a small set of α-vectors (even the POMDP policy of Simulation 5
with m = 10 contains only 17 relevant α-vectors, see Figure 5.11b).

We have studied four different criteria that could possibly identify the optimal num-
ber of states of the HMM, specifically: the discounted cost of the POMDP/MDP
and the AIC/AICc. Figures 5.2a, 5.4a, 5.6a and 5.8a show a very similar shape; the
AIC and AICc both consistently point to m = 6 or m = 8 as the optimal number of
states. On the hand, the discounted costs (see Figures 5.1b, 5.3b, 5.5b and 5.7b), do
not show a consistent pattern. Nevertheless, the simulation results show that none
of these criteria identified the best number of states. Only for Simulation 5 have the
AIC, AICc and the discounted cost of the POMDP identified the optimal choice.

Lastly, we note that the POMDP policies have shown to produce results that, for
m ≥ 3, were consistently less than 5% higher than the optimal threshold policy
in case all parts of the degradation process were observed (that is Simulations 1
and 2). This is not trivial, as can be seen by studying Figures 5.2b and 5.4b. In case



48 Chapter 5. Results

only a part of the degradation process was observed, the resulting average cost was
still less 15% higher than the average cost of the optimal threshold policy. Keep
in mind that since we do not observe a major part of the degradation process, the
optimal threshold policy (as depicted in Figures 5.6b and 5.8b) is likely not attainable
in practice. Finally, for Simulation 5, which has both a more complex structure and
unobserved parts, the average cost of the POMDP policy was at most 10% higher.
The non-triviality of this performance can be understood by studying Figure 5.10b.
In addition, we notice that choosing m = 3, despite the simplicity of the resulting
model, seems to produce decent results for each simulation.
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Chapter 6

Conclusions and outlook

In this study, we investigated the use of multivariate Gaussian HMMs for CBM poli-
cies. We used various simulated degradation processes (e.g. Markovian degrada-
tion, non-Markovian degradation and unobserved features) to generate monitoring
data. We described the degradation process of the component by a latent Markov
chain that governs the monitoring data, i.e. the monitoring data contains observa-
tions generated by a multivariate Gaussian distribution, whose parameters depend
on the state of the underlying Markov chain. The parameters of this HMM were es-
timated using the well-known Baum-Welch algorithm. Subsequently, a maintenance
policy was obtained by formulating and solving the corresponding POMDP, using
approximate point-based value iteration. The performance of the resulting policy, as
well as several POMDP-based heuristics, was tested in a statistically identical envi-
ronment and compared with the optimal threshold policy.

We have found that, despite their simplistic nature, HMMs can be used to derive
policies that perform reasonable compared to the optimal threshold policy in both a
Markovian and non-Markovian setting, despite the noisy measurements and unob-
served features. However, the chosen number of states of the Markov chain does af-
fect the average cost of the resulting policy. We presented two ways to determine the
number of states; using the discounted cost of the POMDP (or the MDP) and using
the AICc (or the AIC). However, in most cases, both metrics pointed to a suboptimal
number of states. Nevertheless, we observed that the simplest model (m = 2) leads
to suboptimal policies and that in most cases choosing a small model (say m = 3)
produces decent results.

Furthermore, we observed no major or consistent difference between the POMDP
policy and the QMDP policy. We argued that this may be due to the simplicity of the
model under consideration. This would mean that in this setting one could simply
solve the corresponding MDP and subsequently execute the QMDP policy, without
a loss of performance. However, in more advanced settings (in particular when
the action space is extended with exploration actions), the QMDP policy will likely
perform significantly worse than the POMDP policy.

Our study also has some limitations. For example, we have only studied value data.
Whereas, in practice, the monitoring data may also include waveform data and mul-
tidimensional data. We also did not include event data and simulated only perfect-
to-failure cycles (whereas including left-truncated and/or right-censored data might
be more realistic). Additionally, we recognize that the construction of the POMDP
can be improved. For example, the current formulation requires a discretization of
the observation space, which imposes a trade-off between accuracy and speed. In
our simulations this is likely not problematic, but for high-dimensional monitoring
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data, this issue could be more apparent. As an alternative, one could explore the pos-
sibility of allowing a continuous multidimensional observation space (see e.g. [20]).
Also, we note that our current solution method lacks a way to verify whether the
POMDP has converged to optimality. Since point-based value iteration algorithms
might suddenly improve after seemingly having reached a plateau for some time
(see e.g. [33]), implementing an upper bound to the optimal value function might
be beneficial. Lastly, we emphasize that we solved the POMDP based on the dis-
counted reward, whereas our end goal was to minimize the average cost per time
unit. This choice was motivated by the technical difficulty associated with solving
an average cost POMDP (see e.g. [25]) and compensated for by choosing a discount
factor of 0.99.

There are several interesting extensions and topics for future research. For example,
in this work we studied a HMM with an upper triangular transition matrix, how-
ever, many different types of HMMs exists (see e.g. [31]). Seeing whether similar,
or better, performance can be obtained using different types of HMMs, might make
HMMs a more versatile tool. Additionally, one may want to explore different tech-
niques to estimate the parameters of the HMM. In particular, techniques that allow
for online learning of the parameters may be interesting, as this allows the model to
adapt to newly-acquired training data.

Another interesting extension might be in the direction of semi-Markov models.
That is, instead of a latent Markov chain, the degradation process is described by
a stochastic process that is only Markovian at transition times (the time between
transitions is random). This could lead to much more realistic models, as it is well-
known that the Markovian assumptions is not always accurate. However, a partially
observable semi-Markov decision process (see e.g. [43]), leads to complex solution
procedures. Nevertheless, since the QMDP heuristic showed such promising results
in our study, the extension to semi-Markov models might be less troublesome in a
similar setting to ours.
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Appendix A

Additional proofs

A.1 The Banach Fixed-Point theorem

Consider the supremum norm ‖·‖∞, defined as:

‖·‖∞ := sup
b∈B
|v (b)− ṽ (b)| . (A.1)

Lemma 2. The normed space (U, ‖·‖∞) is a Banach space

Proof. Let {vn} be a Cauchy sequence in U, i.e.

∀ε>0∃N>0 : ‖vn − vm‖∞ < ε ∀n,m>N . (A.2)

We show that the Cauchy sequence {vn}∞
n=0 =: {vn} contains a limit point v ∈ U.

(i) First, we show that {vn} converges uniformly to v on B. Let b ∈ B and consider

|vn (b)− v (b)| = |vn (b)− limm→∞ vm (b)|
= limm→∞ |vn (b)− vm (b)| < ε.

(A.3)

The last statement follows from the observation that

|vn (b)− vm (b)| ≤ ‖vn − vm‖∞ < ε ∀b∈B , (A.4)

which is an immediate consequence of {vn} being a Cauchy sequence.

From Equation (A.3) it follows that

‖vn − v‖∞ < ε, (A.5)

which implies that {vn} converges uniformly to v on B.

(ii) Next, we show that the resulting limit point v is a real-valued function. To this
end, we note that for all b ∈ B, the sequence {vn (b)} is a Cauchy sequence
in R. Since v (b) = limn→∞ vn (b) and R is complete, it follows that v (b) is a
real-valued function for all b ∈ B.
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(iii) Lastly, we show that v is bounded. Using the triangle inequality and the defi-
nition of the supremum norm, we find that for all b ∈ B

|v (b)| = |v (b)− vN+1 (b) + vN+1 (b)|
≤ |v (b)− vN+1 (b)|+ |vN+1 (b)|
≤ ‖v− vN+1‖∞ + ‖vN+1‖∞ .

(A.6)

Since {vn} is Cauchy sequence, ‖vN+1‖∞ < c (for some c ∈ R). Furthermore,

‖v− vN+1‖∞ = sup
b∈B
|v (b)− vN+1 (b)|

= sup
b∈B

∣∣∣ lim
n→∞

vn (b)− vN+1 (b)
∣∣∣

= sup
b∈B

lim
n→∞
|vn (b)− vN+1 (b)| < ε.

(A.7)

The last statement is a consequence of Equation (A.4).

From Equation (A.6) we now conclude that for all b ∈ B, it follows that |v (b)| ≤
c + ε. Which shows that v is bounded.

We conclude that {vn} converges uniformly to a limit point v, which is a bounded
real-valued function.

Lemma 3 ([37]). The dynamic programming operator D, as defined in Equation (4.20) is a
contraction mapping, i.e.

∃λ∈[0,1) : ‖Dv− Dṽ‖∞ ≤ λ ‖v− ṽ‖∞ ∀v,ṽ∈U . (A.8)

Proof. Fix b ∈ B and suppose that Dv (b) ≥ Dṽ (b). We define

a∗ := arg min
a∈A

RB (b, a) + γ ∑
o∈ŜO

v (TB (b, a, o))Ωa
b (o)

 . (A.9)

It follows that

0 ≤ Dv (b)− Dṽ (b)

≤ RB (b, a) + γ ∑o∈ŜO
v (TB (b, a, o))Ωa

b (o)

− RB (b, a) + γ ∑o∈ŜO
ṽ (TB (b, a, o))Ωa

b (o)

= γ ∑o∈ŜO
(v (TB (b, a, o))− ṽ (TB (b, a, o)))Ωa

b (o)

≤ γ ∑o∈ŜO
‖v− ṽ‖∞ Ωa

b (o)

= γ ‖v− ṽ‖∞ .

(A.10)

Similarly, it can be shown that if Dv (b) ≤ Dṽ (b), it holds that

0 ≤ Dṽ (b)− Dv (b) ≤ γ ‖v− ṽ‖∞ . (A.11)

Hence,
|Dv (b)− Dṽ (b)| ≤ γ ‖v− ṽ‖∞ ∀b∈B , (A.12)

which implies that
‖Dv− Dṽ‖∞ ≤ γ ‖v− ṽ‖∞ . (A.13)
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A.2 Convexity of the ‘do maintenance’ region

Lemma 4 (Convexity of the ‘do maintenance’ region restricted to B̃). The maintenance
region, restricted to B̃, defined as B̃ := {b ∈ B : b (m + 1) ∈ {0, 1}}, is a convex set.

Proof. Let ei denote the belief state where we are in state i with probability 1.

Ω1
b (o) = ∑z,z′∈SZ

Ω
(
z′, o

)
TM
(
1, z, z′

)
b (z)

= ∑s,s′∈SZ
Ω
(
z′, o

)
TM
(
0, 1, z′

)
b (z)

= ∑z′∈SZ
Ω
(
z′, o

)
TM
(
0, 1, z′

)
= P (Ot+1 = o|Bt+1 = 1, At = 0)

= Ω0
e1
(o) .

(A.14)

Consider b′ := TB (b, 1, o), then

b′ (z) =
Ω (z′, o)
Ωa

b (o)
∑z∈SZ

TM
(
1, z, z′

)
b (z)

=
Ω (z′, o)
Ω0

e1
(o) ∑z∈SZ

TM
(
0, 1, z′

)
b (z)

=
Ω (z′, o)
Ω0

e1
(o)

TM
(
0, ·, z′

)
· e1

(A.15)

We conclude that TB (b, 1, o) = TB (e1, 0, o).

Hence for b 6= FZ

q∗ (b, 1) = cpm + γ ∑o∈ŜO
v∗ (TB (b, 1, o))Ωa

b (o)

= cpm + γ ∑o∈ŜO
v∗ (TB (e1, 0, o))Ωa

b (o)

= cpm + q∗ (e1, 0) .

(A.16)

and
q∗ (FZ, 1) = ccm + q∗ (e1, 0) . (A.17)

Let us denote the ‘do maintenance’ region as A1 ⊆ B and consider b1, b2 ∈ A1, we
show that for λ ∈ [0, 1] it holds that λb1 + (1− λ) b2 ∈ A1:

v∗ (λb1 + (1− λ) b2) ≥ λv∗ (b1) + (1− λ) v∗ (b2)

= λq∗ (b1, 1) + (1− λ) q∗ (b2, 1)
= λ

(
cpm + q∗ (e1, 0)

)
+ (1− λ)

(
cpm + q∗ (e1, 0)

)
= cpm + q∗ (e1, 0)

(A.18)

The first statement is true because of the concavity of v∗ (see e.g. [25]). The second
statement holds because b1, b2 ∈ A1. The third statement follows from the derivation
above. Now since v∗ (b) > cpm + q∗ (e1, 0) is impossible, it follows that v∗ (b) =
cpm + q∗ (e1, 0), which means that λb1 + (1− λ) b2 ∈ A1.
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