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Abstract

In the past few years, there has been a rapid growth in the domain of video analytics. It has
attracted increasing interest from both industry and the academic world. Thanks to the enormous
advances made in deep learning, video analytics has introduced the automation of tasks that were
once the exclusive expertise of humans. From smart cities to security controls in hospitals and
airports to people tracking for retail and shopping centers, the field of video analytics enables
processes that are simultaneously more effective and less tedious for humans, and less expensive
for companies.

The next-generation video surveillance system will be a networked, intelligent, multi-camera co-
operative system with integrated situation awareness of dynamic and complex scenes. A powerful
hardware platform is necessary for a real-time performance of such systems. However, the com-
putational resources on the platform are limited and heterogeneous in nature. Inefficient mapping
of tasks on computation resources stalls the system. Executing concurrent tasks leads to severe
resource constraints and increased timing. An increase in execution time is not desirable as it
results in a low throughput performance. There arises a need for a software scheduler that can
allocate tasks efficiently to the platform while maximising the throughput and GPU utilization.

A conventional static scheduler has a constant processing rate and has been found to have a
low GPU utilization. For instance, it is not possible to adapt the processing rate on a stream
where no or less execution of tasks is sufficient. Dynamic processing is a technique that adapts the
rate of computation. Each stream can be processed based on the activity level monitored in every
stream. However, the dynamic scheduling must ensure fairness during task allocation from each
stream as it has a larger impact in determining the system accuracy. A weighted mean selection
algorithm is proposed for this purpose.

In this work, we propose a scheduler for the dynamic processing of multiple video streams.
The scheduler efficiently allocate tasks based on GPU capacity and activity level in video streams.
The scheduler is intended to be operable for two types of application modes. The two performance
modes considered are maximum throughput mode and minimum latency mode. We quantify the
performance of the static and dynamic scheduler by accuracy evaluation on UA-DETRAC data
set. Through the proposed design flow, the application delivered a higher throughput and better
accuracy performance than a standard static scheduler.
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Chapter 1

Introduction

Modern-day video analytics allow users to deploy multiple cameras to automatically detect and
analyze spatial and temporal objects. Video Content Analysis (VCA) is a branch of computer vis-
ion that involves various deep learning-based functionalities such as object detection and tracking.
Advancements in VCA technology enabled these functionalities to be implemented as software
algorithms on general-purpose machines or specialised hardware platforms. This technical accom-
plishment is used in a wide range of domains to decrease human effort, including automotive,
transport, health-care, home automation, safety, and security.

The specialised hardware platforms used for processing deep learning models are heterogeneous
systems that contain several processing units. They are either computation or memory bounded.
The computation time of a complex deep learning network model is expensive on such platforms
[1]. In a multi-camera system, expensive computation profiles affect the whole system to maintain
a high throughput and latency performance. Therefore, we see a challenge in obtaining a good
system performance with multiple video streams on the same hardware platform.

There are two approaches to address the above challenge. An elementary approach is to adapt
the design of the neural network model to suit a specific platform. However, the adaptation comes
with a trade-off with the accuracy of the model. Another interesting approach is to adopt an
intelligent schedule for the processing of neural networks on the platform. This method invest-
igates the efficient mapping and scheduling of tasks on a heterogeneous platform for concurrent
processing. Both approaches help to alleviate the computational problems with limited resources.
This project explores the latter approach of finding smart ways to process multiple video streams
on the same platform.

1.1 Problem setting

Multi-camera systems are essential in many applications such as surveillance, automotive safety,
robot navigation, industrial manufacturing, and sports. The view of a single camera is finite and
limited by scene structures. To monitor a wide area, such as monitoring a traffic intersection or
counting people in a large train station, video streams from multiple cameras have to be used.
Deploying hardware for each camera unit for processing occupies more space and increases the
business investment. This case is illustrated in Figure 1.1.

The scenario considered is traffic surveillance on a T-intersection for vehicle tracking and
analysis. The T-intersection consists of three road lanes to be monitored. Therefore, three cameras
are required to monitor the scene as depicted in Figure 1.1a. The traditional method of installing
three independent hardware units for each camera is illustrated in Figure 1.1b. This solution is
expensive and unfit for mass production.

Scheduler for dynamic processing of a video pipeline on an embedded GPU platform 1



CHAPTER 1. INTRODUCTION

(a) Surveillance in a T-intersection from [2] (b) Existing multi-camera solution

Figure 1.1: Multi-camera traffic surveillance

Figure 1.2: Multi-camera single platform solution

The individual hardware units are not often utilized to their fullest potential. Therefore, there
is an opportunity to merge computations from multiple cameras on to a single hardware unit as
represented in Figure 1.2. This solution is efficient, requires cheap investment and maintenance.
In such a solution, a single hardware is responsible to process frames from multiple video streams.
The computational demand on the single hardware increases as the number of video streams
increases. Overloading computations on a resource-constrained hardware degrades the system
throughput and processing latency. Thus, the research is to find a way to manage multi-camera
computations on a resource-limited platform resulting in a good system performance.

1.2 Motivation

Object detection and tracking on a video stream is a process of feature extraction and computation
over successive frames. To improve this performance in a multi-camera system, the hardware can
be replaced with a more powerful platform. However, using a more powerful platform incurs
higher investments again. This arises a need for management of computations using the existing
resources on the platform. Therefore, it is important to measure the computing capability of
existing resources and perform computations below the estimation for a good system performance.
Hence, this motivates the need for the system to evaluate the platform, select frames from each
stream, and arrange them into an appropriate sequence for computation.
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CHAPTER 1. INTRODUCTION

During the concurrent processing of streams in a multi-camera system, a non-deterministic
behaviour may be expected in the execution time. These can be attributed to resource contention
and synchronization periods. Hence, the scheduling sequence of the video pipeline is expected to
be designed to minimize the variations to guarantee predictable behaviour. It is also important
to build an efficient pipeline of tasks and computation streams to avoid stalling of hardware. A
high application throughput is expected with an efficient pipeline and processing configuration.

The processing schedule plays a vital role in determining the system performance and accuracy.
Often frames from each stream are processed at regular intervals. This technique is called fixed
frame rate scheduling. Such a scheduling technique ensures that all streams make equal use of the
available resources irrespective of the environment scenario [3]. However, this may also become
a drawback in certain cases. A fixed frame rate scheduling does not support a flexible frame
processing rate. For instance, in the T-intersection where a minor road joins major roads, a
video stream from the former could be less busy than the latter. Object detection and tracking
algorithm still runs at a constant rate in both streams. In such cases, lowering the processing
rate of idle streams could make way for more computation on the busy streams. This results in
better detection and tracking performance on busy streams. Hence, it drives the need for content-
aware resource provisioning systems for analyzing video streams, where the resource management
decisions are based on the content. Therefore, the goal of this project is to set up a multi-camera
system with a dynamic scheduling policy based on situation awareness.

In our approach, we define the performance through a set of performance metrics. The metrics
chosen are Throughput, Latency, GPU resource utilization, Average precision, and recall for object
detection. The project uses an Nvidia GeForce GTX 1050 Ti GPU and Intel(R) Core(TM) i7-
2600K quad-core CPU platform to set up a framework for multi-camera video processing. By the
end of the project, the goal is to implement a dynamic scheduling technique for efficient processing.

1.3 Problem Statement

A multi-camera video processing system impose additional challenges to extract a high perform-
ance on the heterogeneous resource-constrained hardware. Several factors complicate the compu-
tations. First, tasks are run concurrently on the same hardware resources that leads to higher
resource demand and increased execution time. Second, considering the available resource capa-
city, it is important to schedule tasks to maximize the combined throughput while satisfying the
latency bounds. Third, given the dynamic processing rate of streams, it is important to identify
a fair scheduling algorithm to select frames from each stream.

Considering these scenarios, the research aims to design an efficient scheduler configura-
tion for dynamic processing of the computation pipeline for multi-camera systems to
achieve maximum GPU utilization.

The contribution of this work is to set up a multi-camera system with a dynamic scheduling
policy based on the priority of input video streams. The focus is to build a scheduler that satisfies
the application and hardware requirements mentioned below:

• Application is expected to have real-time processing characteristics, i.e., each video stream
is processed at 25 FPS

• Support for multiple stream processing despite constant/limited GPU processing power

• Throughput and GPU utilization of the application is expected to be maximum

• Processing latency of each task is expected to be minimum

• Accuracy of the multi-camera system is expected to be maximum

Some of these requirements are conflicting. There is not a single solution that maximizes
throughput, minimizes latency and which can process different streams at the required rate. This
project explores to study the trade-off space between these conflicting requirements.

Scheduler for dynamic processing of a video pipeline on an embedded GPU platform 3



CHAPTER 1. INTRODUCTION

1.4 Research Question

In this work, we present the algorithm and system implementation for dynamic processing of
multiple camera systems. The novel components include scheduling tasks for maximum GPU util-
ization based on resource capacity estimation and run-time adaptation of the processing schedule
by classifying the business level of video streams.

Some of the research questions that are answered through the project are listed below:

1. What is an efficient processing scheme to obtain maximum throughput?

2. What is an efficient processing scheme to obtain minimum task latency?

3. How do we maximise the GPU utilization?

4. How do we classify and prioritize multiple video streams?

5. How do we achieve fairness in task execution sequence?

1.5 Outline

The report is organized as follows: Chapter 2 describes the background of the existing product
and challenges in multi-camera systems. Chapter 3 draws inspiration from related works on the
research topic. Chapter 4 proposes the multi-camera system with dynamic processing and design
procedure. Chapter 5 focuses on the implementation of the proposed system in detail. Chapter
6 details about the the profiling tool, experimentation set up and evaluation metrics. Chapter
7 discusses the observed results of the proposed system. Chapter 8 concludes and guides the
direction for future work.
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Chapter 2

Application background

This chapter gives an insight into the base software on which the research was performed. The
work was in collaboration with ViNotion B.V., a spin of the Eindhoven University of Technology.
They specialize in automated video analysis using innovative techniques such as machine and
deep learning [4]. One of their product ranges provides real-time traffic analysis on national and
regional roads. The product is supported by an embedded hardware platform.

2.1 ViApp Software

ViApp is a single-camera based software application for traffic dynamics. The software application
consists of an object detection deep learning model and a tracking module to track the motion of
the identified traffic participants.

2.1.1 Detection

The role of the detector is to detect and classify all traffic participants in the environment. ViNo-
tion designed a state-of-the-art Single Shot multibox Detector (SSD) with inspiration from [5].
Their design replaced the base network of SSD by a custom ResNet-18 network for fast compu-
tation. A Non-Maximum Suppression (NMS) algorithm at the final stage removes unwanted and
redundant prior boxes. The model is trained extensively on public datasets. The tasks of the de-
tector module is described in Figure 2.1b. The pipeline consists of decoded frames pre-processed
on a CPU while the inference and post-detection activities are computed on a GPU.

(a) SSD architecture proposed in [5]

(b) Detector pipeline

Figure 2.1: Detector

2.1.2 Tracking

The two key components of any feature tracker are accuracy and robustness. To make a balanced
trade-off, a pyramidal implementation of the classical Lucas-Kanade algorithm is proposed in [6].
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An iterative implementation of the Lucas-Kanade optical flow computation provides sufficient local
tracking accuracy. In ViApp, the tracker obtains feature points from the detector and computes
optical flow to observe the relative motion in consecutive frames. This whole process is a CPU
based execution using OpenCV libraries.

2.1.3 Single Stream Pipeline

The ViApp application performs a set of tasks periodically that are captured in a pipeline in
Figure 2.2. The pipeline consists of five stages. In the ingestion stage, Gstreamer, a pipeline-
based multimedia framework, is used to stream video directly from a camera or pre-recorded files.
At the decoder stage, the frames on the stream are decoded successively using Gstreamer plugins.
During the computation phase, frames are pre-processed to make it efficient for computation. Some
of the pre-processing methods include frame resizing, noise removal, colour space transformation,
and Region of Interest (RoI) localization.

Figure 2.2: Single stream pipeline

The pre-processed frames are fed to the detector and tracker. The detector uses an object
detection model to make an inference to identify traffic participants from the frames. The tracking
module depends on the identified traffic participants to track in successive frames. During the
post-detection task, all identified participants are enclosed in a box. To manage the amount of
computation, a ViApp schedule configuration file is used to control the rate of object detection
and tracking.

Computation pipeline

The computation pipeline consists of detection and tracking tasks. The frequency of execution is
configurable for each frame and shall be defined as a processing schedule. The processing schedule
of detector and tracker can be a fixed or dynamic scheme. For instance, a fixed processing schedule
on a video stream of 25 FPS is considered and depicted in Figure 2.3. In the timeline, an upward
arrow denotes an input frame arriving at every 40ms. The tasks detect and track with an execution
time of TD and TT are scheduled in succession immediately after the frames arrive. The same
sequence continues as long as the input is available. Such a fixed schedule follows a detection and
tracking rate of 25 FPS since both tasks are computed on all frames.

Figure 2.3: ViApp at 25 FPS

In real-time processing, tasks are expected to be computed before the next frame arrives.
Mathematically, TD + TT < 40ms. However, object detection in low computing devices like Jetson
executes longer than the inter-frame arrival time. In such cases, the detection is intentionally
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CHAPTER 2. APPLICATION BACKGROUND

skipped from the pipeline and tracking is executed. This scheme is a popular variant of fixed
scheduling where few tasks are skipped at regular intervals.

Schedules in Figure 2.4 show a strategy where frames are skipped at constant intervals in the
detection network. Figure 2.4a represents a schedule with a detection rate of 12.5 FPS whose
detection occurs in every two frames. The schedule in Figure 2.4b has a detection rate of 8.3 FPS
and detects one in three frames. Notably, both the schedules execute the tracking task on all
frames.

(a) Detection rate 12.5 FPS (b) Detection rate 8.3 FPS

Figure 2.4: ViApp schedule configurations

Practically, the impact of skipping a detection task on multiple frames affects the tracking
quality in terms of accuracy. However, the impact is larger for busy streams and does not have a
visible impact on idle streams. So, care has to be taken to schedule the detection task regularly
depending upon the activity level in video streams.

2.2 Multi-stream pipeline and challenges

The video processing pipeline for multi-camera system is similar to the single camera. The dif-
ference comes from synchronization and high data rate. The most difficult problem is the high
data rate. When the number of frames per second is increased many times, we can not scale
CPU/GPU performance accordingly on the same hardware. Figure 2.5 illustrates this problem in
the multi-stream processing on the same environment. It is observed that the computation time is
greater than the inter-frame duration. As a result, the processing rate of the system decreases and
concurrent execution increases the latency of individual tasks. There is a substantial challenge to
complete the execution between the inter-frame duration and maintain a higher throughput.

Figure 2.5: Multi-stream concurrent task scheduling

The goal of this project is to propose a scheduler for a multi-camera system that focuses on
high processing rate and GPU utilization with minimum latency bounds. In the next chapter,
relevant academic works are presented that address the above problems.

Scheduler for dynamic processing of a video pipeline on an embedded GPU platform 7





Chapter 3

Related Works

This chapter reviews related works on multi-camera stream pipeline, scheduling and optimization
techniques. It explores various methods adopted in multi-camera systems. It identifies common
scheduling approaches adopted in both multi and single stream systems. It also discusses on the
frame rate processing policies used to extract a necessary frames from a stream.

3.1 Multi-camera systems

Object detection has been applied to the systems of traffic signs, face recognition, and event-based
auto-recording. In most cases, these systems are set with multiple cameras for detecting the object
per frame received by each camera which is at a different location. As many approaches proposed
by researchers and the progress of hardware platforms, the detection accuracy has significantly
increased. However, for real-time features of the mentioned systems, the main concern is the high
computational cost affecting the real-time performance [1]. This can be solved by the right choice
of architecture and computation pipeline.

3.1.1 System architecture

The authors of [7] address the challenges of system architecture for multi-camera surveillance
systems. They propose a distributed processing architecture whose limitations include commu-
nication bandwidth and latency. Therefore, a centralized architecture is preferred in this project.
Rafael Mart́ın and José Maŕıa present a multi-camera system for analytics in a tennis game.
The system detects and tracks each player on the court or field in single-player sports [8]. An
extension of the previous work with a scalable architecture is accomplished in [9]. The authors
propose a processing module framework that manages the data acquisition and processing phases
independently. This solution is modular and flexible, so the project inspires a similar framework.

Figure 3.1: Processing unit proposed in [9]

Scheduler for dynamic processing of a video pipeline on an embedded GPU platform 9



CHAPTER 3. RELATED WORKS

3.1.2 Pipeline design

Multi-core CPUS and Graphics Processing Units (GPU) have been recently used to achieve the
real-time performance of computer vision. However, as the consideration of performance, they
are designed for different types of tasks. For applications of high parallelism and large input data
size such as image processing, GPU can achieve superior performance. On the other hand, the
multi-core CPU can achieve a better performance for those applications of light parallelism or
heavily control-oriented [10].

A video processing pipeline on a heterogeneous system consists of data transfer and compu-
tation tasks spread over CPU and GPU. Several factors aid in boosting the computation time.
Authors of [11] implement a pipeline that offloads partial computations to the CPU. However,
the speaker in [12] addresses that CPU+GPU based video processing is largely a data movement
problem. The data transmission results in increased traffic on shared buses used in parallel by
other tasks. Hence, it is recommended to avoid computation offloading approach. He also demon-
strates the increase in throughput by a concurrent copy and execution approach. A complete
implementation of a video processing pipeline on a GPU is discussed in [13].

The authors of [9] device a parallelization strategy for efficient implementation of their pro-
cessing module. The strategy is based on a pipeline scheme, that is one of the most suitable
approaches for image processing task parallelization. Furthermore, this approach allows to par-
allelize the applications at a high level, thus shielding the users from thread-level programming
details. The author identifies sub-blocks into which the application can be divided. Sub-blocks
consist of atomic tasks such as image scaling, colour plane conversion for frame pre-processing.
Due to the different characteristics, the efficient parallelization of the sub-blocks requires the
observance of computational demands and data dependencies at several levels: i) between consec-
utive frames, ii) within a single video frame, and iii) between the processing tasks [14]. Once the
sub-blocks of the application have been identified, it is possible to design the pipeline stages as a
single sub-block or a set of them. Then, the pipeline is built as a cascade of stages.

3.1.3 Scheduling

Scheduling a video pipeline is the application-level mapping of computation and data flow to the
hardware. The problem of task mapping in heterogeneous systems is finding the proper assignment
of tasks to processors to optimize some performance metrics such as system utilization, load
balancing, and minimum execution time [15]. The next generation of surveillance systems focuses
on the design of scheduling control with a more robust and adaptive algorithm. A lack of resources
should be taken into account when designing a scheduling strategy that aims at maximising the
resource utilization and system accuracy.

To tackle the problem, researchers such as Hampapur et al. [16] proposed several camera
scheduling algorithms designed for different application goals. They include, for example, a round-
robin method that assigns computation sequentially and periodically to the hardware to achieve
uniform coverage. Rather than assigning equal importance to each camera, Qureshi et al. [17]
proposed ordering frames in a priority queue based on their arrival time and the frequency with
which they are captured. Both these methods do not always guarantee the optimal use of resources.

Therefore, the authors of [18] came up with scheduling strategies based on performance models.
The main idea was to estimate the cost of scheduling a given task on each worker (CPU core or
GPU) to help the scheduler minimize the application’s execution cost. This cost can include the
execution time, memory consumption, and/or power and energy consumption. To this end, one
may exploit theoretical or empirical methods in this strategy. Theoretical approaches involve
considering the peak processing time of each worker, the bandwidth and latency of the available
memory, and the time to solution and memory complexity of each task. Based on this information,
the scheduler can approximate the completion time of each task for each worker and make the
appropriate scheduling decisions to reduce the overall execution time. Unfortunately, on many
systems, peak performance estimates can differ significantly from the actual performance seen
during execution. This discrepancy or gap is often closed by improving the performance model
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itself by measuring the real performance parameters of the system and the execution time of each
task [18].

3.2 Dynamic processing

An excellent scheduling strategy facilitates in growing the efficiency of a system performance and
in the utilization of available resources in the best possible way. The problem of limited resource
capacity and high data rate can be analogous to the universal supply-demand problem. Due to
the high data rate, the multi-camera system demands a higher computation capacity. With the
computation capacity and task execution time being constant, the challenge is to balance the data
inflow rate.

Load balancing is the act of distributing work loads to group of processors. Many studies have
been carried out on various static and dynamic load balancing strategies [19]. In static scheduling,
the assignment of loads to processors is done before program execution begins. Information regard-
ing task execution times and processing resources is assumed to be known at compile time. The
major advantage of static scheduling methods is that all the overhead of the scheduling process
is incurred at compile time, resulting in a more efficient execution time environment compared to
dynamic scheduling methods. However, the resulting schedule is constant and generates optimal
solutions in restricted cases [20].

Dynamic scheduling is based on the redistribution of loads (frames) during the execution time.
This redistribution is performed by transferring loads from the heavily loaded processors (busy
stream) to the lightly loaded processors (idle streams) with the aim of improving the performance
of the application. An inspiration is made from the above concept to dynamically adapt the
computation time spent on busy and idle streams. The computation time is shared proportionately
based on the content of video streams. This is depicted in Figure 3.2 as the computation time for
the busy stream is increased by reducing from the idle stream. The advantage of dynamic load
balancing over static scheduling is that the system need not be aware of the run-time behavior of
the applications before execution. The flexibility inherent in dynamic load balancing allows for
adaptation to the unforeseen application requirements at run-time [20].

(a) Stream wise computation time scenario (b) Dynamic balancing

Figure 3.2: Dynamic re-distribution of computation time

3.2.1 Stream classification

In a dynamic scheduling mechanism, the scheduling is done based on any significant event. The
event can be the arrival of a frame, completion of task execution, content of the video, etc. Bodor
et al. [21] propose a dual-camera system with one wide-angle static camera and a PTZ camera
for pedestrian surveillance. Human activities (walking, running, etc.) are prioritized based on the
preliminary recognition by the wide-angle camera. The PTZ camera focuses on the activity with
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the highest priority for further analysis. Similarly, the number of detected objects can be used as
a criteria to determine the relative stream priority.

3.2.2 Frame selection

Analyzing high frame rate video streams imposes heavy computing needs and significant loads
on the network. High frame rates may not be essential for meeting the accuracy requirements of
the analyses. For example, high frame rates may not be required to track cars inside a garage
compared to cars on a highway. The main battle of studying how to select informative frames of
videos is in the video summarization field. There are different characteristics of the video content
that determine the necessary frame rate, such as the speed of motion of the object, direction of
motion, and occlusion by other objects.

Yeung et al. designed a policy network to directly predict the temporal bounds of actions
in action detection, which decreased the need for processing the whole video and improved the
detection performance [22]. The work in [23] propose a light-weight neural network to evaluate the
frame differences and schedule them for detection or tracking. The above works require a share of
computation to identify key-frames.

A simple and efficient approach is implemented in [3]. The author time sample frames at fixed
intervals. Unlike other methods, time sampling does not require any computation. Object detec-
tion based on sparse and temporally-adaptive key frame scheduling is discussed in [24]. The work
in [25] proposes a drop-out method to determine the necessary frame rates for object detection.
The frame rate is controlled by dropping some frames from the detection task at the processing
end. For example, a frame drop rate of 0% is equivalent to the original frame rate (e.g., 25 FPS).
A frame drop rate of 50% is achieved by dropping alternate frames and reducing the frame rate
by half (e.g., 12.5 FPS). They demonstrate that the frame rate can be reduced up to 80% based
on accuracy constraints.

For a jogging sequence, the frame rate can be reduced by 80% without decreasing the precision
rate. Since the camera follows the person being tracked in the jogging sequence, the displacement
does not increase with reducing frame rate and the frame rate can be dropped aggressively. For
a basketball sequence, the frame rate can be reduced up to 50% without decreasing the precision
rate. In the basketball sequence, the player moves at high speed with sudden changes in direction
and is often occluded by other players. Therefore, the tracking error increases as the frame rate
reduces. Similarly, for a cyclist sequence the frame rate can be reduced by 33% [25].

Conclusion

There are several major insights drawn from the above works. A centralized architecture ensures
a predictable and bounded latency. The pipeline design for a multi-stream computation needs
to be efficiently designed and parallelised for better performance. A dynamic scheduling with a
carefully designed estimation model performs better than a static scheduler. The resources are
more efficiently utilized in such a solution. The drop-out frame selection approach saves redundant
computation time with a minor trade-off on accuracy. The contribution of this work is to introduce
a dynamic drop-out rate based on the content of the video streams.
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Chapter 4

Methodology

This chapter formulates the concept and design of a multi-stream video processing system. A
new approach is adopted towards building a scheduler. The architecture and sub-modules of the
system are defined and design steps are identified to create the proposed scheduler. The software
architecture is completely developed in C++ and the management of image data and processing
tasks is based on OpenCV libraries.

4.1 Proposed system

The project aims to build a scheduler to manage the high data rate and system performance for a
multi-camera video processing system. The objectives of the proposed scheduler include resource
capacity estimation and fair allocation of tasks based on the video content. The engagement level
of each video stream is prioritized by a stream priority. A high engagement is defined when more
objects are present in a video stream. Therefore, the results from the detection network are used
to determine the engagement level of a video content. A relative prioritization on all streams
deduces the stream priority.

The computation time of the system is predominately shared by detection and tracking tasks.
The drop out method introduced in [25] omits detection on certain frames to reduce computations
without a compromise on accuracy. The contribution of this work is to adopt a dynamic drop-out
method to share the resources among video streams. The proposal is to build a dynamic scheduler
that maintains a discrete detection rate on the video streams. The rate of detection is determined
together with stream priority and the total available computation time.

The dynamic scheduler is designed in two levels: Global and Local level. The global scheduler
determines the maximum number of detection and tracking executions per camera stream. The
local scheduler selects frames by a fair selection algorithm and allocates the detection and tracking
request to the hardware. The local scheduler targets a frame level scheduling at a frequency equal
to the video streaming rate, i.e., 25 FPS. Whereas, the estimation by the global scheduler is
expected to occur each second. Hence, the global scheduler has the capability to adopt new
stream priority values every 1 second or per 25 frames.

The system is designed to operate in two modes to meet the different requirements of applica-
tions. For instance, in a self-driving application, a large enough latency could significantly increase
the risk of accidents. Unexpected events such as animal crossing or jay walking can happen over
just a few frames. In these cases, the response time of each task is extremely critical and must be a
bounded value with a small error margin. In other non-real-time applications such as surveillance,
a higher throughput can be traded with the response time for atomic tasks. Therefore, the system
is proposed with two choices of operation: i) Throughput mode and ii) Latency mode. Both modes
use a timing model to estimate the available computation time and the scheduler allocates tasks
proportionately.
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4.2 Architecture of proposed system

The focus and scope of the system demands a centralized processing approach. The architecture
consists of four modules and an input console: Frame grabber, Scheduler, Processor, Stream
priority module and Mode selection console. A schematic representation is presented in Figure
4.1. The hardware platform consists of Nvidia GeForce GTX 1050 Ti GPU and Intel(R) Core(TM)
i7-2600K quad-core CPU platform

Figure 4.1: Design architecture

Frame Grabber

The cameras are interfaced to the scheduler through the grabber module. The function of a
grabber module is to continuously read frames from camera streams and deliver them as a list to
the scheduler. This process is implemented on the CPU and a parallelism is achieved at the camera
level by multi-threading. The process contain multiple threads. A unique thread is assigned to
each camera and each thread reads video frames.

GPU Throughput

A timing model estimates the total number of detection and tracking tasks. The estimation is
performed each second (every 25 frames) and sent to the scheduler. In the GPU, frames are
processed in the order of their arrival, regardless of which camera thread they belong to.

Stream Priority

The detection results from each camera stream are captured in this module. A relative priority
algorithm is used to determine individual stream priorities. These results are passed on as a list
to the scheduler.

Scheduler

The scheduler forms the heart of the system. It receives a list of frames and stream priorities as
input. The estimated resource capacity and desired mode of scheduling are obtained as well. The
scheduler uses a fair algorithm to select frames and schedule detection or/and tracking tasks on
the hardware. A multilevel scheduling strategy is used to enable different levels of task granularity.
At the coarse-grained level, the resource estimation happens every 25 FPS. Whereas, at the fine-
grained level, the task allocation occurs at every frame and is scheduled on the GPU.
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Mode Selection

The choice of mode is selected via the input console. The system can operate in a throughput
mode or latency mode specified as commands before run-time.

4.3 Design steps

The design phase is essentially broken into 4 phases and the tasks involved are listed below. The
process figures out an efficient design, estimates a theoretical system throughput and distributes
to streams according to their priorities.

1. Identification of processing strategy

The three main tasks of the application are Frame Copy, Detection and Tracking. The
characteristics of each task is to be studied to map them on the CPU/GPU hardware. It
is important to find an efficient computation pipeline of the tasks on the hardware to avoid
stalling. An experiment is performed to study the serial and parallel execution of tasks on
the system. The design choice of the computation pipeline is decided based on the outcome
of the experiment. Different strategies are required to satisfy the individual throughput and
latency requirements. Therefore, the first step is to discover the efficient processing strategy
for each operating modes.

2. Estimation of GPU capacity

To build the scheduler it is important to know the processing capacity i.e., maximum number
of detection and tracking that can be computed per second while maintaining a fixed input
sampling rate of video streams. To determine the GPU capacity, a timing model is built and
the theoretical detection and tracking tasks per second are estimated. The model computes
the time required for one execution cycle of the computational pipeline and formulates the
possible activities in one second.

3. Dynamic priority computation

The priority of a stream is decided by the number of objects in the scene relative to other
streams. The detection results are to be monitored and categorized using a relative priorit-
ization method. This monitoring process continues for every frame. However, the priorities
are updated after every second (25 frames). These priorities together with the available
computation time decides the detection and tracking requests per stream. A relative prior-
itization method is opted as it can dynamically adjust to the variations in the course of time
and compute the priority accordingly.

4. Scheduler algorithm for fair selection

After the allocation of tasks per stream, it is important to focus on the frame selection
algorithm. All frames execute tracking task while only the selected frames execute the de-
tection task. The combination of selected frames affect the tracking accuracy as the detection
results have an impact on the tracking performance. Therefore, a selection algorithm needs
to be devised to maintain a fair selection of frames between the priority updating interval
(i.e., 25 frames).

A regular drop-out method discussed in literature ensures fair selection of frames only below
a factor of 2. For instance, to select 12 frames from an interval of 25 frames, we can select a
frame and omit the succeeding frame for a fair selection. However, when we need to select 17
frames from an interval of 25 frames, we can not maintain a periodic selection or omission.
A fractional knapsack problem is inspired to identify these 17 frames among the interval.
The solution is discussed and modified to fit our requirements in the next chapter.
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Chapter 5

Implementation

This chapter explores each design steps in detail. The design choices are supported by performing
experiments. The formulation of the timing model and the scheduler algorithm are demonstrated.

5.1 Processing strategy

The motive this section is to build a multi-stream computation pipeline for the two modes of
operation. The section begins with a task analysis of the system. Two experiments are followed
to make a concrete design choice. In the end, two pipelines are designed to fit the requirements
of each mode.

Single stream system characteristics

A single stream computation pipeline consists of three major tasks: Frame copy, Detection and
Tracking. The characteristics of each task is reported in Table 5.1. An average measurement
after multiple executions is reported as the GPU platform exhibit a non-deterministic run-time
behaviour. The frame copy task takes about 0.7 ms to execute and moves frames from each camera
to the GPU. The detection is the most computation-intensive task of the pipeline consisting of
frame pre-processing and inference using the SSD model. It is completely a GPU task and takes
about 14 ms. Tracking task requires a heterogeneous processing on CPU and GPU. The execution
time depends on the number of objects tracked. The average execution time in all cases is found
to be a total of 4 ms.

Table 5.1: Task characteristics
Tasks Resource Avg. execution

time (ms)
Frame copy CPU 0.7
Detection GPU 14
Tracking CPU+GPU 4

Multi stream computation experiment

A multi-camera processing consists of multiple task computations on the heterogeneous platform.
Task parallelism is achieved by multi-threading on the CPU. Similarly, parallelism on GPU can be
realised by CUDA/GPU streams. A CUDA/GPU stream is a sequence of operations (commands)
that are executed in order. Multiple GPU streams can be created and executed together and
interleaved. Operations within the same stream are ordered (FIFO) and cannot overlap. However,
operations in different streams are un-ordered and can overlap.
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An experiment to study the impact on the end to end latency by overlapping GPU streams
w.r.t the number of video channels is performed. Figure 5.1 illustrates the observed behaviour.
It can be inferred that the end to end latency decreases as the number of GPU streams increase
for a particular configuration of the video channel. For instance, the end to end latency is at the
minimum for a six GPU stream configuration on a six-channel multi-camera system. Hence, it
can be concluded that multiple GPU streams can be overlapped for a high system throughput.
Therefore, the first design choice is to maintain individual GPU streams for each video channel
on the GPU. However, concurrent execution of tasks increases the individual task latency.

Figure 5.1: Impact of GPU streams on execution time

The second step is to study the effect of serial and task parallelism on the heterogeneous
system. An experiment is performed to observe the throughput and latency metrics using the
serial and parallel processing strategy. The impact of the number of input video streams on the
performance metrics is also studied for up to six camera streams.

Figure 5.2 compares the results of the above experiment. It is observed that the serial and
parallel execution of the detection task does not drastically affect the performance compared to
the tracking task. However, the difference in execution time can be accounted for the reuse of
memory during parallel inference. Due to the multi-threaded execution, the parallel tracking task
witnesses a half-fold reduction on the execution time. Hence, the conclusion is to execute the
trackers in parallel for a high throughput.

(a) Detector (b) Tracker

Figure 5.2: Timing performance
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Pipeline design

It is important to identify an efficient computation pipeline for the two performance modes based
on the experiments above. In a throughput mode, the goal is to process as many frames as possible
irrespective of the latency of individual tasks. On the contrary, a latency mode emphasises on
obtaining the results within a stipulated time. Therefore, task parallelism is adopted in throughput
mode and a serial execution is preferable in latency mode. The design of the computational pipeline
is depicted in Figure 5.3. This sequence will be adopted by the scheduler during processing.

Figure 5.3: Pipeline design

5.2 Throughput estimation on GPU

The GPU throughput module of the system estimates the application throughput on the hardware
resources. A timing model is created based on the task characteristics for the estimation of
computation time. The throughput is estimated for every 1 second (25 frames) using the created
model. One execution cycle consist of frame copy, detection and tracking tasks. The cumulative
sum for N execution cycles is formalised below:

TotalFrames ∗ CopyT ime + TotalDetection ∗DetectionT ime

+ TotalTracking ∗ TrackingT ime = Nexecutioncycles

Where N is the number of frames per second and

TotalFrames = No.ofV ideoStreams ∗Nframes,

TotalTracking = No.ofV ideoStreams ∗Nframes,

TotalDetection =
∑

DetectionInEachV ideoStream

Considering a 3 camera system with an input rate of 25 FPS and the tracker is required to be
executed for all frames,

TotalFrames = 3Streams ∗ 25frames = 75,

T otalTracking = 3Streams ∗ 25frames = 75,

T otalDetection = Detectionin3V ideoStreams = D

The objective is to find the value of D for a three-camera system by using the corresponding
execution time obtained from Figure 5.2. The per-stream computation time for a three-camera
system operating in a parallel/throughput mode is found to be:

CopyT ime = 0.7ms,DetectionT ime = 41ms÷ 3 = 14ms, TrackingT ime = 8ms÷ 3 = 2.67ms
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The estimation is performed for every one second after obtaining the execution timing information
as below:

75 ∗ CopyT ime + D ∗DetectionT ime + 75 ∗ TrackingT ime = 1000ms

75 ∗ 0.7ms + D ∗ 14ms + 75 ∗ 2.67ms = 1000ms

52.5ms + 15ms ∗D + 200ms = 1000ms

Therefore,D = 53

A similar estimation is performed with different camera streams in both modes of operation.
The theoretical estimation plot of the expected number of detection frames w.r.t video streams is
plotted in 5.4. The timing model estimates a total of 53 possible detection executions in throughput
mode and 43 in the case of latency mode for a three-camera system.

Figure 5.4: Theoretical estimation of detection per second

5.3 Dynamic priority computation

This module identifies the stream activity by collecting the detection network results of each
stream. The average of the detected objects is found every one second (25 frames). A relative
share determines the proportion of the average objects in each stream. Finally, the number of
detection frames are calculated by multiplying the relative share with the estimation from the
previous section.

RelativeSharei =
Xi∑N
i=1 Xi

Two examples of priority calculations in a three-camera system are shown below. Table 5.2
shows the calculation for the throughput mode and Table 5.3 for the latency mode.

Example i): Mode = Throughput, Max. Detection execution estimated = 53

Table 5.2: Priority calculation in throughput mode
Channel Avg. object

detected
Relative share Detection frames

Stream 1 18 18 ÷ 45 = 0.40 0.40 * 53 = 21
Stream 2 15 15 ÷ 45 = 0.33 0.33 * 53 = 17
Stream 3 12 12 ÷ 45 = 0.27 0.27 * 53 = 14

Total 45 52
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Example ii): Mode = Latency, Max. Detection execution estimated = 43

Table 5.3: Priority calculation in latency mode
Channel Avg. object

detected
Relative share Detection frames

Stream 1 18 18 ÷ 45 = 0.40 0.40 * 43 = 17
Stream 2 15 15 ÷ 45 = 0.33 0.33 * 43 = 14
Stream 3 12 12 ÷ 45 = 0.27 0.27 * 43 = 12

Total 45 43

In this way, the number of detection frames per camera stream is identified. This information is
passed onto the scheduler to select and schedule the respective detection frames from each stream.

5.4 Scheduler algorithm for fair selection

The responsibilities of the scheduler can be divided into two. First, calculation of the estimated
GPU capacity. Second, frame selection and detection or/and tracking task allocation. A multilevel
scheduling strategy is used for this purpose. A global scheduler performs the resource estimation
every 25 FPS. Whereas, a local scheduler does the task allocation every frame.

The local scheduler receives a list of frames and stream priorities as input. Together they
determine the number of detection frames for each stream. Now, the challenge is to select the
frames for detection from the interval of 25 frames spread equally. A fair selection algorithm is to
be devised.

The inspiration is taken from the ”Fractional Knapsack Problem”. It is an algorithmic prob-
lem in combinatorial optimization in which the goal is to fill a container (the ”knapsack”) with
fractional amounts of different materials chosen to maximize the value of the selected materials.
Given the weights and values of n items, we need to put these items in a knapsack of capacity W
to get the maximum total value in the knapsack. An example is visualised in Figure 5.5.

Figure 5.5: Fractional-Knapsack example in [26]

There are three items A, B, and C than can fill a knapsack of capacity W. The problem is to
identify a knapsack combination whose total value is the largest. To figure out the combination,
all items are sorted according to its value per weight and the fractional share is identified.

A multiple knapsack problem is an extension of the current problem where more containers
are to be filled. A similar approach is adapted with equally distributed weights and values to pick
the frames that make a container full. An illustration of this concept is shown in Figure 5.6. The
task is to select seven frames from an input of 10 frames. Therefore, as a first step, the weights
are distributed equally (7÷10 = 0.7) among all 10 frames as shown in row ’Weight Distribution’.
Each frame is stacked upon another and the frame that fills every unit container is selected.
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Figure 5.6: Modified Knapsack frame selection method

A pseudo-code of the above algorithm is made in Algorithm 1. The goal is to identify frames
that will perform the detection task in an interval of N frames. The execution begins with weight
per frame calculation. The weight is stacked upon to check if the unit capacity has overflown
for each frame. When the full capacity is achieved, the corresponding frame is scheduled to do
a detection task. The excess capacity is carried forward to the next container. In this manner,
a fair selection is achieved and frame numbers 2, 3, 5, 6, 8, 9, 10 will be selected for the task in
Figure 5.6.

Algorithm 1 Frame selection

1: Weight = Number of frames to be selected ÷ Total frame interval
2: for frames = 1, 2, . . . , N do
3: Capacity += Weight
4: if Capacity >= 1 then
5: Schedule frame for Detection task
6: Capacity -=1
7: end if
8: end for

The above algorithm is extended to multiple streams and the detection tasks are allocated
in a fair manner. Figure 5.7 demonstrates a fair frame selection in a three-camera stream on a
small-scale GPU with pre-determined priority values.

Figure 5.7: Frame selection example in a small-scale GPU
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Validation framework

The chapter aims to discuss the performance metrics and evaluation of the proposed multi-camera
system. As mentioned, the system will be evaluated based on the metrics such as throughput,
latency, GPU resource utilization, average precision, and average recall for object detection. The
throughput, latency and GPU utilization are computed using software timers and NVIDIA’s Nsight
System tool. There are several tools to provide a timeline view of application behaviour in run
time. NVIDIA’s Nsight System enables a holistic view of the entire system, CPU, GPU, OS, and
the workload itself with low overhead profile collection and minimal perturbation [27].

6.1 Experiment set-up

The general set-up for the experiment is detailed below:

• OS: Ubuntu 18.04

• CPU: Intel 4-Core i7-2600K CPU @ 3.40GHz

• GPU: GeForce GTX 1050 Ti (768 core Pascal)

• CUDA version: 10.0.326

• cuDNN version: 7.6.3

• TensorRT version: 6.0.1

• OpenCV version: 4.1.1

• NVIDIA Nisght System version: 2020.1.1

• Profiling method: Host to Host

6.2 Throughput, Latency and GPU utilization

In this section, the focus is on measuring the throughput, task latency, and GPU utilization in
both operating modes. Throughput is measured as the number of detection executions per second.
A task latency is measured as the amount of time to complete that particular task. The GPU
utilization is computed as the percentage of time in a unit second when the GPU is busy. The
measurement is performed via two interfaces. Internally, software timers are triggered as required.
Externally, Nsight Systems provides a timeline view of the process executed in the GPU and helps
to identify idle periods. Therefore, the throughput, task latency, and GPU utilization is affirmed
by both methods.
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6.2.1 Sample benchmarking

The multi-camera system on the GPU as GTX 1050 Ti is profiled on Nsight Systems. Figure 6.1
is a graphical representation of the timeline. The following information is collected and presented
on Nsight Systems from the timeline view: Threadwise API traces of CUDA, TensorRT, Profiler
overhead and GPU utilization. On top of the timeline, all threads running in the application
appears. For a two-camera system, there are three major threads, namely: Camera 1 (31528),
Camera 2 (31529), and Frame copy (31482). Each thread contains information on the schedule of
various APIs along with profiler overhead if any.

In the bottom of the timeline, the GPU node appear and contains CUDA streams. The streams
contain memory operations and kernel launches on the GPU. Kernel launches are represented by
blue, while memory transfers are displayed in red and CUDA synchronizations are represented by
green blocks. The light blue dense regions above the GPU node indicate the occupancy of GPU.
Blank spaces between the dense regions show that the GPU is idle.

Figure 6.1: Timeline view from Nsight systems

The sequential activities in Figure 6.1 begin with the transfer of frames from the two cameras to
the GPU. The threads Camera 1 and Camera 2 run concurrent detection and tracking tasks. The
cycle continues as per the tasks allocated by the scheduler. The throughput and GPU utilization
are identified for every interval of one second. Latency is preferred to be calculated by software
timers as it is tough to measure manually for each task.

6.3 Accuracy evaluation

Object detection models generate a set of detections where each detection consists of coordinates
for a bounding box and a confidence score. These results are evaluated over the annotations
to determine the performance of an object detector. The performance is measured in average
precision, average recall, and F1-score. Precision indicates how many of the bounding boxes
detected are actual objects, where recall shows how many of the objects are found. The F1-score
is the harmonic mean of the precision and recall.

6.3.1 Evaluation dataset

UA-DETRAC is a challenging real-world multi-object detection and multi-object tracking bench-
mark. The dataset consists of videos of vehicles in four categories, i.e., car, bus, van, and others.
It also contains four categories of weather conditions, i.e., cloudy, night, sunny, and rainy with dif-
ferent occlusion and truncation ratios. The videos are recorded at 25 frames per second (fps), with
a resolution of 960 × 540 pixels. There are more than 140 thousand frames in the UA-DETRAC
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dataset and 8250 vehicles that are manually annotated [28][29][30]. Five videos of a highway in-
tersection are selected with different video characteristics. The object detection performance is
analysed for a static (Round-Robin) and the proposed dynamic scheduling algorithms.

Figure 6.2: DETRAC dataset

6.3.2 Performance metrics

The concept of Intersection over Union (IoU) is used for object detection. IoU computes intersec-
tion over the union of the two bounding boxes; the bounding box for the ground truth and the
predicted bounding box. An IoU of 1 implies that the predicted and the ground-truth bounding
boxes perfectly overlap. It is possible to set a threshold value for the IoU to determine if the
object detection is valid or not. For instance, IoU ≥ 0.5, classify the object detection as True
Positive (TP). IoU < 0.5, then it is a wrong detection and classify it as False Positive (FP). When
a ground truth is present in the image and model fails to detect the object, it is classified as False
Negative (FN). Precision and Recall are calculated using TP, FP, and FN.

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1score = 2 ∗ Precision ∗Recall

Precision + Recall

By setting the threshold for confidence score at different levels, we get different pairs of precision
and recall. With recall on the x-axis and precision on the y-axis, we can draw a precision-
recall (PR) curve, which indicates the association between the two metrics. The area under the
curve is used to obtain Average Precision. These are automatically extracted using the COCO
APIs: cocoEval.evaluate(), cocoEval.accumulate(), and cocoEval.summarize(). The summarized
metrics of the evaluation are listed in Figure 6.3. Among the 12 metrics, APIoU=0.50, APIoU=0.75,
ARMedium, and ARLarge are reported for comparison.

Figure 6.3: Metrics supported by COCO API
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Results

This chapter observes the performance of the proposed system in different metrics. It discusses the
key differences of each mode. A scatter plot of variations in the task latency is plotted. Finally,
the system is evaluated against the DETRAC dataset and the accuracy metrics are compared to
a static and dynamic scheduler.

7.1 Processing mode validation

The design choice of the computation pipeline for each mode is verified using Nsight Systems. The
timeline view illustrates the flow of computation along with the GPU utilization.

Throughput mode

A three-camera system is configured and profiled in throughput mode. Figure 7.1 represents the
timeline where multiple detection and tracking tasks are run in parallel. As a result, we observe
increased task latency of each parallel task. This is visible on the first tracking task of camera
3. The tracking task is not able to complete due to resource contention by the detection tasks of
camera 1 and 2. The end-to-end latency of the task is measured to be 35ms. The GPU is mostly
occupied between two execution cycles.

Figure 7.1: Throughput mode - timeline view
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Latency mode

The same three-camera system is now configured in latency mode. Figure 7.2 represents the
timeline where multiple detection and tracking tasks are executed one after another. A difference
in processing strategy is observed in the frame reading and execution. Evidently, the problem of
longer task latency is resolved in latency mode. The end-to-end latency is also lower compared
to the other mode. However, a new problem was introduced. The execution time was less than
the inter-frame arrival duration. Hence, the GPU is idle and waiting for the next frame to arrive.
Due to this phenomenon, the throughput of the system is less than the other mode. It is observed
from both timelines that two execution cycles (3 frames per cycle) in latency mode takes almost
90ms whereas only 75ms in the throughput mode.

Figure 7.2: Latency mode - timeline view

7.2 Timing model verification

The timing model built-in section 5.2 estimates the number of detection and tracking executions
possible in a unit time interval. The multi-camera system experiments for both modes with
increasing input streams and total detection per second is plotted in Figure 7.3. The plot in both
the sub-figures are almost in line with the theoretical expectations. Some deviations are observed
because the model does not take in to account the idling of GPU when the next frame has not
arrived yet.

(a) Throughput mode (b) Latency mode

Figure 7.3: Results of GPU capacity estimation

Therefore, the current model always provides an upper bound estimation. The estimation is
proved to be realistic when there are minimal idling periods in the computation pipeline. An
interesting observation as a part of this experiment was noted in CPU load. An increase in the
CPU load was observed as the no. of streams increased. So, there is a certain limit to the no. of
input streams the system can handle with the same hardware.
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7.3 Throughput observation

The throughput of the system is predominantly decided by the detection rate as the tracking
task is executed for all the frames. The detection rate of a multi-stream computation pipeline in
the throughput mode is studied against that of latency mode. Figure 7.4 shows the impact on
processing rate on the number of camera streams. The detection rate of individual stream goes
down by adding further input streams on the same hardware. The throughput modes deliver a
better detection rate for individual streams than latency mode.

Figure 7.4: Throughput per camera stream

7.4 Latency observation

The latency of detection and tracking tasks are studied and scatter plots are made for each stream.
The experiment was performed on a six-camera input system on both the operating modes.

7.4.1 Detection task

The detection task is always scheduled after the frame copy. The latency computation is tabulated
in Table 7.1.

Table 7.1: Detection task latency

The observations from the table are listed below:

• The best case latency is similar in both modes.

• The worst-case latency is half-folded in latency mode when compared to throughput mode.
This is due to the difference in the design choice of the pipeline.

• The average task execution time is observed to be high in throughput mode.

• Throughput mode also has a very high latency deviation due to concurrent execution.

• With smaller deviations, execution time is closely bounded in latency mode.
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(a) Video stream no: 1 (b) Video stream no: 2

(c) Video stream no: 3 (d) Video stream no: 4

(e) Video stream no: 5 (f) Video stream no: 6

Figure 7.5: Comparison of detection latency on two modes

The scatter plot of task latency for each of the six streams is shown in Figure 7.5 and the
insights are listed below:

• The noisy execution time (red dots) in throughput mode is bounded in latency mode. This
is because two or more parallel executions in throughput mode prolongs the execution time
of other concurrent tasks.

• A straight line of similar values is visible in the latency mode. There are few deviations
observed that are probably noises due to the non-deterministic nature of GPU. These con-
tribute to a slightly higher error margins in the latency mode.
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7.4.2 Tracking task

The tracker is either executed after the detection task or immediately after the frame copy when
detection is not scheduled. When a tracker is executed after detection, the results from detection
are always copied to the tracker. The execution time depends on the number of objects being
tracked. The latency computation for the tracking task is tabulated in Table 7.2.

Table 7.2: Tracking task latency

The observations from the table are listed below:

• The best case latency is similar in both modes and a value of zero indicates no objects were
present in the scene and hence the execution of the tracker was redundant.

• The worst-case latency is decreased in latency mode when compared to throughput mode.
This is due to the difference in the design choice of the pipeline.

• The average task execution time is observed to be high in throughput mode.

• Throughput mode also has a very high latency deviation due to concurrent execution.

• With smaller deviations, execution time is closely bounded in latency mode.

It is observed in Figure 7.6 that a tracking task immediately after a detection executes for a
longer period. The same behaviour is not observed in subsequent frames where only tracking is
scheduled. This is due to the transfer of a new set of feature points from the detector to the CPU
to continue further execution. Therefore, seemingly two sets of grey lines are visible on each plot
in Figure 7.7.

Figure 7.6: Idling period in tracking
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(a) Video stream no: 1 (b) Video stream no: 2

(c) Video stream no: 3 (d) Video stream no: 4

(e) Video stream no: 5 (f) Video stream no: 6

Figure 7.7: Comparison of tracker latency on two modes

The scatter plots of task latency for each of the six streams are shown in Figure 7.7 and the
insights are listed below:

• The noisy execution time (red dots) in throughput mode is bounded in latency mode. This
is because two or more parallel executions in throughput mode prolongs the execution time
of other concurrent tasks.

• Seemingly, two straight line of similar value are visible in the latency mode. The transfer of
a new set of feature points prolongs the execution time after every detection. Hence, two
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7.5 Accuracy evaluation

The need for accuracy evaluation is due to the variable detection rate of multiple streams in the
proposed system. To judge the performance results, the proposed dynamic scheduler is compared
with a static scheduler. The static schedule uses a round-robin method to schedule the detection
task. The experiment is performed on a five-camera system with five video streams of different
characteristics. The confidence score is set at 0.5, anything below this is not classified as detection.

7.5.1 Baseline comparison

The work by Zwemer et. al presents a detector trained on ‘train set’ and evaluated over ‘validation
set’ on the DETRAC dataset. Their Average Precision (AP) was found to be 90.6% [31]. The
same detector configuration is used in the project so a similar value is expected. However, only
an AP of 34% was observed. The inconsistency was investigated and found that the detector
identified more than what is present in the ground truth. Therefore, it was treated as a false
positive prediction during the evaluation which drops the precision. This is observed in Figure
7.8. However, in Figure 7.9 a different case impacting the overall recall is observed. Some of the
very small appearing cars are failed to be identified but available in the ground truth.

(a) Ground truth (b) Detection result

Figure 7.8: Object detection and tracking in a busy highway

(a) Ground truth (b) Detection result

Figure 7.9: Object detection and tracking in an inactive highway

Therefore, a baseline metrics was required to compare and contrast the performance of the
schedulers. The baseline was created by obtaining results by executing detection on every frames
over the five video streams. The same is used as a base for comparison with schedulers of different
detection rate.
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7.5.2 Results

The experiment was performed in throughput mode with a static and dynamic scheduler. The
static round-robin scheduler schedules a detection once in every five frames periodically. Whereas,
the dynamic scheduler prioritizes the video content and decides a relative detection rate. So,
busy streams have a higher detection rate and idle streams are set a minimum detection rate at
the worst case. It is then possible to detect objects in busy streams early and tracking is done
accurately. More detection help to reduce tracking of false-positive predictions in streams. By
maintaining a minimum detection rate the system does not compromise the performance of idle
streams. Therefore, we expect the average precision (AP) and average recall (AR) of the dynamic
scheduler to increase. The classic AP metric used in PASCAL VOC challenge (AP @ IoU =0.50),
AP @ IoU = 0.75, AR of medium and large-sized objects are reported to compare the performance.
The expected results are obtained in Table 7.3.

Table 7.3: Static vs Dynamic scheduler comparison
Metrics Baseline Static Dynamic

AP @ IoU=0.50 34% 27.9 % 31.0 %
AP @ IoU=0.75 22% 15.4 % 18.5 %

AR medium 36% 29.7 % 33.0 %
AR large 27.3% 24.5 % 26.4 %

The F1-score of static and dynamic scheduler is calculated to be 0.28 and 0.32 respectively.
A good F1-score indicates that the system has good precision and a good recall simultaneously.
Interestingly, the dynamic scheduler in latency mode and a static scheduler is the same. They both
operate on the same detection rate. Hence, the dynamic scheduler outperforms a static scheduler
in all aspects.
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Conclusions

8.1 Summary

This work has shown the impact of different system configurations on the performance of a multi-
camera system. A multi-camera system that performs dynamic scheduling based on video content
is designed and implemented on the same hardware platform. The video streams are prioritized
relatively based on the detection results. A timing model estimates the total computation time and
proportionately allocates the detection task based on the stream priorities. A scheduler algorithm
was devised for fair selection of frames from video streams.

Two operating modes are created to achieve different application requirements. The through-
put mode focuses on high detection rate per stream and the latency mode achieves low task
latency. The characteristics of each task were studied and an effective computation pipeline for
each mode was designed to meet their needs. The system was developed in the high performing
C++ language and deployed in a standard GeForce GTX 1050Ti GPU platform. The system
utilized the SDK provided by NVIDIA, thus ensuring optimal performance.

The performance of the system is evaluated in metrics such as throughput, latency, GPU
utilization, and accuracy. A throughput mode maintains a high detection rate per second and
high GPU utilization. This is achieved by task parallelism in the pipeline. However, it suffers
from high task latency due to concurrent processing. The latency mode bounds the execution time
and minimizes the task latency by 50%. It is also observed to be consistent with very minimal
deviations.

The potential of the dynamic and static scheduler is studied by evaluation on the DETRAC
dataset. The dynamic scheduler outperforms a static scheduler in all aspects. It helps to improve
the tracking accuracy on busy streams. The average precision @ IoU = 0.50 and average recall
of medium objects for the object detection performance show an increase by 11%. The average
precision @ IoU = 0.75 and the average recall of large objects increase by 20% and 8% respectively.
The F1-score is higher by 12.5%.

The improvement of the multi-camera system in metrics such as throughput, latency, and
accuracy is demonstrated, which suggests that dynamic processing is an efficient approach when
there are more constraints on the hardware, such as in an embedded environment.

8.2 Future work and direction

This work has opened the doors for some future directions of research. Some of the possible future
works are described below:

• Better metric to classify video streams

The classification of a video stream is implemented based on the number of objects present
in the frame. An unfair classification occurs when the objects are static. For example, cars
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waiting at a traffic signal should be classified as an idle stream. However, it may not be so
when 100 cars are waiting.

• Mixed mode processing

The system considers all streams operating on the same mode. An interesting challenge
would be to optimize one stream for latency and another for throughput.
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