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Abstract

The combination of experimental and theoretical techniques for the study of (doped) semiconductor
materials is very useful. Here we present the combined use of cross-sectional scanning tunneling
microscopy (X-STM), an experimental technique, and density functional theory (DFT), a theoretical
technique. Two different problems are studied using these techniques. The first problem regards
isoelectronic doping of GaAs with Bi and/or N. The pair formation of these isoelectronic dopants is
studied. As well as the effect of co-doping with N on Bi incorporation in GaAs. From DFT, we find
that the first nearest neighbour Bi-Bi pair configuration is energetically favourable to the second
nearest neighbour configuration and this is corroborated by X-STM measurements. The co-doping of
GaAs with N and Bi does not have a significant effect on the Bi incorporation. The second problem
considered is the doping of AlAs with Si donors. The effect of these donors on the band structure of
AlAs is studied using DFT calculations. DFT is also used to simulate X-STM images of these donors
and these simulated images are compared to actual X-STM measurements. A surface layer Si donor is
found to introduce an impurity band at the Fermi level into the system, to push up the conduction
band approximately 0.2 eV and to split states in the conduction band. The simulation of X-STM
images is presented for a surface and second layer Si donor in AlAs and compared to real X-STM
images. The short range behaviour of the Si donor is successfully predicted in both cases. In the
experimental measurements, the long range effects of the surface layer donor seem to be related to
charge effects and these are not included in the DFT calculations.
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1 Introduction

1.1 Motivation

Semiconductor materials are everywhere nowadays. Everyone walks around with plenty semiconductor chips
and devices on them at all times. It is therefore no surprise that the behaviour and characteristics of these
semiconductor materials are to be understood in as much detail as possible. Modifying the characteristics of
these semiconductor materials locally allows us to create useful devices such as light emitting diodes (LEDs)
or transistors. One of the main techniques available to us in order to influence the behaviour of these mate-
rials is doping of these semiconductor materials. Doping ITI/V semiconductors in particular can have a wide
range of different results, allowing us to fine-tune the behaviour we want in a material. Two different ways of
doping a semiconductor material are considered using experimental and theoretical techniques in this study.
In 1965 Moore predicted that the amount of transistors that fit on an integrated circuit would double every
two years [1]. This prediction has held true until now and the size of these transistors is therefore reach-
ing the size of individual dopants [2]. Doping control has therefore reached the atomic scale. This means
that advanced techniques are needed to investigate semiconductor materials on the atomic scale. Both a
theoretical and an experimental technique are presented in this study and applied to two differently doped
semiconductor materials.

The theoretical technique utilised in this study is Density Functional Theory (DFT). This is an ab initio
technique that is well equipped to describe materials with many nuclei and electrons. This technique was
proven to be valid by Hohenberg and Kohn in 1964 [3]. The technique is based on describing a material in
terms of the electron density. DFT relies on supercells of atoms subjected to periodic boundary conditions
to describe real materials. The supercells used to simulate materials usually have a size in the order of a few
hundred atoms. DFT is used to calculate the ground state of the material considered and from that state
many interesting characteristics can be calculated: ground state energy, forces on different atoms, the band
structure and the Density Of States (DOS) of different materials [4]. Therefore DFT provides us with great
insight as to what is happening at the atomic scale in semiconductors.

The experimental technique utilised in this study is Scanning Tunneling Microscopy (STM). This technique
was invented by Binning and Rohrer in 1981[5] and probes a material surface with an atomically sharp tip.
This probing technique is based on the tunneling of electrons from the tip to the material that is scanned
and vice versa. The lateral resolution of STM has been on the scale of Angstrom [6]. This high resolution
means that STM can be used to image doped materials on the atomic scale.

This study aims to combine the two techniques described here, STM and DFT. This is done since the PSN
group at the TU/e has a lot of experience with (X-)STM measurements [7] [8] [9], but is still in the early
stages of combining the techniques [10] [11]. There is a lot to gain from combining these two techniques
since they both compensate the weaknesses of the other nicely.

A limitation of DFT is the finite size of the supercell, caused by a limitation to computational power. A finite
supercell will introduce an artificial periodicity in your system. This makes investigating a single dopant in
a system difficult for instance, since the artificial periodicity will always introduce additional dopants. STM
can be of great use to check the shape of the calculated DOS around these dopants without the influence
of other nearby dopants. Another limitation of DFT is that it underestimates band gaps [4] and the size
of these band gaps can also be checked experimentally by performing spectroscopy measurements with an
STM. Even though STM also has its limitations accurately estimating band gaps due to tip induced band
bending, these techniques can nicely complement each other here.

A limitation of the STM on the other hand is that an STM probes the DOS of a material rather than the
physical shape of said material. This means that electronic effects on the surface can be hard to distinguish
from the physical structure of a surface. DFT can be used to find the relaxed surface structure of the material
investigated with STM and this can in turn be used to interpret the STM results.

As mentioned before two different types of semiconductor doping are studied here. These types are doping
by introducing donors in the system and isoelectronic doping.
The first doping method discussed is the introduction of donors in the material. Doping a material with



donors is done by introducing atoms in the material that have more valence electrons than the atoms they
are replacing. This can for instance be accomplished by introducing group IV atoms on group III atomic
sites in III/V semiconductors. The doping of a material with donors can influence the characteristics of
semiconductors in interesting ways. It can introduce new carriers in the system by influencing the electron
density for instance. This in turn affects the conductivity of a material [12]. Doping with donors can also
influence the band structure of the material by tuning the Fermi level [13] or even bend the bands of a
material through for instance p-n junctions, when combined with acceptor doping.

A less often used way of doping a material is through isoelectronic doping. This type of doping is achieved by
replacing a type of atoms in a material with atoms that have the same amount of valence electrons. Through
isoelectronic doping the size, [14] and shape [15] of the band gap of a material can be tuned.

The two different doping problems discussed in this study are Si donors in AlAs and the isoelectronic doping
of GaAs with Bi and N.

Si donors in AlAs are investigated since interesting characteristics of Si donors in GaAs were already found
in the PSN group at the TU/e [16] and Si donors in AlAs could provide similar rich results. Completely
similar behaviour is not expected since AlAs, unlike GaAs, is an indirect semiconductor and has a vastly
different donor binding energy which will be discussed in section 1.3.

Isoelectronic doping of GaAs with Bi and N is of interest for optical communications, since the band gap
of GaAs can be manipulated by doping with Bi or N. Both dopants reduce the band gap of GaAs but in
different ways. Doping with Bi moves the top of the valence band up [17], while doping with N shifts the
bottom of the conduction band down [18]. Specifically the pair formation of these dopants in GaAs is studied
here. A more detailed description of the interesting features of GaAs doped with Bi and N will be given in
section 1.2.

The two materials mentioned here present two very different challenges for both STM and DFT. In the case
of the Si doped AlAs, a more general study of the local behaviour of these Si donors is to be performed.
This means that the shape of the Si donors and effect of these donors on the DOS and band structure are
of interest. Both STM and DFT are well suited to image the DOS around a Si donor and DFT can be used
to calculate the band structure of the material. The pair formation of Bi and N dopants in GaAs can also
be studied by both techniques. Using DFT, the energetically favourable pair configurations can be found,
while STM measurements can be used to find these dopant pairs in GaAs samples.

The final objective of this study is twofold. First, we look to obtain a better understanding of the investigated
doped semiconductor materials. In particular we will investigate the structural effects of isoelectronic doping
and the electronic effect of doping with donors. The second objective is to achieve greater insight in the
limitations and strengths of the combined use of DFT and STM.

1.2 Bi and N doping of GaAs

As mentioned in section 1.1, GaAs doped with Bi (and/or N) is an interesting material regarding applications
in optical communication. This stems from the fact that Bi doping of GaAs can greatly influence the band
gap of GaAs. A Bi concentration of 3-4% can already reduce the band gap by up to 25 % [19]. The
incorporation of high amounts of Bi into GaAs is limited by weak Ga-Bi reactivity and the strong tendency
for Bi to segregate [20]. These highly Bi doped GaAs structures can be used to create longer wavelength
devices on GaAs substrates [21]. Because of the fact that highly Bi doped GaAs materials are this interesting,
the growth of these materials has been researched extensively.

During the Molecular Beam Epitaxy (MBE) growth of Bi:GaAs, Bi acts as a surfactant layer on top of the
growth surface due to its relatively large atomic radius and high vapour pressure [20]. Also, the growth
surface of Bi:GaAs exhibits complex behaviour during the growth, different from the behaviour of regular
(001) GaAs during growth. The growth surface used for most GaAs based optoelectronic applications
worldwide is the (001) surface [22]. This growth surface undergoes different surface reconstructions during
the growth of Bi:GaAs, for instance the (2 x 1) and (1 x 3) surface reconstructions, that also influence the
Bi incorporation [23]. The main parameters used to optimise this growth are the Asy:Ga beam equivalent



pressure ratio and the growth temperature [20].

Another way of influencing the Bi incorporation into GaAs is co-doping with N. This has a few additional
advantages over the techniques mentioned before. The co-doping with N is expected to make Bi incorporation
easier since N doping induces the opposite strain to Bi doping. Bi doping induces compressive strain [24] while
N doping induces tensile strain [25]. An additional advantage of doping with both N and Bi is improved
carrier confinement over solely Bi doping. When GaAs is doped with Bi, the band gap is decreased by
shifting up the valence band maximum as mentioned in section 1.1. This gives rise to hole confinement but
no confinement of the electrons is enforced. This leads to low efficiency in optoelectronic devices. When
GaAs is doped with N however, the band gap is lowered by lowering the conduction band minimum, leading
to electron confinement. Combining these effects leads to electron and hole confinement in the same area.
This in turn increases the efficiency of recombination.

The last method of influencing Bi incorporation during growth discussed here is light assisted MBE, as
proposed by Beaton et al. [26]. They propose a model that describes the influence of the surfactant layer on
the growth of the Bi doped GaAs. They also state that subjecting the material to laser pulses with energy
above the band gap during growth can increase the range of optimal growth conditions. They found that
the illuminated sample areas had a lower Bi content and suggested two possible explanations for this. First,
the energy imparted by the light could lower the energy needed for Bi atoms to escape the surface again
once incorporated. Second, the photogenerated carriers could influence the surface reconstruction in which
the Bi atoms can easily incorporate into the surface.

When GaAs is isoelectronically doped with Bi and/or N, the clustering and pair formation of these dopants
shows some interesting characteristics. The Bi pairs in GaAs;_,Bi, are for instance known to influence
the hole mobility of the material [27]. The extend to which dopants tend to cluster together in a certain
material is also important to understand. When there is very strong clustering in a material, the material
is made up out of areas with very high and very low dopant density. This means that the dopants would
behave like they are present in a material with a much higher doping concentration than the avarage doping
concentration.

The PSN group in Eindhoven has performed a study on both the incorporation of Bi in InP and the
incorporation of N in GaAs.

Krammel et al. [28] found that Bi dopants in InP tend to cluster through a study of the nearest Bi-Bi
neighbour pair occurrences. The result of this pair occurrences study is presented in figure 1.
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Figure 1: Relative occurrence of several different Bi-Bi nearest neighbour pair configurations in Bi:InP. The
occurrence of the 15¢, 274 374 4% and 6! nearest neighbour Bi-Bi pairs are presented relative to a random
distribution of Bi atoms. (Taken from [28])
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As can be seen in figure 1, the relative occurrences of the 1°¢, 27 37 4th and nearest neighbour pairs



are all above 1. This means that all these pair configurations occur more often than would be expected
from a random Bi distribution. The 1%¢ nearest neighbour is even found close to four times more often than
expected. This relative occurrence study indicates that Bi atoms tend to cluster in InP.

A similar study was also done by Plantenga, R. C. (2019) [29] on N doping of GaAs. The resulting pair
distribution of N in GaAs is given in figure 2.
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Figure 2: Occurrence of several different N-N nearest neighbour pair configurations in N:GaAs. The red
boxes show the expected occurrence of each nearest neighbour pair if the N distribution was random. (Taken
from [29])

The results shown in figure 2 indicate that N atoms tend to anti-cluster in GaAs. Especially the first nearest
neighbour configuration seems unfavourable, since it is not observed at all.

As mentioned in section 1.1, we will study Bi and N co-doping of GaAs here. The influence of the presence
of N atoms on the Bi clustering will be studied and this material will also provide a first indication of Bi-N
pair formation in co-doped materials.

1.3 Si donors in AlAs

As mentioned in section 1.1, there is interest in Si doped AlAs within the PSN group. This stems from the
interesting results found for Si doped GaAs. The Si dopants in GaAs showed switching within a bi-stable
state and tip induced ionisation rings for instance [16]. Now we look at Si doped AlAs since there are a few
striking differences between GaAs and AlAs and checking whether similar behaviour of the Si dopants is
observed can increase our understanding in what happens around these dopants on the atomic scale. One of
the main characteristics that differentiates AlAs from GaAs is the fact that AlAs is an indirect semiconductor.
Increasing the Al concentration in an Al,Ga;_,As material moves the conduction band minimum from the
I" point to the X point as shown in figure 3.

Looking at figure 3, it is clear that the conduction band minimum shifts from the I" point to the X point at
an Al fraction of approximately 41%.

Another interesting aspect of this new conduction band minimum at the X point is that this point is three
fold degenerate with the x- and y-direction, X, , having the same effective mass but this effective mass
being different from the one of the z-direction, X, [31]. This degeneracy can be lifted by strain in the
system. When a layered system of GaAs and AlAs is formed for instance, the biaxial compression lifts this
degeneracy through compressive strain. This strain is caused by the lattice mismatch in the case of this
layered structure. Due to the compressive strain, the X, , valleys become the lowest point of the conduction
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Figure 3: Schematic diagram showing energies of the three conduction-band minima, the hydrogenic levels,
and the DX level as a function of the composition of Al,Ga;_,As. (adapted from [30])

band and are split of from the X, minimum [32].
The donor binding energy and therefore bohr radius of donors in AlAs also differs from the one of GaAs.
The donor binding energy can be calculated within the hydrogenic model using

Eq=1Ry x —— —13.6 eV x —
moe2

(1)

Here mg is the vacuum electron mass, m* is the electron mass in the material and e, is the relative
dielectric constant. Now using the fact that the electron mass and relative dielectric constant of GaAs are
0.067mg [33] and 12.90 [34] respectively we can calculate the donor binding energy of GaAs to be 5.5 meV.
For AlAs the electron mass and relative dielectric constant are 0.15mg [33] and 10.06 [35] respectively and
therefore AlAs has a donor binding energy of 20 meV. This means that electrons are more tightly bound to
donors in AlAs. This is also reflected in the bohr radius around donors for these two materials. These can
be calculated using

moe2’

moé€y

*

moé€y

a, = ag X =0.529 A x —". (2)
m

Again using the aforementioned values of the electron mass and dielectric constant we find the bohr

radius of GaAs and AlAs to be 102 A and 35 A respectively. This means that electrons bound to donors
in AlAs are kept much closer to the donor atom than in GaAs. When electrons are held more closely to
the donor atom, they are exposed to less surface of the background material present. This means that the
effects of the donor atom become more and more important relative to the background lattice when the bohr
radius gets smaller. Since the bohr radius is indeed smaller for AlAs than for GaAs, we expect a stronger
influence of the Si atom on the electronic behaviour near the position of the donor atom.
This smaller bohr radius of Si donors in AlAs makes it a suitable material to investigate with DFT. One of
the limiting factors of DFT is the size of the supercell. A donor with a smaller bohr radius is expected to
interact with a smaller environment and therefore a smaller supercell can more effectively be used to describe
the donor behaviour in a real material.



2 Theory

2.1 Density functional theory

Density functional theory (DFT) is a powerful ab initio technique often used in simulation of materials
with many electrons and nuclei. These calculations are often very laborious since there are many degrees
of freedom involved: three for each electron. The power of DFT lies in the fact that the equations regard
the electron density instead of the n individual electrons. This decouples the Schrédinger equation from an
equation with 3n variables into n separate equations with 3 variables. This makes the calculations much
more manageable. Another advantage of switching to the electron density is that it is measurable directly,
contrary to the electron orbitals. The orbitals ¢;(r) and the electron density p(r) are directly related however
via

Occ

o) =Y [6:(r) 3)

Where the sum runs over the occupied electronic orbitals. The relation shown in equation 3 means that
information about the electron orbitals can still be extracted from the calculated electron density.

Hohenberg-Kohn

The DFT technique was expected to be a powerful tool for a while when Hohenberg and Kohn found the
proof for its validity in 1964 [3] through two theorems:

The first theorem states that the external potential U.,; is a unique functional of the electron density.

The second theorem states that the ground state energy can be found via the variational principal. Meaning
that the electron density that minimises the energy is the ground state electron density of a system.

These two theorems together lay the foundation for DFT calculations since the ground state can now be
found by varying the electron density. And the electron density corresponding to this grounds state can be
used to find the total energy or any other property of a given system, defined by a given U,,;.

Kohn-Sham

Even though these two theorems verified the use of the DFT method to describe many electron systems,
this technique still needed to be developed further. The poor description of the kinetic energy of electrons
as a function of the electron density was one of the main reasons for this. Kohn and Sham (1965) found
a way to simplify these many electron systems though. They developed a so-called ”divide and conquer’
strategy. This strategy meant that they grouped all the energy contributions from electrons interaction with
each other directly into one electronic contribution. Starting from the total energy, E, of

E= Ekin + Eeact +Eg + Eﬁc- (4)

Where Ey;, is the kinetic energy of the electrons, F..; is the external energy from the electrons interacting
with the nuclei, Ey is the Hartree energy e.g. the energy from the interaction with the mean electron density
and E, is the exchange energy from electrons interacting with each other. Kohn and Sham rephrased this
total energy equation as

E = E’ILO’I’L + Eezt + EH + Emc~ (5)

kin
Where E72" is now the non-interacting part of the kinetic energy of the electrons and FE,. is the exchange
correlation energy. In this rephrased version of the total energy, all the energy considerations regarding the

interaction between electrons are condensed into this exchange energy. This is visually represented in figure
4.
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Figure 4: Visual representation of the rephrased energy as presented by Kohn-Sham. The kinetic energy of
the electrons, Fj;,, the energy from the electron-nuclei interaction, F..;, the Hartree energy, Ey, exchange
energy, E,, correlation energy, F., and exchange correlation energy, F.., are all indicated in the figures.
(figure taken from [4])

Variational principle approach

Now that we have an equation for the total energy we can use the variational principle to find the ground
state. This means finding the minimum of E with respect to the variables involved. Now taking into account
that both

E = / U* HUdr (6)

and

/\I/:\Ifjdl‘ = 6ij (7)

we can use a Lagrange multiplier, A, to find the minimum energy. This gives us

0= 5(/\1/*1%\1/(11«) - 5[/W*H\ydr—A(/\IJ;‘\1}jdr— 1)} 8)

Now using equation 6 we can find the Kohn and Sham equations (KS equations) via

0=

SE[p(r)]  §Epen [5Em SEy  0E,.

kin
5¢3(r) — dgi(r)  Lap(r) + 5p(r) N 5p(r) ]5¢* Z)‘w@ (9)

Now inserting the potentials for the energy derivatives and rearranging some terms we find

0= ( - %vz + Usgt + U + Upe — Ai)@-(r) - ( - %vz +Uupy — ei)@(r). (10)

Where A is exchanged with ¢, the energy of each orbital, since equation 10 can be recognised as the normal
Schrodinger equation since it can be rewritten as
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This is the final eigenvalue problem that is solved in the DFT calculations, the KS equations. Through the
years it has been discovered that ¢; is much more than just a Lagrange multiplier. It turns out that these
eigenvalues are actually the energies of each KS electron so their sum can be treated as the total energy of
a system.

XC energy approximations

This now leaves us with the problem of the form of the exchange correlation energy Exc. There are several
different ways of approximating the energy of the electrons interacting with each other. One example is
the Local Density Approximation (LDA). In the LDA approach, the space is divided up into small areas in
which a constant electron density is assumed. When this is the case, the exchange correlation energy can
be calculated within such a homogeneous area and the energies of this area can be summed up to the total
energy of the system. Making this approximation of course has some drawbacks since this does not describe
inhomogeneous systems that well. These limitations include overestimating the cohesive energy and therefore
underestimates the lattice parameter, calculating the adsorption energies too high and the diffusion barriers
too low, underestimating the spin and orbital moments, calculating the band gap too small and failing to
describe transition metals well.

There are numerous other approximations for E,.: GGA, PBE, PW91 and all sorts of hybrid functionals to
name a few [36] [37]. In the work considered here LDA is the method used to calculate the E,..

Pseusopotentials

Another approximation we can make when performing DFT calculations is found by taking a look at the
potentials around nuclei present in the system. These potentials and the wave functions of the electrons
arising from them can be very complex and difficult to compute. This is where the pseudopotential approach
comes in.

The first step of the pseudopotential-approach is realising that we have two types of electrons in our system:
core electrons and valence electrons. The core electrons are the electrons that are so localised near the nuclei
that the rest of the material does not influence them. These atoms are therefore considered to be part of the
core and for each core electron the charge of the core is simply lowered by le. This is called the frozen core
approximation. Now we are left only with the valence electrons to be taken into account in DFT calculations.
These electrons are the ones that actually interact with the rest of the system and therefore the interesting
ones.

The valence electrons we are left with have very complicated looking wave functions inside the core area
of their corresponding nuclei. This is due to the fact that the electron states around a nucleus need to be
orthogonal to each other and therefore the higher lying energy levels, those of the valence electrons, have a
lot of nodes inside the core area. We consider the core electrons to simply be frozen into the core however.
So these nodes inside the core area are no longer strictly necessary. This means that we can smooth out the
wave function and therefore the potential landscape inside the core area and this is what the pseudopotentials
do. The potentials and wave functions and their derivatives do need to have the same form outside the core
region. This process is given schematically in figure 5. These smoother wave functions can also be more
easily expanded into plane waves, which greatly reduces computation time. Moreover, the error introduced
by using pseudopotentials is often only around 1%. There are many different types of pseudopotentials but
the pseudopotentials used in this study are ultrasoft pseudopotentials. Ultrasoft pseudopotentials have a
”softer” nature which means in practice that the peak in wave function at the core region boundary is shifted
to the right and made lower. This lowering of the peak of the wave function makes the wave function even
easier to be expanded into plane waves and this can reduce computation time by a factor of up to 10.
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Figure 5: Graphical example of the real wave function and pseudopotential, ¥ 45 and Uag, and their
pseudized counterparts, ¥pp and Up. (taken from [4])

2.1.1 Convergence tests

When performing DFT calculations, the goal is to get as accurate a result as possible within as little com-
putation time as possible. There are three areas highlighted in this section that are suitable for saving
computation time while keeping the accuracy within a set margin. These are a plane wave energy cutoff, a
electron kinetic energy cutoff and the calculated k-point grid within the brillouin zone.

Plane wave energy cutoff
When starting the calculation, each wave function is expressed as a function of a set of plane waves (if you
use the plane wave basis method). This means that each wave function can be written as

1 1 EYd
\I/k(’r) = 5 Z Ck,G * el(k+G) . (12)
G

Where k is the wave vector and G is the reciprocal lattice vector. This means that in principle all possible
plane waves corresponding to the value of (k 4+ G) should be taken into account. This means an infinite
number of plane waves. This can be circumvented however by realising that the contribution to the wave
function of high values of |k + G| are very small and therefore a plane wave energy cutoff given by

2|k + G|?
is introduced. This value of E,, . has to be tested in practice so that the accuracy is sufficient but using this

energy cutoff will greatly reduce the computation time.

Kinetic energy cutoff

A similar energy cutoff can be used with regard to the kinetic energy of the electrons. This is the case
because the charge density is also calculated in reciprocal space so again it is expanded in terms of plane
waves. However, it has to be taken into account that, in order to calculate the charge density from the wave
functions, we have to square the wave functions, see equation 3. So the reciprocal lattice of the charge density
has to at least contain all reciprocal lattice vectors up to 2G,, ¢c, where G ¢. is the reciprocal lattice vector
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that corresponds to the largest G allowed according to equation 13. Similar accuracy tests can be done with
respect to a Fyy,, as long as the minimum value due to the value of £, . is taken into account. How the
minimum value of £, depends on the value of E, ;. depends strongly on the type of pseudopotential used.
For ultrasoft pseudopotentials the rule of thumb is £, > 8 x E,, . and for norm conserving pseudopotentials
a rule of thumb is E, > 4 * Ey e.

K-point sampling

A similar trick can be done with respect to the brillouin zone sampling. A lot of quantities that are
interesting to look at when doing DFT calculations, for instance total energy and number of electrons,
require a summation over all k-points in the brillouin zone. This would in theory mean an infinite number of
k-points to sum over leading again to an infinite computation time. Again a test can be done where we look
at accuracy of the total energy or another parameter with regard to the number of k-points in the brillouin
zone we use. When a sufficient amount of k-points is found, this can again greatly reduce the computation
time.

2.2 Zinc blende (110) surface brillouin zone

As seen in section 2.1, one of the convergence tests in DFT finds an appropriate sampling mesh of the
Brillouin Zone (BZ). Also, a good understanding of the BZ is needed in DFT band structure calculations.
Therefore BZ of a (110) surface of a zinc blende material is discussed here. This surface BZ is used to
investigate the band structure of a (110) zinc blende surface. For this it is necessary to know what high
symmetry points exist in such a BZ and what the shape of this BZ is. The conventional unit cell with the
corresponding vectors used that span the (110) surface and its normal are shown in figure 6.

0ee

az

(a) Conventional zinc-blende conventional unit cell with ~ (b) Top view of the (110) surface of a zinc blende mate-
sides of length a. rial.

Figure 6: Illustrations of the lattice vectors a1, az and az used to describe the (110) surface of a zinc blende
material.

The vectors a1, az and ag shown in figure 6 are given by

C_7:1 = g(l,_LO)? (14)

@, = a(0,0,1) (15)

and
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s = c(1,1,0). (16)

Here a is the lattice constant of the material and ¢ is an arbitrary constant. The value of ¢ is arbitrary
since the periodicity perpendicular to the (110) surface is not taken into account. The non-importance of
the length of vector a3 is also reflected in the fact that it does not show up in figure 6b. Vectors a7, d2 and
a3 now make up the surface unit cell which can be used to calculate the surface BZ. In order to find this BZ
we calculate the primitive lattice vectors 51, 52 and 53. For this we need the volume of the surface unit cell,
V', given by

V= ‘61 . (62 X 53)| (17)

The volume of the surface unit cell is found to be a?c. Now we can use this volume and the lattice vectors
to find the primitive lattice vectors through

- 2
bl = VW(EL’Q X 63), (18)
- 2
o = 771-(5:3 X C_L'l) (19)
and
- 2
b3 = Vﬂ.(al X 62) (20)
From equations 18, 19 and 20 we can now calculate the primitive lattice vectors to be
-2
1= = (=1,1,0), (21)
- 2
by = —2(0,0,—1) (22)
and
by = %(—1, ~1,0). (23)

The (110) BZ is now made up of vectors by and by. Notice that |by| > |by| due to the length of the vector

being a factor of /2 larger. Also, 51 and 52 are perpendicular to each other. This means that the surface

BZ is a rectangle with width % and length %’T

Now we consider the actual surface used in the calculations following later. The (110) surface of that cell is
given in figure 7.

Now we have a new set of unit vectors @}, a5 and a4 given by

C_L’/l = 2&(1, _170)7 (24)
ay = 4a(0,0,1) (25)

and
ay = c(1,1,0). (26)

Note that a4 still has an arbitrary length. We can now calculate the new volume using equation 17, this

new volume is 16a2c. Using this new volume and equations 18, 19 and 20 we now find vectors I_J”l, 5’2 and 5§
to be
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Figure 7: Top view of the surface unit cell used in DFT calculations with surface unit cell vectors @) and a)
given schematically.

> T
=—(-1,1 2
bl 2(1( ) 70)7 ( 7)
= T
= — -1 2
b2 204(0707 ) ( 8)
and
gg = —:(—1, —1,0). (29)

Notice that the BZ is again given by a rectangular cell since 5’1 and 5’2 make up this BZ, |5’1| > |l_;’2| and
they are perpendicular to each other. We can now draw this surface BZ and identify the high symmetry
points I, X, X’ and M.

X M

by

Figure 8: Surface BZ of (110) zinc blende material with the high symmetry points indicated. The irreducible
BZ is highlighted in grey.

Lastly, some high symmetry points of the bulk BZ are folded onto points of this surface BZ. Some
examples are: X — I', L — X’ and W — M [38]. We take a detailed look at the case X — I'. The X
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point is situated at 27”(17 0,0) in the 3D BZ. This point is now projected onto the gamma point in the (110)
surface BZ. In order to understand this we first need to revisit the meaning of ¢ in our calculated vector
Eg This ¢ could be given any value since there is no periodicity perpendicular to the (110) plane in a (110)
surface. This means that we could assign any value to this ¢, lets take the value of a here. This turns our
vector 5’3 into Z(—1,—-1,0). Now we can express the bulk BZ X point as

2

X ="2(1,0,0) = —2b) — b (30)

The fact that the X point can be expressed in terms of the reciprocal lattice vectors with integer indices
means that the X point is folded onto the I" point.
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2.3 Scanning tunneling microscopy

Scanning Tunneling Microscopy (STM) was invented in 1981 by Binning and Rohrer [5]. Ever since, it has
been widely used to characterise and investigate surfaces of materials on the atomic scale. STM is a scanning
probe technique based on tunneling current between a conducting sample and a sharp tip in close proximity.
Since this tunneling current is highly sensitive to tip-sample distance, STM can be used to image material
surfaces at the sub-nano scale.

There are two main operating modes of an STM, constant height and constant current mode. In constant
height mode, the tip is held at a constant height above the surface and the surface is scanned by moving
the tip over the sample. The resulting current as a function of tip position is then a measure for the height
of different features on the sample surface. This is a very fast scanning technique since no feedback loop is
needed to control the tip height. It is a relatively risky scanning mode however, since the tip-sample distance
is only constant in theory. If the sample is tilted or features on the sample are larger in size than the tip
sample distance, the tip could crash into the sample destroying the sharpness of the tip and/or the sample.
This is why constant current measurements are utilised in this research.

Constant current mode is a scanning mode where the tip-sample distance is varied while the current between
the tip and the sample is held constant by a feedback loop. This is a slower scanning method because the
tip needs to be regulated more closely but safer since the tip will be less likely to crash into the surface.
The tip movement is controlled by piezo-actuators since fine control of the tip is needed to control the tip
movement on such a small scale.

2.3.1 The square barrier problem

The underlying process of STM is the tunneling of electrons through a classically forbidden region. In
its most simplistic form this is given by the square barrier problem. This square barrier problem will be
discussed here alongside its solution in the WKB approximation as well as its limitations and improvements
to this model in the form of the Modified Bardeen Approach (MBA) [6].

The square barrier problem consists free electrons in space with a classically forbidden area of with W in
the middle of this free space. It is given schematically in figure 9.

e U=0

+—>

w

Figure 9: Schematic energy landscape of the square barrier problem. The particle energy, F, barrier height,
Upg, barrier width, W, and reference energy, Uy, are given.

The schematic in figure 9 shows the square barrier problem schematically with classically allowed areas left
and right of the barrier and a classically forbidden area inside the barrier. We now describe the incoming,
reflecting and transmitting waves as exp(igx), A *exp(—igx) and B *exp(igx) respectively. Here q is defined
as

16



\/2m(E— Uo) (31)

g= "

Here m is the electron mass and # is the reduced Planck constant. We can use these wave functions and
the boundary conditions on the barrier edges to describe the transmission, 7" which is defined as

|B|?
T=——1—. 32
1+ |AJ? (32)
This leads to the transmission coefficient of
1 _
T=[1+ §<§ + L) sin? ()] . (33)

Here k is given by

om(Up — E
H:—Jﬂﬁi—l:OMMMyJi (34)

For a thick barrier in the semi classical limit equation 33 becomes

ko a\-2 _oxw
T=2((—+-=) "e . 35
(E+9) (35)
When we look at equation 35 we see that the transmission probability decays exponentially with the
barrier width. This is why the tunneling current is so sensitive to small changes in tip-sample distance.

2.3.2 Modified bardeen approach

The Modified Bardeen Approach (MBA) is a more advanced model used to describe the physics behind
STM. In this approach, we consider not the simplistic energy landscape shown in figure 9, but instead we
consider the overlap of 3D wave functions of the tip and sample. This approach is a perturbation approach
where both wave functions are considered perturbed due to the presence of the other. From the overlap
between these wave functions, the tunneling rate and tunneling current can then be found.

An intuitive description of the steps taken in the MBA are presented here. The different states with subscript
w and v mark states and energies corresponding to the sample and tip respectively. In time dependent
perturbation theory the transition probability, w of an electron between the tip and sample state is given by
Fermi’s golden rule:

2
Wy = f|Muu‘25(Ev - E,), (36)

where M is the matrix element given by

M, = / X;UTQ/}#dT. (37)
Qr

Here x,, are the tip wave functions and 1, the wave function of the sample.
Looking at equations 36 and 37 we can see that the transition rate sets the requirement that the energy of
the sample and tip state has to be the same for the transition to take place and the rate of this transition
is then determined by the overlap of the wave functions given by the matrix element. We can now also
calculate the tunneling current, I, using this matrix element by integrating over all the states in the tip and
the sample when a bias, V, is applied

oo

[f(EF —eV + 6) — f(EF + 6)] X pSPT'M,uV|25€- (38)

— 00

_ 4me

1
h

17



Here f is the Fermi dirac distribution, Fr the Fermi energy and pg and pr are the density of states of
the sample and tip respectively.
This now leaves the matrix element given in equation 37 as the determining factor for the tunneling current
and therefore the behaviour of electron tunneling in STM measurements.
These matrix elements can be calculated by transforming the integral seen in equation 37 to a surface integral
using Green’s theorem and expanding the tip wave functions in spherical harmonics. The resulting matrix
elements are actually very elegant and they are all functions of the sample state and its derivatives. For
instance the matrix element for the s-wave tip state, Mg is given by

2rCh2
Mg = wC

Y (ro). (39)

Here C is a constant and 1 (rg is the magnitude of the sample state at center of the tip. To obtain the
p-wave tip states we now only need to differentiate the sample state with respect to the orientation of the
p-wave we are interested in and we find the corresponding matrix element, M,

rm

_2xCh2 01p(r)
M, = o o (40)

This methodology of finding matrix elements by differentiating the sample state with respect to the
different coordinates is where the name derivative rule stems from.
We can now calculate all the matrix elements that describe the tunneling behaviour using the wave function
that makes up the sample state. This way the MBA gives us great insight in the physical process of tunneling
in STM measurements.
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3 Method
3.1 DFT methodology

3.1.1 Software and hardware used

The DFT calculations were performed on the Cartesius supercomputer situated in Amsterdam. The program
used to execute the DFT calculation is Quantum-Espresso version 6.0 [39] [40]. The core electrons of
the different atoms are treated within a pseudopotential method with ultrasoft pseudopotentials [41] and
exchange-correlation energy functional is computed with the local density approximation (LDA). The images
of atomic structures and simulated STM images are generated using XCrysden version 1.5.60 [42].

3.1.2 Convergence tests

The convergence tests shown below are performed for a (110) surface supercell of AlAs with a Si donor in
the surface layer consisting of 126 atoms total. This surface supercell is 7 atomic layers thick and has 7 A
of vacuum above and below it. Since it is a surface supercell, the bottom three atomic layers are fixed as
to simulate bulk while the top 4 atomic layers are free to relax. The first convergence test performed is the
convergence of the cut off energy of the plane waves describing the wave functions, F, .. The results of this
convergence test are shown in graph 10.
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Figure 10: Results of the Ey . convergence test of the Si doped AlAs supercell. The total energy of the
system as a function of E,y. is given in a) while the change in total energy is given in b). The red line in
b) indicates the energy difference at which convergence has been achieved.

The total energy of the system as a function of E, . is given in figure 10a and the change in energy for each
Eyfc is given in figure 10b. In figure 10b, the convergence threshold of 10~* Ry is also given at the red line.
By looking at figure 10b the E.,s. is determined to be 90 Ry. Since we are using ultrasoft pseudopotentials,
the rule of thumb is to use a kinetic energy cutoff, E,, of at least 8 times the E, .. To check whether the
total energy is indeed converged at this E,, we perform a convergence test on E,.
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Figure 11: Total energy of the system as a function of E,.

As can be seen in figure 11, the energy did indeed converge for an E, of eight times E,, .. Because of this

we set the value of E, to 750

Since we use a finite number of k-points to sample our Brillouin Zone (BZ) in order to not have an infinite
computation time, we need to find an appropriate density of this k-grid. For this we use a Monkhorst-Pack
grid [43]. A Monkhorst-Pack grid is an unbiased method of choosing a set of k-points to sample the BZ. An
X x X * X Monkhorst-Pack grid represents a grid of evenly spaced k-points of dimensions X, * X, * X,. We
can test the density of such a grid for our system in a convergence test. For the example of a (110) surface

Ry.

of Si doped AlAs such a convergence test looks like what is shown in figure 12.
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Figure 12: Total energy of the system as a function of the k-point sampling. Here the points on the x-axis,
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X, represent an X x X x X grid used to sample the Brillouin zone.

Again the system shows a convergence for denser k-grids. In this case, we chose the k-grid of 3 2% 1, which

is indicated in red in figure 12.
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The last test to be performed is the lattice constant test. This is less of a convergence test and more
of a system test since we now look for the lattice constant which results in the lowest total energy for our
supercell. This lattice constant can vary slightly from the experimental lattice constant for the materials
investigated due to the overestimation of cohesive energies in DFT. The results of the lattice test of the Si
doped AlAs supercell are presented in figure 13.
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Figure 13: Total energy of the Si doped AlAs supercell as a function of the lattice constant of the AlAs.

In figure 13 the total energy of the supercell is given as a function of the lattice constant of the AlAs. The
lattice constant that yields the lowest energy is approximately 5.61 A, while the experimentally determined
lattice constant of AlAs is 5.66 A[44]. These lattice constants vary slightly on the one hand due to DFT
overestimating cohesive energies and on the other hand due to it being heavily Si doped AlAs (1 in every

126 atoms is Si).

Now the testing phase is completed and the non self-consistent calculations can be performed. These in-
clude but are not limited to relaxation calculations, Local Density of States (LDOS) calculations and band
structure calculations. All of which will be addressed later on in this work.
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3.2 STM experiments

In this paragraph we describe the two main components of performing X-STM measurements: the preparation
of the samples and tips used and the operation of the STM itself.

3.2.1 Sample and tip preparation

Both good sample and tip conditions are vital in order to generate good X-STM images. Therefore, many
steps are taken in preparation of a measurement regarding the quality of samples and tips.

Sample preparation

The samples used are cut out of larger wafers into 4x8 mm rectangles. To ensure that the conductivity in
the STM itself will be good, contacts are evaporated onto these 4x8 mm samples using thermal evaporation.
These contacts are made up of Ge, Ni and Au. Ge is used as an ohmic contact, Ni is a buffer material and
Au is used to improve the electrical contact to the sample holder.

The next step in the sample preparation is the polishing of the samples. To ensure our samples cleave prop-
erly, we make them as this as possible. Therefore we polish our samples mechanically using aluminum oxide
(Al303). The samples are polished until they are 120-140 pm thick. This thickness has proven to be thin
enough so that it can be cleaved easily in site but not so thin that it breaks unintentionally. These samples
are then clamped into sample holders with small pieces of indium on each side and the sample holder is
heated up. This melts the indium and thereby improves the electrical contact between sample holder and
sample.

The final sample preparation steps are done inside the STM itself. First, the samples are baked at 180 °C for
25 minutes for additional cleaning. Then finally, in the STM chamber at 77K, the sample is cleaved. This
exposes the (110) surface and this surface is clean since this cleaving took place at ultra-high vacuum at 77K.

Tip preparation

The tip preparation is done using chemical etching of a tungsten (W) tip. For this a W wire is cut into a 17
mm piece which is submerged into a 2 M KOH solution. This wire in the solution acts as an electrode in a
redox reaction. The other electrode is made up of a platinum coil also submerged in the same KOH solution
and the circuit is completed. Now a voltage is applied between the two electrodes and the following redox
reaction provides us with the etching of the tip:

W (s) +20H ™ (aq) + 2H,0(l) — WO7™ (s) + 3Ha(g) (41)

This reaction causes the W wire to etch away. This primarily happens at the meniscus of the wire at
the KOH solution surface. This is where the tip is therefore etched away the fastest and where the wire will
break. This break forms a nice tip usable in STM measurements. The tip is first investigated with an optical
microscope to make sure it isn’t visibly blunt and if deemed a good tip, will be transferred into the STM.
In the STM some last tip preparation steps are performed. First, the tip is also baked at 230 °C for 30
minutes for additional cleaning. The tip is then sputtered with argon to remove any remaining oxides and to
ensure tip sharpness. After this the tip is transferred into the STM chamber and used for STM measurements.
During these measurements voltage pulses through the tip can be used to improve the tip quality.

3.2.2 STM system setup

The STM system used is a commercial Omicron LT-STM. The schematic overview of the STM system used
in this study is given in figure 14.

The system shown in figure 14 is made up of three main chambers. These are the load lock, preparation
chamber and STM chamber.

The load lock is where new samples and tips can be put into the system and old ones can be taken out. This
section of the STM is pumped using a turbomolecular and scroll pump in series. The load lock connects to
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Figure 14: Schematic overview of the Omicron LT-STM system used to perform X-STM measurements in
this study. (Taken from [16]

the preparation chamber through a connecting tube with a gate valve.

The preparation chamber is where the additional tip and sample preparation steps mentioned in section 3.2.1
are performed. This preparation chamber is normally pumped using an ion-getter pump. This chamber is
pumped with the aforementioned turbomolecular pump when tips are being sputtered. This is done to ensure
the ion-getter pump does not get polluted. The contact-resistance heater and ion gun that are needed for
the final preparation steps for the tips and samples are also located in this chamber. The pressure in this
preparation chamber is 1- 10~ mbar.

The final section is the STM chamber. This chamber has a fridge where cleaved samples can be stored at
77K, a stage where additional samples and tips can be parked and the actual STM setup. The STM itself
is surrounded by two concentric cryogenic shields. The outer one of which is connected to a liquid nitrogen
bath. The inner one is connected to a separate bath containing either liquid nitrogen for 77K measurements
or liquid helium for 4K measurements. In this study only 77K measurements are presented so both baths
were filled with liquid nitrogen. The STM is suspended in springs to reduce vibrations. The vibrations dur-
ing measurements are reduced further by the STM being mounted on a platform with a separate foundation
to the rest of the building, active damping on the STM system as a whole, the setup being present in a
closed of space with sound dampening materials on the walls and by the scroll and turbomolecular pumps
being switched off. The pressure in the STM chamber is kept below 5 - 107! mbar.
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4 Results

4.1 Isoelectronic doping of GaAs with Bi and N

As mentioned in chapter 1, one of the problems we studied concerns the isoelectronic doping of GaAs with
Bi and/or N. This is studied theoretically using DFT and experimentally using X-STM.

Using DFT, the pairing of Bi and N atoms in bulk GaAs is investigated. This is done using the nearest
neighbour pair configurations. The energies of simulations with either a first or second nearest neighbour
configuration are compared and from this it is determined whether the system favours pairing or anti-pairing.
The fact whether the system favours pairing or anti-pairing is then used as an indication for whether the
dopants tend to cluster or anti-cluster respectively. This can be done since the interaction between dopants is
expected to be either attractive or repulsive and to change only in magnitude with distance between dopants,
and not in sign.

Since we have results from literature on the behaviour of N and Bi atoms in semiconductors [29] [28] we can
see whether that matches the theoretical results found here.

4.1.1 DFT simulation of bulk GaAs doped with Bi and N

DFT is used to theoretically investigate the pair characteristics of Bi and N atoms in GaAs. Pair energies
of first and second nearest neighbour Bi-Bi, Bi-N and N-N within bulk GaAs are compared. By comparing
these energies it can be found whether the system tends to cluster or anti-cluster. This is done by considering
a 128 atom supercell of bulk GaAs where 2 As atoms are replaced with either Bi or N atoms depending on
which pair is investigated. The bulk supercell is given in figure 15 to illustrate the difference between the
first and second nearest neighbour supercell.

(a) Bulk GaAs supercell with 2 Bi atoms in a first nearest ~ (b) Bulk GaAs supercell with 2 Bi atoms in a second
neighbour configuration. nearest neighbour configuration.

Figure 15: Ga atoms are given in pink, As atoms are yellow and Bi atoms are teal. The zig-zag rows of the
(110) surface presented in figure 16 are highlighted in red.

This view of the supercell was chosen in figure 15 to clearly show the well-known zig-zag rows that stand
out in the (110) surface of GaAs. In this (110) surface it is easy to see what the first and second nearest
neighbour are. This is given in figure 16.

When comparing figures 16a and 15a it is clear that in 15a a first nearest neighbour pair is present since
the Bi atoms are on the position of the closest As atoms in a zig-zag row. While in figure 16b and 15b,
the Bi atoms are situated in neighbouring zig-zag rows. On these different supercells the convergence tests
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Figure 16

mentioned in chapter 3 are performed except for the lattice constant test. The lattice constant test is not
performed because the equilibrium lattice constant of the first and second nearest neighbour system would
vary slightly. This is a problem since the total energies of the first and second nearest neighbour system are
compared after relaxation and this is only valid when the total volume of the supercell remains the same.
This is not the case when the lattice constant changes so the lattice constant of a pure GaAs system is chosen
for all bulk supercells here. This bulk GaAs lattice constant is found by lattice testing a pure GaAs bulk
supercell and is found to be 5.62 A. Which is close to the experimental value of 5.65 A[45]. DFT is known
to underestimate lattice constants due to overestimation of cohesive energies. For all systems here the Fy, ¢,
is found to be 110 Ry while the E, is found to be 900 Ry. The sampling of the brillouin zone is done using a
2x2x2 Monkhorst-Pack grid. The force convergence threshold used for the relaxation calculations is 5-107°
hartrees/bohr. This is the force on each individual atom. The initial and relaxed state for the first nearest
neighbour Bi-Bi pair system are given in figure 17.

(a) Initial positions of the atoms in the first nearest neigh-  (b) Final positions of the atoms in the first nearest neigh-
bour Bi-Bi pair system. bour Bi-Bi pair system.
Figure 17

Figure 17 is given as an illustration that not much relaxation takes place in the system apart from the local
bonds around the impurity atoms. A zoomed in image of the initial and relaxed system around the Bi atoms
is given in figure 19. The fact that most of the relaxation happens around the Bi atoms makes sense since
we use the equilibrium lattice constant found from lattice testing bulk GaAs so the GaAs is not expected
to relax. This means that all the interesting relaxation happens around the impurity atoms so from now on
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the images will be focused on that area.

In DFT, the relaxation of a system can be simulated by using the force on each atom that is found when a
self consistent calculation is performed. By moving each atom along the force vector an amount of distance
relative to the magnitude of the force, a relaxation step can be performed. After such a step, we can perform
a new self consistent calculation and repeat the previous steps until the total force on the system is below a
certain threshold. In figure 18, the total force of the system as a function of relaxation steps is given.

Total Force (hartrees/bohr)

Relaxation steps

Figure 18: Total force of on the supercell of the first nearest neighbour Bi-Bi pair system as a function of
the relaxation steps.

The total force plotted in figure 18 is calculated by adding up all forces on the individual atoms. As
can be seen in figure 18, the relaxation is gradual and the system seems to relax to an equilibrium state.
This relaxation behaviour is important to check due to the fact that the system can behave weirdly during
relaxation. Now relaxation calculations can be performed for the first and second nearest neighbour pairs of
Bi-Bi, Bi-N and N-N.

4.1.2 DFT simulation of Bi-Bi pairs in bulk GaAs

First we will look at the Bi-Bi pair results. A zoomed in view of the initial and relaxed positions of the first
and second nearest neighbour Bi-Bi pairs are given in figures 19 and 20.

v Y w T w w Tw 1
(b)

Figure 19: Initial, a), and relaxed, b), atomic positions of the first nearest neighbour Bi-Bi supercell. The
unrelaxed bond lengths are indicated in red in the relaxed supercell in b).
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Figure 20: Initial, a), and relaxed, b), atomic positions of the second nearest neighbour Bi-Bi supercell. The
unrelaxed bond lengths are indicated in red in the relaxed supercell in b).

It is visible in figures 19 and 20 that after relaxation the Ga atoms that neighbour the Bi impurities are
pushed away from these Bi atoms. In the first nearest neighbour case this amounts to an average increase
in distance between the Bi atom and its neighbouring Ga atoms of 7.25%. In the second nearest neighbour
case this leads to an average increase of the distance by 7.38%. The difference between these two cases is
mostly due to the Ga atom situated in between the two Bi atoms in the first nearest neighbour case. In the
first nearest neighbour system, this middle Ga atom is pushed away by both Bi atoms, resulting in a bond
length that is approximately 0.01 A longer than the bonds from the Bi atoms to other Ga atoms.

The second nearest neighbour supercell has a total energy which is 30.7 meV lower than the energy of the
first nearest neighbour supercell. The total energies of both cells are given in table 1. This energy difference
causes the second nearest neighbour configuration to be favourable over the first nearest neighbour one.

4.1.3 DFT simulation of N-N pairs in bulk GaAs

Now we consider the N-N pair systems. Again the initial and final states of the first and second nearest
neighbour systems are given in figures 21 and 22. Contrary to the Bi systems, the neighbouring Ga atoms
now relax towards the N atoms present. They are also displaced further. The average decrease in bond
length between the N and neighbouring Ga atoms is 14.67% and 15.65% for the first and second nearest
neighbour pair systems respectively. Again the difference between the first and second nearest neighbour
average bond length can be explained by looking at the Ga atom between the two N atoms in the first nearest
neighbour supercell. This atom is now pulled towards both N atoms, resulting in an equilibrium position
that is further away from both of the N atoms. In this case resulting in a bond length that is approximately
0.1 A longer than the other three N-Ga bonds. The energies of the relaxed systems are again given in table
1. Similarly to the Bi-Bi pairs, the second nearest neighbour case is energetically favourable. However, the
energy difference is significantly larger in the case of N-N pairs, 234.8 meV. So the N atoms would have a
much higher probability of anti-clustering than the Bi atoms.
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Figure 21: Initial, a), and relaxed, b), atomic positions of the first nearest neighbour N-N supercell. The N
atoms are given in blue. The unrelaxed bond lengths are indicated in red in the relaxed supercell in b).
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Figure 22: Initial, a), and relaxed, b), atomic positions of the second nearest neighbour N-N supercell. The
unrelaxed bond lengths are indicated in red in the relaxed supercell in b).

4.1.4 DFT simulation of Bi-N pairs in GaAs

Lastly, we consider the case of a Bi-N pair in the GaAs bulk supercell. The initial and final atomic positions
of the GaAs supercell around these pairs are presented in figure 23 and 24. As expected, the Ga atoms
around the Bi atoms are pushed away from the Bi atom in both the first and second nearest neighbour
configuration, while the Ga atoms around the N atoms move closer to these N atoms. In the case of the
first nearest neighbour supercell, the N-Ga bond length decreases by 16.16% on average and the Bi-Ga bond
length increases by 8.3% on average. In the case of the second nearest neighbour supercell, the N-Ga bond
length decreases by 15.85% while the Bi-Ga bond length increases by 7.9%. We see now however, that
the first nearest neighbour supercell is energetically favourable over the second nearest neighbour one. The
energy difference between the two is 110.0 meV, this is a significant energy difference. In order to explain
the fact that the first nearest neighbour supercell has a lower total energy we need to look in detail at the
relaxation in this supercell.

In order to illustrate why the total energy of the first nearest neighbour supercell is significantly lower than
that of the second nearest neighbour supercell, we compare its relaxation to that of the first nearest neigh-
bour N-N pair supercell.

The relaxation of one atom in particular explains the lower energy of the first nearest neighbour Bi-N super-
cell compared to the second nearest neighbour variant. This atom is the Ga atom present in between the N
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Figure 23: Initial, a), and relaxed, b), atomic positions of the first nearest neighbour Bi-N supercell. The

unrelaxed bond lengths are indicated in red in the relaxed supercell in b). The unrelaxed bond lengths
between the connecting Ga atom and the N and Bi atom are indicated in black in b).

i B B & B & B
(b)

Figure 24: Initial, a), and relaxed, b), atomic positions of the second nearest neighbour Bi-N supercell. The
unrelaxed bond lengths are indicated in red in the relaxed supercell in b).

and Bi dopants in the first nearest neighbour supercell, the bonds between this Ga atom and the N and Bi
dopants are indicated in black in figure 24b . This Ga atom has both a N-Ga and Bi-Ga bond connected to
it and will be referred to as the connecting Ga atom from here. The connecting Ga atom is also present in
the first nearest neighbour supercell of N-N pairs. In the case of the N-N supercell, the connecting Ga atom
has two N-Ga bonds however.

Both supercells are relaxed and bond lengths are allowed to change. We now consider the bond lengths of the
bonds between the N atom and the connecting Ga atom in both the N-N and Bi-N first nearest neighbour
supercells.

In the case of the N-N supercell, the bond between the N atom and the connecting Ga atom is 5.0% longer
than the bonds between the N atom and other Ga atoms in the system. This is caused by the fact that in
the N-N supercell, the connecting Ga atom is also being pulled towards the N atom on the other side of the
connecting Ga atom. The N atoms are both pulling on the connecting Ga atom but in opposite directions.
This results in an increase of the total energy of the supercell through an increase in N-Ga bond length
between both N atoms and the connecting Ga atom.

Now we consider the Bi-N first nearest neighbour supercell. In this supercell, the bond between the N atom
and the connecting Ga atom is 0.8 % shorter than the bonds between the N atom and other Ga atoms.
This difference is caused by the fact that the connecting Ga atom now has a Bi atom on the other side that
repels the Ga atom. The N atom pulls the connecting Ga atom closer while the Bi atom on the opposite
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side pushes it away. This results in both a longer Bi-Ga bond length and a shorter N-Ga bond length. Thus
the total energy of the system is reduced.

The results of the bulk pair calculations of Bi-Bi, N-N and Bi-N pairs are summarised in table 1. When we
compare the results found there using DFT calculations to the results from Krammel et al. and Plantenga
et al. shown in section 1.2, the results for N-N pairs match well but the results for Bi-Bi pairs do not. In
the case of N doped GaAs, the results found here using DFT and the experimental results of Plantenga et
al shown in figure 2 indicate that it is not energetically viable for N atoms in GaAs to form first nearest
neighbour pairs. Krammel et al. however, found that Bi tends to cluster while the results found here seem
to indicate that Bi anti-clusters.

1% nearest neighbour | 2"¢ nearest neighbour | AE (meV) | Pairing/Anti-pairing
Bi-Bi | -12480.14982091 Ry -12480.15208042 Ry -30.7 Anti-pairing
N-N -12210.31502149 Ry -12210.33228260 Ry -234.8 Anti-pairing
Bi-N | -12345.25530258 Ry -12345.24721970 Ry 110.0 Pairing

Table 1: Energies of bulk GaAs supercells with different impurity pairs. When the 1! nearest neighbour pair
is energetically favourable the system is indicated as a pairing system and when the 2"¢ nearest neighbour
state is energetically favourable the system is indicated as anti-pairing. Energy difference between 2% and
1% nearest neighbour is given in meV.

Since the theoretical results predict Bi anti-clustering in GaAs while we know from Krammel et al. [28] that
Bi dopants cluster in InP, X-STM measurements are used to check the behaviour of Bi dopants in GaAs.
The results of these experiments are shown in section 4.1.5.
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4.1.5 X-STM measurements of Bi doped GaAs

Since the DFT results for Bi-Bi pairing in GaAs shown in section 4.1.2 do not match with the experimental
results found by Krammel et al. [28] for Bi-Bi pairing in InP, we now use X-STM to check the behaviour
of Bi-Bi pairing in GaAs experimentally. In order to investigate the behaviour of Bi dopants in GaAs with
X-STM, sample GaAs 35-2104 was grown by Anthony Rice and Kirstin Alberi of the National Renewable
Energy Laboratory (NREL). The schematic overview of the different layers in this sample is given in figure
25. This sample will from here be referred to as the Bi doped sample.

undoped GaAs =5 nm

light, composition 2 =40 nm
Dual layer SHLSCIE
y dark, composition 2 =40 nm
oe GaAs =25 nm undoped GaAs=5nm
L!ght 2 light, composition 2 = 50 nm
[ lundoped GaAs=15nm
Dark 2 dark, composition 2= 50 nm
2 undoped GaAs=5nm
L’ght 1 light, composition 1= 50nm

| undoped GaAs=15nm

Dark 1 dark, composition 1 =50 hm

undoped GaAs buffer =40 nm

Figure 25: Schematic overview of the different layers in GaAs 35-2104. Sample regions with composition
1 and 2 have an intended Bi concentration of 0.4% and 0.7% respectively. The ”light” sample regions are
grown with light assisted MBE while the ”dark” regions are grown using regular MBE.

The Bi sample shown in figure 25 has several different regions of interest. The sample regions with composi-
tions 1 and 2 have an intended Bi concentration of 0.4% and 0.7% respectively. In these regions, the pairing
of Bi atoms in GaAs can be investigated. The ”light” and ”dark” regions can be used to study the effects
of light assisted MBE on the Bi incorporation since the ”light” regions are grown using light assisted MBE.
The different Bi doped sample regions will be referred to as (from top to bottom): the dual layer, ”light 27,
"dark 27, "light 1” and "dark 17.

An X-STM study of the Bi doped GaAs sample described before will now be discussed. Several 50x80
nm overview images are made of of the different Bi containing layers of this sample. The Bi pairs and
concentration were then investigated by counting the Bi atoms present. A typical overview image used to
count the Bi pairs is given in figure 26.
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Figure 26: 60x80 nm filled state X-STM image of the Bi doped sample. First, second and third layer Bi
atoms are labeled with 1, 2 and 3 respectively. A Si dopant is highlighted in green. The inset shows a
zoomed in view of the area with the marked Bi features. (-3V, 50pA, 77K)
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A surface (first) layer Bi atom is marked in figure 26 with the number 1, a second layer Bi atom below the
surface with the number 2 and a third layer Bi atom below the surface is marked with number 3. Also,
several Si dopants are visible, one such dopant is highlighted with a green circle. This particular overview
was made in the dark 1 region of the Bi doped sample. In total 0.16 £ 0.01 um? of area across the "light
17, 7dark 17, "light 27, ”dark 2” and dual layer regions are investigated in terms of Bi concentration and Bi
pair occurrence. A schematic of all the Bi-Bi pair configurations considered in this work are given in figure
27. While experimental examples from X-STM images are given in figure 28.

The fifth nearest neighbour pair configuration is not discussed here since this is not a surface pair configura-
tion. The fifth nearest neighbour of a surface Bi atom lies in the second layer below the surface. This makes
the fifth nearest neighbour pair more difficult to recognise in X-STM images and is therefore omitted from

the counting.
4th 6th %
(110) |

1st 3rd o

@ grouplllatom

group V atom

ond . pair atom
s
. reference atom

Figure 27: Schematic illustration of the first through sixth nearest neighbour configuration of (110) surface
Bi-Bi pairs.

When comparing figures 28 and 27, keep in mind that these are filled state images so the group V atomic
sites are visible. This means that the Ga atoms do not show up in figure 28 and we are instead looking at the
sub-lattice of As atoms with Bi atoms present on As sites. The surface layer Bi atoms show up as a bright
contrast localised on one such an As site. This makes first layer Bi atoms very suitable candidates when it
comes to counting. Due to the localised nature of these first layer Bi atoms, the pairs are distinguishable and
show up in a form very similar to what is given schematically in figure 27. The first nearest neighbour surface
Bi pairs show up as two neighbouring bright spots in the (100) direction without a row of corrugation in
between them while the fourth nearest neighbour configuration does have this one row of separation between
the Bi atoms. The second nearest neighbour configuration shows two Bi atoms side by side in the (001)
direction while the third and sixth nearest neighbour pairs have the second Bi atom also translated one and
two corrugation rows in the (110) direction respectively.

First we consider the concentration of Bi atoms in the different sample regions. The growers provided us
with an XRD measurement of this sample and gave an estimation of the Bi concentrations in the different
regions. The results of this XRD measurement are given in figure 29.

The estimations of the Bi concentration made by the growers from the XRD measurement shown in figure 29

were a Bi concentration of approximately 0.05% in the composition 1 regions and 0.15% in the composition
2 regions. The Bi counting performed in this study yielded the Bi concentrations found in table 2.
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Figure 28: 7.5x7.5 nm filled state X-STM images zoomed in on a first, second, third, fourth and sixth nearest
neighbour surface Bi-Bi pair in figures a) to e) respectively. (-3V, 50pA, 77K)

Bi concentration
Sample region | STM XRD | Intended
Dark 1 0.224+0.01% | 0.05% | 0.4%
Light 1 0.18+0.01% | 0.05% | 0.4%
Dark 2 0.45+0.02% | 0.15% | 0.7%
Light 2 0.44 +0.04% | 0.15% | 0.7%

Table 2: Bi concentrations of the different sample regions of the Bi doped GaAs sample as found from the Bi
counting in X-STM measurements and the XRD measurement. The concentration intended by the growers
is also given.

The uncertainties in table 2 are caused by three main factors. First a square root of the number of found
Bi atoms is taken as a baseline uncertainty due to the Poisson statistics of the Bi atoms throughout the
material. Second, due to the Si atoms present in the sample as seen in figure 26 some Bi atoms could be
masked. To take this into account, an additional 1% of the total Bi atoms is assumed to be hidden in this
way due to approximately 1% of the surface being covered by the Si atoms. Lastly, the measured surface
area of the sample has an uncertainty of a few nm in both height and width. If we now compare the expected
concentrations from XRD to our measured concentrations we find that there is a discrepancy. The sample
regions with composition 1 and 2 have a Bi concentration 4 and 3 and times higher than the concentration
found with XRD respectively. This can be explained by the fact that the result of the XRD measurement
performed on this sample was hard to fit to a Bi concentration.

We can also compare the actual Bi concentration found in the Bi doped sample to the intended concentra-
tion as shown in table 2. The sample regions with composition 1 and 2 have an intended Bi concentration
2 and 1.57 times higher than the actual Bi concentration. This can be caused by the fact that this sample
ran hotter than expected during the growth, which can influence the Bi incorporation. The ratio of the Bi
composition in the different sample regions is still very similar. The intended Bi concentration ratio between
regions with composition 1 and 2 was 0.51 while the actual ratio is 0.45+ 0.06.

The effects of exposure to light during the MBE growth of the material on the Bi incorporation can also be
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Figure 29: Results of the XRD measurement of the Bi doped GaAs sample used.

seen in table 2. Both compositions show a decrease in Bi concentration in the sample regions grown with
light assisted MBE. The difference is within the margin of error for the sample regions with Bi composition
2, but not for the sample regions with Bi composition 1. This decrease in Bi concentration due to exposure
to light during growth is also what was observed in literature as discussed in section 1.2.

Now we consider the occurrence of the surface layer Bi pairs as shown in figure 28. The results of the surface
layer Bi-Bi pair counting are shown in figure 30 as well as the expected occurrence of each nearest neighbour
pair if the Bi atoms were randomly distributed.

The results presented in figure 30 need some further explaining. First, the error in the measured pair oc-
currence is once again built up from the Poisson statistics of the Bi atoms and an additional 1% error for
miscounting and Si covered areas.

Second, the calculation of the random occurrence as shown in figure 30 will be discussed. This random
occurrence is calculated from the Bi concentration, the total group V atomic positions present in the con-
sidered area and the amount of configurations in which a pair can show up. The concentration used to
calculate the random occurrence is the average concentration over all different sample regions that were
considered for the counting of the pairs, 0.28 4+ 0.01 %. This average concentration is a weighted average
of the concentrations shown in table 2, where the concentration of each different sample region is given a
relative weight corresponding to the measured surface area of that sample region. The random occurrence
of Bi pairs is now calculated by considering the chance a Bi atom is present at a certain lattice site, 0.28 £+
0.01 %, and multiplying this by the chance that a Bi atom is present on the nearest neighbour site, 0.28 +
0.01 %. This probability now needs only to be multiplied with the number of lattice sites present in 0.16 +
0.01 psm? of GaAs and we find the probability for the occurrence of this Bi pair configuration. Now there are
different positions that lead to equivalent nearest neighbour pairs. For the first, second and fourth nearest
neighbour pairs there are two different positions where the second Bi atom can be placed with respect to the
first one which lead to one of these neighbour pairs. To illustrate, we look at the first nearest neighbour pair.
Looking at figure 27, a first nearest neighbour pair can be formed with the reference atom by either placing
a second Bi atom in the (110) or the (110) direction. Similar arguments can be made regarding the second
and fourth nearest neighbour pair. This means that the probability for the pair configuration found earlier
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Figure 30: Results of the surface layer Bi-Bi pair counting in the Bi sample. The first through sixth nearest
neighbour pair occurrences are presented in absolute and relative form. The Bi pairs found throughout all
the different sample regions are considered in the results shown here.

needs to be multiplied by two to find the expected random occurrence of the first, second and fourth nearest
neighbour pairs. The third and sixth nearest neighbour pair however, have four different positions where the
second Bi atom can be placed relative to the reference atom that lead to that neighbour pair. This means
that for these nearest neighbour pairs, the probability for the pair configuration needs to be multiplied by
four instead. This is reflected in the double random occurrence indicated for these two nearest neighbour
pairs in figure 30.

The Bi pairs found in all the different sample regions are considered in the results shown in figure 30. This
means that Bi pairs from "light” regions, ”dark” regions and regions with different concentrations are com-
bined into these results.

When comparing the occurrences of the nearest neighbour pairs shown in figure 30 to their random oc-
currences, it is clear that the second, third and sixth nearest neighbour pairs match within their range of
uncertainty with their random occurrence. The fourth nearest neighbour pairs occur less than expected and
the first nearest neighbour pairs occur approximately twice as often as expected from a random distribution
of Bi atoms.

The fact that first nearest neighbour Bi pairs appear twice as much as to be expected from a random distri-
bution of Bi dopants in GaAs matches with the findings of Krammel et al. [28] for Bi doped InP. This does
not match with the DFT calculations shown in section 4.1.2 though. This leads us to believe that the Bi
atoms do not cluster in bulk but rather cluster during the growth of the GaAs, after which they remain in
these positions. We did already see that the energy difference between the first and second nearest neighbour
Bi-Bi pair in bulk GaAs is only 30.7 meV. So rearranging of the Bi atoms in bulk GaAs is not likely. To
investigate this using DFT, a different supercell is needed. The formation of Bi-Bi pairs in GaAs during the
growth of the material is studied using DFT in section 4.1.6.

Another observation is the fact that a low number of fourth nearest neighbour pairs is found. This could be
linked to the higher occurrence of the first nearest neighbour pairs. As shown in figure 27, both the first and
fourth nearest neighbour atom are positioned along the (110) direction. This means that it is easier for Bi
atoms in the fourth nearest neighbour configuration to switch to the first nearest neighbour configuration.
Both the first and fourth nearest neighbour dopant are also situated on top of the (001) surface during
growth, which could also facilitate the switching between these two pair configurations.
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4.1.6 DFT simulation of on Bi-Bi pairs in the growth surface of GaAs

In order to further theoretically investigate the reason behind the high amount of first nearest neighbour
Bi-Bi pairs found in GaAs, the possibility of Bi atoms to cluster during growth of the material is studied
here. The growth surface of the Bi doped GaAs that is investigated with STM is the (001) surface, which is
a common growth surface for GaAs [22] [46] [47]. Here we investigate the first and second nearest neighbour
Bi pairs in a (110) GaAs surface as indicated in figure 16, but in an As terminated (001) supercell of GaAs.
The first nearest neighbour system is shown in figure 31. This is a 160 atom As terminated (001) surface
GaAs supercell with 2 Bi atoms on As sites. There is 6 A vacuum above and below the slab to simulate
a surface and the bottom 4 atomic rows are fixed to simulate bulk below the surface. The Ey . used is
110 Ry, the E, used is 900 Ry and the Brillouin zone is sampled with a 2x2x1 Monkhorst-Pack grid. The
lattice constant used is 5.65A. Again the lattice constant is not tested since the volume of the first and
second nearest neighbour cell would then be different and energies could not be compared easily. The force
convergence threshold used in the relaxation calculations will be discussed later.

: ) (110)

(1100

(a)

Figure 31: Side view (a) and tilted side view (b) of the supercell of the first nearest neighbour Bi-Bi pair
system in a (001) GaAs surface.

For the second nearest neighbour system, the same values are used for E, ., E, , the lattice constant and the
k-grid dimensions as for the first nearest neighbour system. The second nearest neighbour cell is presented
in figure 32.

(a) (b)

Figure 32: Side view (a) and tilted side view (b) of the supercell of the second nearest neighbour Bi-Bi pair
system in an As terminated (001) GaAs surface.
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When comparing figures 31 and 32 to figure 16 it is important to remember that in figures 31 and 32 the
(110) direction is to the right so the (110) surface is a vertical cross section of figures 31 and 32 through the
Bi atoms. The familiar zig zag row around the Bi atoms in the top layer is harder to recognize since the Ga
half of this zig zag row is the next layer to be grown onto the terminated As atoms.

Now relaxation calculations are performed on these two systems. This is far from trivial since the (001) Bi
doped GaAs surface is known to undergo various surface reconstructions that are highly dependent on the
growth conditions and the growth temperature in particular [23] [48]. A major difficulty when describing
temperature dependent surface reconstructions with DFT is that DFT is in essence a zero temperature
method, so a strong temperature dependent phenomenon will be difficult to describe. These surface re-
constructions will not be explicitly be considered here since it is beyond the scope of this work but some
indications towards their existence will be discussed.

The total force of this supercell as a function of relaxation steps is given in figure 33. The atomic positions
of the supercell after different amounts of relaxation steps are also given in figure 34.
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Figure 33: Total force of the first nearest neighbour Bi-Bi pair system in a (001) GaAs surface as a function
of the relaxation steps. The atomic positions as marked on A, B and C are given in figure 34.

The total force of the system as a function of relaxation steps is given in figure 33 to illustrate that this is
not a relaxation to a certain equilibrium. The system goes to a minimum force and then oscillates around
this minimum total force by distorting the surface atoms in a major way. This is shown in figure 34 by com-
paring the surface atoms in situations A, B and C. From situation A to situation B we deal with a gradual
relaxation, as seen in figure 33. The surface As atoms and Ga atoms bonded to the Bi atoms move away
slightly from these Bi atoms, as seen with bulk Bi atoms. From situation B to C however, the surface As
atoms in the (110) and (110) direction move significantly closer to the Bi atoms. This is a major distortion
of the system and the first indication that this growth surface shows complicated behaviour. The different
shapes of the surface in situation B and C while the total energy remains similar leads to an active growth
surface. This is in line with the temperature dependent surface reconstructions seen during growth of Bi
doped GaAs. However, these surface reconstructions are not considered explicitly in this work. So the final
position of these supercells is considered situation B, where the total energy is significantly lowered, but the
surface is not completely restructured yet.
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Figure 34: Atomic positions of the (001) surface slab GaAs supercell from a top view after the amount of
relaxation steps indicated in figure 33. The top layer As and Bi atoms are highlighted.

1% nearest neighbour | 2"? nearest neighbour | A E (eV) | Pairing/anti-pairing

’ (001) surface Bi-Bi | -1.5527.90324874 Ry -15527.80492454 Ry 1.34 Pairing

Table 3: Energies of the (001) GaAs slab supercells with either a first or second nearest neighbour Bi-Bi pair
present.

The total energies of the relaxed first and second nearest neighbour supercells are given in table 3.

As can be seen in table 3, the first nearest neighbour system has a significantly lower total energy than the
second nearest neighbour system. The energy difference is quite big when compared to the energy difference
between the first and second nearest neighbour Bi-Bi pair in bulk GaAs as presented in table 1. This means
that Bi atoms are very likely to cluster together, at least in first nearest neighbour pairs, during (001) growth
of GaAs.

This result also matches the experimental result found by Krammel et al. [28]. They find a very high
amount of first nearest neighbour Bi-Bi pairs in InP. Using a simulated growth surface, we find that the first
nearest neighbour configuration is energetically very favourable, 1.36 eV, over the second nearest neighbour
configuration. This leads to Bi dopants clustering together during the growth of GaAs on the growth surface.
The energy difference between the first and second nearest neighbour configuration in bulk GaAs, section
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4.1.2, is only 30.7 meV in favour of the second nearest neighbour configuration. This means that Bi dopants
are likely to cluster together during the growth of GaAs and they are unlikely to anti-cluster once they are
embedded in bulk GaAs. Therefore it makes sense that we experimentally observe a very high amount of
first nearest neighbour Bi-Bi pairs in GaAs in section 4.1.5.

Some things are important to keep in mind when considering the DFT results shown here.

As mentioned before, we do not take into account the surface reconstructions of the (001) surface of GaAs
during growth. The different surface reconstructions can greatly influence the orientation of Bi atoms in
such a surface with respect to each other, which can in turn influence the energies of the Bi-Bi pairs.

Also, apart from the distance between the Bi atoms there is another difference when comparing the supercells
describing the first and second nearest neighbour configuration presented here. Namely the type of atoms
exposed to the vacuum. In the case of the first nearest neighbour supercell two Bi atoms are exposed to the
vacuum as shown in figure 31. While in the second nearest neighbour supercell, only one Bi atom is exposed
to the surface. Since the presence of Bi atoms induces strain in GaAs, having these Bi atoms present at the
surface will likely reduce this strain and therefore reduce the total energy of the system.

The next step is to investigate the behaviour of Bi pairs in GaAs co-doped with Bi and N and to study
whether the Bi and N dopants cluster or anti-cluster. From the DFT calculations presented in section
4.1.4, the conclusion was drawn that the Bi and N dopants should cluster together since their first nearest
neighbour configuration was energetically favourable over their second nearest neighbour configuration.
This will now be studied experimentally using X-STM measurements on a GaAs sample that is co-doped
with Bi and N.
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4.1.7 X-STM measurements of GaAs co-doped with Bi and N

One of the results of section 4.1.4 is that for Bi-N pairs in GaAs, the first nearest neighbour configuration is
favourable over the second nearest neighbour configuration. The Bi and N dopants are therefore expected
to cluster together in GaAs co-doped with Bi and N. Another interesting characteristic of GaAs co-doped
with Bi and N is the influence of N dopants on the incorporation of Bi. The presence of N could influence
the Bi incorporation as mentioned in section 1.2.

In order to study these effects experimentally a GaAs sample co-doped with Bi and N is investigated using
X-STM.

This is sample 35-2120 GaAsBiN again grown by Anthony Rice and Kirstin Alberi (NREL) and will from
here be referred to as the co-doped sample. The structure of the co-doped sample is given schematically in
figure 35.

| n-type GaAs = 25 nm undoped GaAs =5 nm

Light Bi + N composition 2 = 50 nm
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Figure 35: Schematic overview of the different layers in GaAs 35-2120. Sample regions with composition 1, 2
and 3 have an expected Bi concentration of 0.4%, 0.8% and more than 1% respectively. The N concentration
is constant throughout the N doped regions and is expected to be 0.25%. The "light” sample regions are
grown with light assisted MBE.

The Bi concentration is varied in the different sample regions similarly to the Bi doped sample. XRD
was again used by the growers to estimate the Bi and N concentrations in the different layers. This XRD
measurement estimates the Bi concentrations to be 0.4%, 0.8% and more than 1% for the regions with Bi
compositions 1, 2 and 3 respectively. The N concentration is the same in all N doped regions and is estimated
with XRD at 0.25%.
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Next we look at the results of the X-STM measurements of the co-doped sample. A typical X-STM image
of a co-doped region within this sample, in this case Bi + N composition 2, is given in figure 36.

Figure 36: 80x80 nm filled state X-STM image of sample region Bi + N composition 2 of the co-doped
sample. Bi dopants in different atomic layers are highlighted with a red circle and a N dopant is highlighted
in green. (-3V, 50pA, 77K)

As can be seen in figure 36, the tip used to generate this X-STM image was very sensitive to the surface
layer Bi atoms. The second and third layer Bi atoms are suppressed, as seen when figures 26 and 36 are
compared. This is helpful when an analysis based on surface layer Bi atom counting is performed. Also,
the N atoms are clearly visible in figure 36, as a depression in the contrast as given at the green circle.
This feature corresponding to a N atom at the surface strongly resembles its calculated [10] and previously
observed forms [29]. Now a similar pair counting of Bi pairs in the nearest neighbour configurations shown
in figures 28 and 27 can be performed. In total 0.34 £ 0.01 wm? of surface area has been analysed in the
search for Bi pairs and a total of 794 Bi pairs were considered in the following results. The surface layer
Bi pair distribution obtained from considering the entirety of the co-doped sample, including Bi doped and
co-doped areas, is given in figure 37.
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Figure 37: Results of the surface layer Bi-Bi pair counting in the Bi and N co-doped sample. The first
through sixth nearest neighbour pair occurrences are presented in absolute and relative form.

The random occurrences and uncertainties in figure 37 are calculated in a similar fashion to the ones obtained
for figure 30. The only difference being that the expected number of Bi pairs for a random distribution of
Bi dopants is calculated for each sample region separately and then added up to obtain the total number
of expected pairs. Therefore there was no average concentration used here, rather the individual concentra-
tions of each sample region given in table 4. A detailed description of the calculation of the uncertainties is
given alongside the presentation of figure 30. When comparing figures 30 and 37, mostly similar behavior is
observed. The first nearest neighbour configuration occurs close to twice as often as expected whereas the
other configurations except for the third nearest neighbour one are observed less than expected within the
margin of error. The fourth nearest neighbour one again being the least observed variant.

Each pair configuration has a lower relative occurrence than in the Bi doped sample however. This could
indicate that the presence of N dopants lowers the amount of Bi pairs present in the material. On average
the relative occurrence of nearest neighbour Bi-Bi pairs decreases by 17.7% from the Bi doped sample to the
co-doped sample.

The effects of co-doping GaAs with Bi and N on the Bi concentration are also investigated. As mentioned
before, Bi is hard to incorporate into GaAs in high amounts and nitrogen could help the incorporation
of bismuth due to opposite lattice strain. This is investigated in the co-doped sample, by comparing the
Bi concentration in the Bi doped regions and the co-doped regions. This sample will be used for such a
comparison since there are regions with the same (intended) Bi concentration next to each other where one
of the two is co-doped with nitrogen. As mentioned before, the growers predicted Bi concentrations of 0.4%,
0.8% and 1-1.4% for compositions 1 through 3 respectively and predicted a N concentration of 0.25% in all N
doped regions. From counting the Bi dopants in our X-STM measurements we came to the Bi concentrations
shown in table 4.

Along this counting of Bi atoms, the amount of N dopants present is also studied. This yielded a N concen-
tration of 0.06% in all sample regions with N present.

The statistics presented in table 4 are based on the observation of surface Bi atoms in each different sample
region. The amount of Bi dopants used to calculate the concentrations presented in table 4 ranges from a
minimum of 756 dopants for Bi + N composition 1 to a maximum of 1918 dopants for Bi + N composition 2.
In total 9437 Bi dopants were counted in order to ensure the results presented here are statistically relevant.
The effects of light assisted MBE growth of these structures can also be studied for this sample. As we saw
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Bi concentration
Sample region STM XRD
Bi composition 1 0.8 +0.1% 0.4%
Bi + N composition 1 0.47 £+ 0.05% | 0.4%
Bi composition 2 0.64 + 0.06% | 0.8%
Bi + N composition 2 0.67 + 0.04% | 0.8%
Bi composition 3 0.61 + 0.06% | 1-1.4%
Bi + N composition 3 0.67 & 0.06% | 1-1.4%
Light Bi composition 2 0.66 = 0.06% | 0.8%
Light Bi + N composition 2 | 0.60 + 0.05% | 0.8%

Table 4: Bi concentrations in the different sample regions of the co-doped sample.

in section 4.1.5, the layers grown with light assisted MBE showed a decrease in Bi concentration compared
to the regularly grown layers. In the case of the co-doped sample, this effect is less pronounced. There is
even a slight increase in Bi concentration when the sample regions with Bi composition 2 and ”Light” Bi
composition 2 are compared. Since the concentrations of both illuminated layers lie within the margin of
error of their dark counterparts, no significant effect of the light assisted MBE is observed in this sample.
There is a large discrepancy in concentration between the sample regions with Bi composition 1 and Bi + N
composition 1 as seen in table 4. The Bi concentration in the co-doped sample region Bi + N composition
1 is 0.32 percentage points lower than in Bi composition 1. This is probably caused by the fact that there
were some complications during the growth of this layer. The N plasma used to supply the N dopants went
out during the start of the growth of this layer. This resulted in a N deficiency at the start of this layer and
a small excess of N at the end of the layer.

The Bi concentrations obtained from dopant counting in X-STM measurements again varies strongly from
the concentration predicted from XRD measurements, like in table 2. This recurring discrepancy between
STM results and XRD estimations of the Bi concentrations is most likely caused by the fact that it is chal-
lenging to properly estimate Bi concentrations with XRD in materials with a large number of layers with
varying concentrations.

Apart from the sample regions with composition 1 described before, the whole sample shows a similar Bi
concentration. The effects of the N doping on the Bi incorporation in GaAs are negligible in this sample.
Since the N concentration in this sample is only 0.06% rather than the expected 0.25% predicted by the XRD
measurement, the effects of the N doping are expected to be very small. In order to further investigate the
effects of N co-doping on the Bi incorporation in GaAs a different structure with a higher N concentration
should be studied.

Lastly, the Bi-N pairing in the co-doped sample is investigated. From DFT results in section 4.1.4 we expect
that Bi and N dopants appear often in the first nearest neighbour configuration. Therefore we expect the Bi
and N dopants to cluster together in the co-doped sample. A nearest neighbour pair counting of the Bi-N
pairs is performed and the results are presented in figure 38.

The random occurrences and errors presented in the graphs shown in figure 38 are again calculated in a sim-
ilar fashion as described at figure 30. The average N concentration used to calculate the random occurrence
is 0.06% while for the Bi concentration the concentrations in each different co-doped layer shown in table 4
is taken. The results shown in graph 38 consider all co-doped layers of the co-doped sample.

A few things stand out when we look at the results of the Bi-N pair counting presented in figure 38.

First, the margin of error of both these graphs is large. This is caused by the fact that the N concentration
is very low. This is also reflected in the measured occurrence shown in figure 38a. The amount of nearest
neighbour Bi-N pairs found throughout all co-doped layers is only 26. A lower amount of Bi-N pairs found
leads to a relatively high error margin of this counting.

Second, all nearest neighbour pairs show up less than expected, including the first nearest neighbour pair.
This means that despite an energy difference found in DFT of 110.0 meV between the first and second
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Figure 38: Results of the surface layer Bi-N pair counting in the Bi and N co-doped sample. The first
through sixth nearest neighbour pair occurrences are presented in absolute and relative form.

nearest neighbour configuration, no increase in first nearest neighbour occurrence is found.

Given the fact that the margin of error of the Bi-N pair investigation is large and that its results do not
agree with the DFT calculation performed, it is suggested that a new measurement is to be conducted.
In this measurement a sample with a higher N concentration, preferably a concentration similar to the
Bi concentration in the co-doped sample, is measured using X-STM. A co-doped sample with a higher N
concentration will yield statistically valid results that can either prove or disprove the hypothesised clustering
of Bi and N dopants in GaAs. With a more highly doped N sample, the effect of the co-doping with N on
the Bi concentration in GaAs will also be more pronounced.
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4.2 Si donors in AlAs

The second problem discussed in this report concerns Si donors in AlAs. As mentioned in section 1.3,
interesting behaviour is expected around these donors from previous results of Si donors in GaAs. This
problem will also be studied theoretically using DFT and experimentally using X-STM. We first discuss
the DFT calculations here. The influence of Si donors on the AlAs band structure and the simulation of
X-STM images will be discussed. These results will then be compared to the experimental results of X-STM
measurements on Si donors in AlAs.

4.2.1 DFT simulation of Si donors in AlAs

In order to investigate the behavior of a Si donor in a (110) surface of AlAs theoretically, DFT calculations
are performed on AlAs surface supercells. These supercells are 7 atomic layers thick and consist of 224 atoms
total. In order to compare a clean (110) AlAs surface to a Si doped (110) AlAs surface, two different cells
are compared in the following calculations. One has 112 Al and 112 As atoms and the other has 111 Al
atoms, 112 As atoms and 1 Si atom present in the surface layer of the supercell. The Si doped supercell is
given in figure 39.

(110)
| (001)

y

(a) Side view of the unrelaxed supercell of a Si doped (b) Tilted view of unrelaxed the supercell of a Si
(110) surface of AlAs. doped (110) surface of AlAs.

Figure 39: Unrelaxed Si doped AlAs supercell. Al atoms are given in pink, As atoms are yellow and the Si
donor is given in light blue.

The supercell shown in figure 39 has 7 A of vacuum above and below the atoms so a total of 14 A of vacuum
is present between the slabs of material. The convergence tests discussed in section 3.1.2 are performed and
the E, . is found to be 90 Ry, an E, of 750 Ry is used and lattice constant of 5.605 A is found for the AlAs
lattice. The k-point sampling of the Brillouin Zone is a 3x2x1 Monkhorst-Pack grid. An important difference
with the Bi doped GaAs systems discussed before is that in this supercell, both sides of the supercell are
left free to relax. The only fixed atomic layer is the middle one, so buckling is expected to show up on both
the top and bottom of the supercell. This is done since the band structure of the system is of interest here
and will be investigated. The band structure will show strong dispersionless bands corresponding to the
unrelaxed vacuum-AlAs interface at the bottom of the supercell if this interface is not left free to relax. The
fully relaxed Si doped supercell is given in figure 40.

As can be seen in figure 40, there is indeed buckling on both sides of the supercell. The Si atom relaxes
into the material slightly more than the surface Al atoms Now that the relaxed structures are found, band
structure calculations can be performed for both the pristine AlAs supercell and the Si doped supercell. The
pristine AlAs supercell band structure will be discussed first and is given in figure 41.
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Figure 40: Fully relaxed Si doped (110) AlAs surface supercell with relaxation on both AlAs-vacuum inter-
faces. Characteristic buckling is visible on both sides of the supercell.

E(eV)
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Figure 41: Calculated band structure of (110) AlAs. The Fermi energy is 0 €V in this band structure.

The path through the Brillouin Zone (BZ) along which the band structure is calculated in figure 41 is
discussed in detail in section 2.2. The band structure in figure 41 is similar to (110) surface AlAs band
structures found in literature [49].

The band structure in figure 41 shows a direct band gap at the I point. Bulk AlAs has an indirect band gap
with the valence band maximum at the I' point and the conduction band minimum at the X point. This
difference is caused by the fact that, as discussed in section 2.2, in a (110) surface the X point of the bulk
BZ is folded onto the I' point of the surface BZ.

Now we focus on the most interesting part of the band structure of both the pristine AlAs and the Si doped
AlAs, the band gap region. We focus on this part of the band structure since the region around the Fermi
energy, which lies at 0 eV for the structure shown in figure 41, is the region that STM measurements are
sensitive to. The band structures of both the undoped (110) AlAs and Si doped (110) AlAs around the
Fermi energy are given in figure 42.

Important to note is that, alongside the energy range being smaller, the band structures are shifted in figure
42 so that the Fermi energy for both structures is at zero energy. This is done to more easily compare these
band structures. The Fermi energy of the undoped structure is 0.8249 eV while the Fermi energy of the Si
doped structure is 0.8652 eV. The similarities and differences of the structures shown in figure 42 will now
be discussed.

First, the shape of the top of the valence band is very similar for both structures, and a similar behavior of
the conduction band is visible. The bottom of the conduction band remains at the I'" point for instance. On
the other hand, the impurity state caused by the Si donor is clearly visible near the bottom of the conduction
band. From the comparison of the band structures in figure 42 it can be concluded that the state around 0 eV
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(a) Calculated band structure of (110) AlAs. (b) Calculated band structures of Si doped (110) AlAs.

Figure 42: AlAs band structures around the Fermi energy, which is at 0 eV.

in figure 42b is caused by the Si donor. Since the Si impurity is a donor, we indeed expect this state to show
up near the bottom of the conduction band. The conduction band itself is also affected by the presence of
the Si donor. Many states near the bottom of the conduction band have their degeneracy lifted for instance.
This is a phenomenon that occurs more often in (calculated) band structures of doped semiconductors [50].
This behavior of the states splitting makes sense when the following is considered. The electron states in
the conduction band are states that allow the electrons to move through the material. Now we provide
the material with an additional periodic potential by implementing a Si impurity in every supercell. This
situation is similar to that of the nearly free electron model that describes the formation of gaps in the
electron dispersion. In this nearly free electron model, imposing a periodic potential (the material) on free
electrons causes gaps in the electron dispersion. These gaps are caused by the lifting of degeneracies at
the Brillouin Zone edges and center. This provides us with a nice analogy for what is happening with the
states in our conduction band: the periodic potential from the Si atoms lifts the degeneracy of states near
the conduction band minimum the same way a periodic potential in a material lifts the degeneracy of free
electrons.

The Si donor also generates another clear impurity band at about 7.5 eV below the top of the valence band.
To show this second impurity band, the density of states (DOS) for a large energy range is given for both
the undoped and Si doped (110) AlAs supercells in figure 43.

The impurity state caused by the Si donor at the Fermi energy in figure 42b is again visible at 0 eV in figure
43b . While the increase in DOS due to the presence of the second impurity band is visible at approximately
-7.5 V.

Now that we have an understanding of what the DOS and band structure of our supercells look like, we
can simulate STM images of the surfaces that they describe using Quantum-espresso. This simulation of
the STM images is done by integrating the DOS from the Fermi energy to the applied bias voltage (Tersoff
and Hamann [51]). The simulated STM images shown are the integrated DOS given for a certain horizontal
plane in our supercell. This means that the STM tip is considered an infinitesimal small dot that scans
a perfectly flat plane in constant height mode, that is only sensitive to the DOS in that one perfectly flat
plane. In order to choose a proper bias voltage it is therefore necessary to have a good understanding of the
band structure and DOS, since the energy range of the states of interest needs to be known.

Undoped (110) AlAs

First, we consider the simulated STM images for the undoped (110) AlAs supercell. This is done as a first
check of the procedure since the behavior and STM imaging of clean (110) AlAs or ITI/V semiconductors in
general is well-studied. To investigate the shape of the surface wave functions in this undoped (110) AlAs,
we look at the DOS in the plane of the topmost atomic layer. These would correspond to constant height
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(a) Calculated density of states of the (110) AlAs super-  (b) Calculated density of states of the Si doped (110)
cell. AlAs supercell.

Figure 43: DOS of the AlAs and Si doped AlAs supercells with the areas influenced by the Si dopant
highlighted in red. An energy of 0 eV corresponds to the Fermi energy.

STM images made at a height within the surface layer. This is experimentally impossible but these images
can give us some nice insight in the shape of the surface states and the orbitals that make up these states.
The simulated filled state, with a bias of -1V, and simulated empty state image, with a bias of +1V, are
given in figure 44.

(a) STM image simulated at a tip bias of -1V, or filled  (b) STM image simulated at a tip bias of +1V, or empty
state image. state image.

Figure 44: Simulated STM images through the surface layer of undoped (110) AlAs.

The isolines around either the As atoms and the Al atoms for filled and empty state images respectively are
given in figure 45. These images with isolines are zoomed in variants of the ones presented in figure 44.

For GaAs, it is well-known that the states at the valence band maximum are made up of p-like wave functions
centered on the As atoms while the conduction band minimum is made up of s-like wave functions centered
on the Ga atoms [52]. Now for our undoped AlAs (110) surface we see similar behavior.

First we consider the filled state case, which deals with the top of the valence band. These images are given
in figures 44a and 45a. With a tip bias of -1V with respect to the Fermi energy we deal only with the top of
the valence band as can be seen in figure 42a. Now we can see clearly from figure 44a that the surface state
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(a) Zoomed in image of 44a on an As atomo with isolines.  (b) Zoomed in image of 44b on an Al atom with isolines.

Figure 45: Simulated STM images through the surface layer of undoped (110) AlAs zoomed in on the As
atoms in a) and the Al atoms in b).

is indeed centered on the As atoms and in figure 45a we can see that this state does indeed show p-type
behavior.

A similar argument can be made for the empty state case. Images 44b and 45b deal with the empty state
case. A tip bias of +1V deals with the bottom of the conduction band as can bee seen in figure 42a. Now
the surface state is instead centered on the Al atoms, as visible in 44b, and shows s-like behavior, as visible
in 45b.

This means that, despite GaAs and AlAs being very different material in terms of for example band gap size
and type, their surface state behavior around the band gap is very similar.

The images shown in figure 44 are not very representative of an actual STM image however, since this is
a LDOS image through the surface layer, where the tip could never be without being destroyed. To get a
more realistic image, the STM image of a tip 4 A above the surface layer was also simulated for the undoped
(110) AlAs surface. The result of this simulation is given in 46a.
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(a) Simulated STM image of clean (110) AlAs 4 A above  (b) Band structure of clean (110) AlAs with the bands
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Figure 46: Simulated STM image and energy interval of interest in the band gap of (110) AlAs.

The image shown in figure 46a looks more like a typical STM image we can obtain. The highest DOS is still
centered on the Al atoms, as expected for empty state imaging, but it is more spread out then what we saw
in figure 44b. As an illustration the band structure with the bands of interest highlighted for an empty state
image with a bias voltage of +1V is given in figure 46.

A study of which surface states are sampled at a specific bias voltages using X-STM has been performed
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within the PSN group before [53]. Here it was shown that by changing the bias voltage slightly, we can
sample different surface states and because of this the corrugation can switch directions.

This switching of corrugation we do not observe in our simulated STM images and we do not expect to
observe this in the first place. The reason for this is the way the DFT calculations generate an STM image.
The DFT calculations integrate the DOS from the Fermi level to the applied voltage and all the states
present in this interval contribute evenly to generate the eventual DOS contour.

When an actual STM measurement is performed and is translated into an STM image, not all states con-
tribute evenly however. We will discuss this in detail for empty state imaging.

In the case of empty state imaging, a positive bias voltage is applied to the tip. The electrons can now
tunnel from the tip into the empty states present in the sample. The energy range with states available for
tunneling in the sample lies between the Fermi level of the sample and the applied bias voltage of the tip.
The electrons tunneling into these states from the tip do not all see an equal tunneling barrier however. This
barrier is much higher for electrons tunneling into states near the Fermi level than for electrons tunneling
into states near the applied bias. This is due to the fact that electrons near the applied bias have a higher
energy than the ones near the Fermi level for empty state imaging.

The fact that electrons near the Fermi energy see a much higher barrier means that it is much less likely
for them to tunnel through the barrier than electrons with an energy near the applied bias. This leads to
the tunneling current in empty state imaging mostly being generated by electrons with an energy near the
applied bias. Therefore, the states near the applied bias determine the image generated by the STM more
than the states near the Fermi level for empty state imaging.

Certain states can now be selected to image with STM by tuning the applied bias in such a way that those
states will be most likely to tunnel through the barrier. This is why the corrugation can change by slightly
tuning the tip bias for example.

Since all states between the Fermi level and the applied bias have the same weight in determining images
like 46a, they will inherently differ from actual STM images.

Si doped (110) AlAs

Now we consider the Si doped (110) AlAs system. Looking at figures 42a and 42b, it is expected that the
band visible around the Fermi energy, 0 eV, in figure 42b is the impurity state caused by the Si atom. This
can be tested by simulating an STM image through the surface layer, where the Si atom is present, and
check whether the DOS does indeed show that the Si causes this state. This simulated STM image through
the surface layer with a tip bias voltage of +0.1V and the corresponding band structure and area of interest
are shown in figure 47.

E(eV)

(a) Simulated STM image of Si doped (110) AlAs in the  (b) Band structure of Si doped (110) AlAs with the bands
surface layer. The Si donor is situated at the cross. taken into account in 47a highlighted.

Figure 47: Simulated STM image and energy interval of interest in the band gap of (110) Si doped AlAs.
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As can be seen in figure 47, this band is indeed made up of states corresponding to the Si impurity. Since
only a very small energy interval is considered here, as can be seen in figure 47b, the states corresponding
to the AlAs lattice are barely visible. The conduction band is pushed up by the presence of the impurity
state as can be seen when comparing figures 42a and 42b, so with a tip bias of 4+0.1V we do not yet strongly
sample the conduction band. From this we can conclude that the state visible around the Fermi energy is
indeed an impurity state caused by the Si donor. To get a better understanding of the shape of the wave
function corresponding to this impurity state, we show two STM images calculated at the same tip bias but
at different heights above the surface in figure 48.

(a) Simulated STM image of Si doped (110) AlAs 2 A (b) Simulated STM image of Si doped (110) AlAs 4 A
above the surface. The Si donor is situated at the cross. above the surface. The Si donor is situated at the cross.

Figure 48: Comparison of simulated STM images of Si doped (110) AlAs at different heights.

As can be seen in figure 48, the surface state corresponding to the Si donor extends into the vacuum above
the surface as a two lobed structure centered on top of the neighbouring As atoms. When the distance above
the surface is 4 A, a typical scanning height for STM, the background of the surface state regarding the
AlAs surface increases in relative intensity, as seen when comparing 48a and 48b. This is caused by the fact
that this color mapping is relative, so when the value of the DOS of the Si impurity state decreases further
away from the surface, the visibility of the background DOS increases.

Since we are only looking at a small energy interval here in order to consider the shape of the Si state in
particular, we are not taking into account that in realistic STM images a much larger bias is applied. This
means that the states present in the conduction band would also contribute to the generated STM image.
Because of this, the realistic empty state image of a first layer Si donor in a (110) AlAs doped would look
most like the superposition of figure 46a and figure 48b.

The images shown in figure 46a, 47a, 48a and 48b are simulated DOS planes at a certain height above the
surface. Therefore they correspond to constant height STM images. Constant height STM imaging is diffi-
cult to perform due to the risk of tip crashing however. STM imaging in this study is therefore performed in
constant current mode. This is another reason the actual STM images might not fully resemble the simulated
images shown in this section.

Now we will perform STM measurements on Si donors in AlAs. These experimental results will then be
compared to the theoretical results obtained here.
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4.2.2 X-STM measurements on Si donors in AlAs

The results of X-STM measurements on Si donors in AlAs will now be discussed. These measurements
are performed to get a better insight in the behaviour of these donors. We presented the theoretically
expected band structure and local density of states around these donors in section 4.2.1. These theoretically
expected results will now be compared to X-STM measurements. Another reason for performing X-STM
measurements on Si donors in AlAs is to see how and if this compares to Si donors in GaAs, which our group
has extensively researched [54] [55] [56] as discussed in section 1.3.

A typical filled and empty state image of the same area of (110) Si doped AlAs is given in figure 49.

(a) Filled state image. (-3V) (b) Empty state image. (+1.1V)

Figure 49: 80x80 nm X-STM images of Si doped AlAs. The filled and empty state image of the same area
is given. (30pA, 77K)

In figure 49, a filled and empty state images of the same area in Si doped AlAs are presented. As can be
seen, different features show up more prominently when switching bias, but some features show up in both
49a and 49b. This is to be expected since switching tip bias samples states from either the conduction or
valance band. These states can be made up of either the Al or As sub-lattice for instance and features can
show up in different forms as well. Images like the ones presented here were used to determine which features
correspond to the Si donors in different layers below the surface.

First we identified which features belong to the Si donors. This was done by looking at the behaviour
we expect around Si donors, like charge rings [56] and contrast switching [55] for instance. The depth of
these features below the surface was then investigated. This was done using the magnitude of the Friedel
oscillations around the different features identified as a Si donor.

Friedel oscillations in materials are fluctuations in electron density arising from a defect or impurity in the
material. When filled state images of surfaces are made using X-STM, these oscillations are clearly visible
since there can be charge accumulation at the surface. This charge accumulation in filled state imaging of
the surface is caused by downward tip induced bend bending of the band structure of the sample. When the
tip induced bend bending is strong enough, the conduction band states of the sample are pulled below the
Fermi level. This causes an accumulated electron gas in the surface of the material.

The Si donors in the material are now treated as local impurities by the electron gas at the surface and
are screened. This screening causes oscillation of the electron density around the Si donor, the Friedel
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oscillations.

These Friedel oscillations can be used as a nice tool here since a donor closer to the surface is expected to
have their charge oscillations show up more prominently than deeper lying Si donors. We expect stronger
charge oscillations around Si donors closer to the surface since the oscillations decay in amplitude when
moving away from the donor atom. As an illustration, the suggested second and third layer Si features are
presented in figure 50.

Figure 50: 50x50 nm filled state images of the Si doped AlAs with the second, yellow, and third, green, layer
Si donor features highlighted. The height profiles of the features corresponding to a second and third layer
Si atom given in figure 51 are taken along the paths indicated by the white lines in b). (30pA, 77K)

As can be seen when comparing the green and yellow highlighted features in figure 50, the yellow features
show a stronger charge oscillation around them. A detailed height profile of the features corresponding to a
second and third layer Si donor are given in figure 51.
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Figure 51: Height profiles of the features corresponding to a second and third layer Si donor. The paths
along which the profiles are taken is indicated in figure 50b.
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As can be seen in figure 51, the charge oscilation is indeed stronger for the features circled in yellow in figure
50b. The difference in magnitude of the charge oscillation is clearly visible at 4.5 nm in figure 51, where the
second layer Si donor profile is significantly lower than that of the third layer Si donor.

From this we conclude that the features highlighted in yellow correspond to second layer Si donors. These
second layer Si donor features are very similar to features observed in Si doped GaAs that were also attributed
to the Si donors by Feenstra et al. [57]. These features found by Feenstra en al. and the features discussed
here as second layer Si donors are given side-by-side in figure 52.

(a) Second layer Si donor in AlAs as observed in our (b) Si donor in GaAs as observed by Feenstra et al. [57].
measurements. (-2.7V, 30pA) (-2.2V)

Figure 52: Comparison of the second layer Si donor observed in AlAs and the Si donor feature observed by
Feenstra et al.

When comparing figures 52a and 52b, these are clearly very similar. Both the internal shape of the feature
and the behavior around the feature are almost identical and this therefore strengthens our statement that
these are indeed Si donors. However, Feenstra et al. state that the decrease in state density around the
dopant, which we also observe, is caused by the repulsive interaction between the donor core and the valence
band electrons. As mentioned before, we believe these charge oscillations around the Si donors to be Friedel
oscillations in the electron accumulation layer at the sample surface. This is also corroborated by van der
Wielen et al. [58]. They find similar oscillations around Si donors in GaAs and attribute these oscillations to
Friedel oscillations. The fact that these charge oscillations are not found in empty state imaging, where there
is no charge accumulation layer, is additional evidence that these oscillations are indeed Friedel oscillations
around the Si donors.

We now use the magnitude of the Friedel oscillations to find out which features correspond to Si donors at
different depths below the surface. We found the features that correspond to Si donors located in the second
through fifth layer below the (110) AlAs surface. These are given in figure 53.

After the analysis of the second through fifth layer Si donors in the material, multiple features that could
correspond to Si donors located in the surface layer remained. Since the surface can also contain adsorbants
or vacancies, multiple features were found to correspond to surface layer effects. The feature corresponding
to the surface layer Si donor was eventually found by considering the expected amount of surface layer Si
atoms from the donor concentration. This provided us with an expected amount of surface layer Si donor
features found in our measurement and allowed us to eliminate all but one surface related feature as possible
candidates. The resulting surface layer Si donor feature is given in figure 54.

As can be seen in figure 54a, there seems to be an internal structure within the feature in filled state imaging.
This structure is attributed to contrast switching when measuring surface layer Si donors, similar to what
is observed for surface Si donors in GaAs [16]. This switching is attributed to the bistability of surface layer
Si donors in GaAs. When the X-STM tip is close to the surface Si donor in filled state imaging, the tip
could remove an electron from the Si. The Si donor then has two possible states. Either one of the electrons
is taken away by the tip or this electron remains on the Si donor. The switching between those two states
shows up as the contrast switching visible inside the feature shown in figure 54a.
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Figure 53: 7.5x7.5 nm images of a second, third, fourth and fifth layer Si donor in figures a)-d) respectively.
(-3V, 30pA, 77K)

1St

(a) Filled state image of the surface layer Si atom. (-3V, (b) Empty state image of the surface layer Si atom.
30pA, 77K) (+1.1V, 30pA, 77K)

Figure 54: Surface layer Si in AlAs feature in both filled and empty state imaging.

Now that the different layer Si atom features are identified in our X-STM imaging. We can compare these
to the simulated STM images shown in section 4.2.2. The problem studied with DFT is the surface layer Si
donor in (110) AlAs and the resulting simulated STM image is given in figure 48b. Both the STM measured
surface layer Si donor and the DFT calculated images are given side by side in figure 55.

The STM images simulated using DFT are compared to X-STM images for positive tip biases. This is done
since the X-STM measurement will resemble the calculations better in empty state imaging. In filled state
imaging, so a negative tip bias, there will be an accumulation of charge at the surface due to tip induced
band bending as mentioned before. The measured wave function of the Si donor at the surface will then be
influenced by this large amount of charge present in the surface layer. For empty state imaging, no such
accumulation of charge is present in the surface and therefore the shape of the wave function of the Si donor
measured with X-STM will resemble the simulated wave function more closely.
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Figure 55: Feature corresponding to a surface layer Si donor in (110) AlAs as found experimentally using
X-STM, (a) (+1.1V, 30pA, 77K), and theoretically using DFT, (b). The simulated image in (b) corresponds
to a tip 4 A above the surface with the Si donor situated at the white cross.

By comparing figures 55a and figure 55b we can see that a feature corresponding to a first layer Si atom
observed in X-STM is much more extended than the feature observed in the simulations. Moreover, most of
this feature is characterised by a lowering of the DOS around the feature. This could be caused by either a
physical lowering of the structure or electronic effects. The bright feature in the middle of the surface layer
Si donor in X-STM is centered on a group III lattice site and extends over both neighbouring group V sites
, which matches with our simulated results. The simulated feature also shows two clear lobes while these
lobes seem to be merged together in the feature observed with X-STM.

The difference between experiment and simulation should be taken into account here. First, the X-STM
image shown in figure 55a is made at a bias voltage of +1.1V while the simulated image is generated at a
bias voltage of +0.1V to isolate the impurity state. Also, the size of the supercell used is limiting here. The
dimensions of the simulated image shown in figure 55b are 2.24x1.59 nm. While a rather large supercell
containing 224 atoms is used in the simulation, this means that the cell is smaller than the size of the feature
visible in figure 55a. Because of this, the large reduction in DOS around the Si donor feature relative to the
background DOS of the AlAs surface would be very difficult to observe in the simulation. Lastly, the images
generated by DFT are constant-height images while the X-STM images are constant current.

A collaborating group in Brazil has worked in parallel with us on simulating these STM images. Their
method is similar to the one presented in this work. They used a supercell with larger dimensions and a
different DFT code, SIESTA [59]. They have worked on Si donors in different layers and their results for the
second layer Si donor and the empty state X-STM image measured in Eindhoven are presented in figure 56.

As can be seen in figure 56, in this case the simulated image matches really well with the X-STM image.
The main difference being that two of the central lobes making up the simulated image in figure 56b are
merged into one bigger bright contrast in figure 56a.

The feature is in both cases extended over the central 2 group III atomic sites in the (001) direction and
4 atomic sites in the (110) direction. The lattice shown in figure 56 is the group III sub-lattice since we
consider empty state imaging here. The Si atom is not situated directly on one of the group III sites here
since it is a second layer Si atom. These Si atoms lie in between the surface group III sites.

The strongest contrast is found at the same position in both figure 56a and 56b. In the experiment and
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Figure 56: Feature corresponding to a second layer Si donor in (110) AlAs as found experimentally using
X-STM, (a) (+1.1V, 30pA, 77K), and theoretically using DFT, (b) . The simulated image in (b) corresponds
to a tip 2 A above the surface with the Si donor situated at the white cross. Figure in (b) adapted from
Marcos Gongalves de Menezes with permission.

simulation the brightest spot of the feature are the two group III lattice sites left of the Si donor. Similarly
to what we saw for a first layer Si donor, the simulation shows distinguishable lobes while these lobes seem
to be merged in the X-STM measurement.

Why this feature matches better with the simulated image than the surface Si feature is not entirely certain.
One reason could be that the surface layer Si atom induces strong charge effects on the surface and can
easily interact with the tip. This means the tip in proximity to the surface Si atoms could influence the Si
atoms themselves. This is not taken into account in the simulated images.

58



5 Conclusion

In this study the combination of DFT and X-STM when researching doped III/V semiconductors has been
investigated. Both isoelectronic doping of GaAs and Si donors in AlAs were discussed and different aspects
of the materials were studied using DFT and X-STM.

5.1 Isoelectronic doping of GaAs with Bi and N

In the case of isoelectronic doping of GaAs, the pair distribution of Bi-Bi, N-N and Bi-N pairs and the effect
of N dopants on the incorporation of Bi atoms in GaAs was investigated.

Nearest neighbour pair distribution

In terms of the Bi-Bi pair distribution, the DFT calculations and X-STM measurements show a similar
result. They agree that the Bi pairs favour the first nearest neighbour configuration over the second through
sixth nearest neighbour configurations. This was found to be the case in both purely Bi doped GaAs and
GaAs co-doped with Bi and N. A deficiency of especially fourth nearest neighbour pairs was also found in
the X-STM measurements, the supercell used in DFT was too small to simulate the fourth nearest neighbour
configuration unfortunately. The deficiency of fourth nearest neighbours could be caused by the Bi dopants
more easily moving from the fourth nearest neighbour configuration to the first nearest neighbour one due to
both neighbouring atoms being situated along the (110) direction, as shown in figure 27. The first and fourth
nearest neighbour pairs are also both exposed on the (001) growth surface of GaAs, making it easier for Bi
atoms to move from the fourth nearest neighbour configuration to the first nearest neighbour configuration
during growth. Using DFT, is was found that the formation of the first nearest neighbour pairs is likely to
occur in the (001) growth surface of GaAs, since this configuration is energetically very favourable over the
second nearest neighbour configuration in the growth surface.

The Bi-N pairs in GaAs were also investigated using DFT, the result of which is summarised in table 1. Here
it was found that the first nearest neighbour Bi-N pair in GaAs has a much lower energy than the second
nearest neighbour pair. This would also suggest that one should observe a larger amount of first nearest
neighbour Bi-N pairs. This was not confirmed by X-STM measurements on a co-doped GaAs sample. The
lack of these Bi-N pairs could be caused by for instance Bi-N bonding issues or strain effects. Another reason
for the low amount of Bi-N pairs found is a very low N concentration, 0.06%, in the sample investigated.

Bi concentration

The Bi concentrations of different sample regions in Bi doped and co-doped GaAs samples were also re-
searched. Here two main topics were of interest. First, the effect of the N dopants on Bi incorporation.
Second, the effects of light assisted MBE growth.

In the measured samples there seems to be no significant effect of the N dopants on the Bi incorporation.
These results are summarised in table 4. We did find a big difference between the regions with Bi compo-
sition 1 and Bi + N composition 1, but these regions were not grown according to the growth plan. For
every other composition, no significant difference was found between the Bi concentration in the co-doped
and singly doped layers. Considering the amount of first nearest neighbour Bi-N pairs was also lower than
expected, the effect of N doping could overall be smaller than expected. The reason for the seemingly low
amount of Bi-N pairs could very well be related to the fact that we see little to no effect of the presence of
N atoms on the Bi concentration in GaAs.

However, the initial challenge was the incorporation of a large amount of Bi into GaAs and to see whether
N could help with this incorporation. Since we are looking at relatively low concentration in this study does
not mean that N does not have an effect on Bi incorporation for higher concentrations of Bi.

The effects of light assisted MBE on the Bi incorporation are relatively small in the samples investigated
in this study. The Bi doped sample shows a small decrease in Bi concentrations in regions grown with
light assisted MBE. The co-doped sample does not show a significant difference in Bi concentration between
sample regions grown with light assisted MBE and regularly grown sample regions.
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5.2 Si donors in AlAs

When considering Si donors in AlAs, DFT was used to get a better understanding of the LDOS around the
Si donor, the donor state and its influence on the band structure. Also, this system was used as a proving
grounds for methods of simulating STM images with DFT.

Band structure considerations

The presence of a Si donor was found to affect the band structure of clean (110) AlAs in three main ways.
First, it generates a clear impurity band that is nearly flat at the Fermi level. This impurity band is given
in figure 42. Second, the degeneracy of several states in the conduction band is lifted. This state degeneracy
lifting is analogous to the band splitting at the edge and center of the Brillouin Zone when free electrons
are subjected to a periodic potential in materials in the nearly free electron model. Another effect of the Si
donor on the band structure is that the conduction band is shifted up approximately 0.2 eV.

STM image simulation

For a surface layer Si donor, STM images were simulated and compared to X-STM measurements. These
simulated empty state STM images showed that there is a strong increase in DOS on the two As atoms
neighbouring the Si donor. These simulated STM images correspond to a constant height image at a typical
scanning height and are shown in figure 48b. This image was then compared to the empty state STM image
of a surface layer Si donor shown in figure 54b. This image also showed an increase in LDOS extended
over 2 group III sub-lattice sites, but the ”v-shape” seen in figure 48 is not observed. The two lobes of the
”v-shape” seeem to have merged together. The decrease in DOS around the feature seen in figure 54b is
also not observed in DFT but the surface area of this decreased DOS is larger than the surface area of the
supercell used in DFT so this could never be observed in such a supercell.

A collaborating group in Brazil worked in parallel on a similar system and the simulated STM image they
found for a second layer Si donor matches very well with the X-STM measurements as shown in figure 56.
The results found for Si donors in AlAs show that DFT can indeed be used to successfully simulate STM
images but that some important things need to be considered when comparing these simulated images to
real STM measurements: simulations are constant height images while X-STM measurements are usually
constant current mode, the size of the feature needs to be considered when constructing the supercell and
X-STM samples different states at a given tip bias than DFT. With the current method of simulation, DFT
integrates all states between the Fermi energy and the tip bias to generate an X-STM image. While in
real X-STM images, the highest energy states that are allowed to tunnel will largely determine the image
generated.
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