
 Eindhoven University of Technology

MASTER

Integrated surgery scheduling
creating a tactical surgical schedule for the general surgery specialism considering the
operating room usage and the bed occupations at different nursing wards

Jongen, T.P.H.

Award date:
2020

Link to publication

Disclaimer
This document contains a student thesis (bachelor's or master's), as authored by a student at Eindhoven University of Technology. Student
theses are made available in the TU/e repository upon obtaining the required degree. The grade received is not published on the document
as presented in the repository. The required complexity or quality of research of student theses may vary by program, and the required
minimum study period may vary in duration.

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain

https://research.tue.nl/en/studentTheses/80dbc469-afdd-4edb-bc1f-90a022ca7da0


In partial fulfillment of the requirements for the degree of 

Master of Science in  

Operations Management and Logistics 
 

 

 

 

 
 

 
 

 

  

 

By T.P.H. (Thom) Jongen 

Student number: 0898378 

22-05-2020 

Integrated Surgery Scheduling 
Creating a tactical surgical schedule for the general surgery 

specialism considering the operating room usage and  
the bed occupations at different nursing wards 

 



I 
 

Helmond, 22-5-2020 

 
 
 

Creating a tactical surgical schedule for the general 
surgery specialism considering the operating room usage 

and the bed occupations at different nursing wards 
 
 
 

By T.P.H. (Thom) Jongen 
Student number: 0898378 

 
 
 

In partial fulfillment of the requirements for the degree of 

Master of Science in 

Operations Management and Logistics 

 

 

 

 

 

 

 

1st Supervisor TU/e:  Dr. M. (Murat) Firat 

2nd Supervisor TU/e:  Dr. Ir. N. P. (Nico) Dellaert 

3rd Supervisor TU/e:  Dr. Y. (Yingqian) Zhang 

Supervisor Elkerliek:  M. (Mark) Varekamp 

Supervisor Elkerliek:  W. (Willemijn) Hendrikx  



II 
 

Keywords 

Integrated scheduling, Operating room, bed occupation, mixed integer quadratic programming, 

recourse leveling 

  



III 
 

Preface 
 

The master thesis you are about to read is the final step in finishing my master Operational Management 

and Logistics at the Technical University of Eindhoven. Finishing this project does not only mean that I am 

done with my study, it also means that an important chapter of my life is over. I have always very much 

enjoyed my time studying and I am sure that I am going to miss it. On the other hand, I am excited to start 

a new chapter in my life. Before moving on to the content of the master thesis, I would like to thank 

everyone that has contributed in any way to making my student life the way it has been.  

Furthermore, I would like to especially thank Murat Firat, my first supervisor and mentor, for his guidance 

during the project. He has spent a lot of time helping me finish this research in the best way possible. Even 

in the trying times due to the coronavirus, he continued to be of great support for me.  

Several months ago I started my research at the Elkerliek hospital in Helmond. Looking back I can conclude 

that it has been an educational, though, strange, fun, and unique time. The Elkerliek has been very 

welcoming from the first day I started my research and it continued to be so. Every day, I have come to 

the Elkerliek with pleasure and I would like to thank everyone I have had the chance of meeting. In 

particular, I would like to thank Mark Varekamp and Willemijn Hendrikx for helping me with my research. 

They have been the supervisors at the hospital and were always available when I needed them. 

Furthermore, I would like to thank Stan Janssen for accepting my request to conduct a research at the 

Elkerliek and for being so involved and helpful. Finally, I would like to thank the other students at the 

Elkerliek, Jochem (who has already graduated), Laura, Anne, Cas, and Robert for making my time at the 

hospital so much fun. I really liked the atmosphere we have created in ‘our’ office and I appreciate the 

way we always tried to help each other. It has been a real shame that the last two months of my thesis 

had to be completed from home. Due to the Corona virus it was requested to work from home when 

possible. That is why I especially appreciate the (bi)weekly coffee meeting via zoom with Stan and the 

student team. 

Finally, I would like to thank my family and friends. I would like to thank my parents for supporting me 

and helping me whenever they could, I really appreciate it. Next, I would like to thank my friends for 

helping me unwind during the weekends, this has been much needed. Finally, I would like to thank my 

girlfriend Lauri, for sticking by me and for always being there when I need it. . 

 

 

Thom Jongen, May 2020  

  



IV 
 

Executive summary  
 

In the current healthcare environment, resource management plays an increasingly important role. Since 

providing healthcare is becoming increasingly expensive and government funding remains the same, the 

available resources should be used as effectively and efficiently as possible.  The focus of this research is 

the optimization of the usage of the operating rooms (ORs) and the beds at different wards by creating a 

tactical OR schedule that takes both the OR and the downstream resource ‘bed capacity’ into account. 

These resources have been chosen because they are some of the most critical ones.   

The research is conducted within the Elkerliek hospital in Helmond. The research is conducted because 

the Elkerliek experiences difficulties in aligning the available resources with the demand of the patients 

due to the highly fluctuating number of patients that are staying at the wards over time. To deal with 

these fluctuations, extra resources are needed to cope with peaks in demand. The output of the OR is 

partly responsible for the fluctuating demand for the wards. A fraction of this fluctuation is inevitable, due 

to the treatment of acute patients that cannot be scheduled far in advance. However, some of the 

fluctuations in demand come from the elective patient flow. This is the part on which this research has 

been conducted. At the moment, the Elkerliek focuses on the usage of the OR when creating an OR 

schedule. While creating this schedule, the downstream resources (beds and nurses among others) are 

seen more as a restriction than as resources that should also be used as efficiently as possible. The goal 

of this research is to create a tactical OR schedule that takes both the OR as well as the bed occupation at 

the different wards into account. The scope of the research is concentrated around the general surgery 

department and three wards: the surgical ward (1BC), the day-care ward (2BC), and the short stay ward 

(2D). Based on the problems experienced by the Elkerliek, the following research question is formulated:  

“How can statistical information on the provided datasets and the use of a MIQP model help the 

Elkerliek when developing a tactical surgical schedule for a selected department taking both the OR and 

the downstream resources at the wards into account?” 

To answer this research question, the following consecutive steps were taken: Data acquisition (step 1), 

description of the current situation and determining the KPIs (step 2), creation of patient groups (step 3), 

creation of mixed integer quadratic programming (MIQP) models (step 4), testing the performance of the 

model (step 5), testing different scenarios (step 6) and finally, interpreting the results and drawing 

conclusions (step 7). These steps will be shortly explained in this summary.  

Data acquisition 

The first step of the research was the acquisition of the required data. For this research, data had to be 

gathered on the surgeries and the admission of patients of the general surgery specialism. The final 

dataset that was used in this research consisted of 5180 rows, each storing the information on one surgery 

and the corresponding admission. The dataset contained information of all surgeries performed by the 

general surgery specialism that occurred between 1-1-2018 and 24-9-2019 and the corresponding 

admissions to those surgeries.  
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Description of the current situation and determining the KPIs 

For the next step, KPIs were determined and the current performance of the Elkerliek with regard to these 

KPIs was analysed. In total, 4 different KPIs were defined: The percentage of the available OR time that is 

used efficiently (KPI 1), the average overtime per OR-block in minutes (KPI 2), the percentage of days 

within the planning horizon that a deviation from the target bed occupation of 4 beds or more occurred 

(KPI 3) and finally, the average deviation from the target bed occupation in the number of beds (KPI 4). 

From the analysis of the current performance of the Elkerliek, it was concluded that the current OR-

schedules are partly to blame for the high fluctuations at the wards. The current scores of the Elkerliek 

for the different KPIs are used as a baseline to compare the newly created schedules with. 

 

Creation of patient groups 

The third step was the creation of the patient groups. Patient groups were created because this research 

was conducted on the tactical level, which means that patients are not considered individually. The groups 

were created based on what resources each patient uses (the sub-specialism responsible for the patient 

and the ward the patient goes to) and how much each patient uses the recourses (the surgery duration 

of the patient and the length of stay (LOS) of the patient). To create patient groups, patients were first 

split based on what resources they have used. This means that for each sub-specialism/ward combination 

a set of patients was created. Then, the outliers in terms of surgery time and LOS were removed from 

each of these sets. Finally, with the help of a clustering tool, the patients of each sub-specialism/ward set 

were grouped based on the patients’ surgery time and LOS. Eventually, 31 different patient groups were 

defined. The characteristics of these patient groups were used as an input for the MIQP models. 

 

Creation of the MIQP models 

The fourth step was the creation of the MIQP models. The scheduling problem was first defined as a MIQP 

problem that considered each patient individually. This individual model was used as a basis for the group 

MIQP model that makes use of the patient groups that were created in the previous step. The objective 

function of both MILQ models was to minimize the quadratic sum of under- and overutilization of the 

resources compared to the target utilization. This objective had to be achieved under certain restrictions 

like the maximum number of beds available on each ward. The decision variables for the model were: The 

number of patients operated on each day (for the individual model), the number of patients of each group 

operated on each day (for the group model) and the number of OR-blocks a sub-specialism can use on 

each day. The individual model was only used as a basis for the group model, to validate the group model 

and to compare the performance of the group model with. The group model was used to generate the 

results for this research.  

 

Performance of the model 

Testing the performance of the different models was the fifth step of the research. This performance was 

evaluated based on runtime and the gap towards optimality. Both the group model and the individual 

model were tested in the same way. This means that the performance of the two models could be 

compared to each other. This way it was possible to see what the effect was of considering groups instead 

of individual patients. Based on the results of the different performance tests, several conclusions were 

drawn. First, considering groups instead of individual patients reduces the complexity of the model. 

Second, having the model decide the OR-block allocation, as well as Patient scheduling, is way more 

complex to solve than having the model create a patient schedule for a predetermined OR-block schedule.  
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Third, increasing the time horizon the model has to create a schedule for exponentially increases the 

complexity of the model. Fourth, when considering a time horizon of 4 weeks (which is the time horizon 

for which the model is intended to be used) running the model for 1 hour will generate good enough 

results. Running the model for an additional hour leads to only slight improvements. Finally, when an OR-

block schedule is known, the decision variables of the group model may be relaxed to instantly get 

relatively good results. When time is not of the essence, it is advised not to relax the decision variables.  

 

Scenario analysis 

The fifth step of the research was the testing of different scenarios. For this research, a total of 6 different 

scenarios were tested. By testing different scenarios alternative scheduling policies and OR-block 

allocation policies could be evaluated. Because there are several ways the OR schedule can be created, a 

scenario analysis was a good method to use. Furthermore, there might be multiple optimal solutions since 

there are several KPIs that are used to evaluate the schedules. There is a possibility that one policy leads 

to slightly better OR usage whilst another policy performs better when looking at the bed occupation. By 

using a scenario analysis, it was possible to give insight in such cases as well. Different scenarios were 

implemented in the model by changing input parameters, decision variables, and the objective function.   

 

The first scenario considered a scheduling policy where only the usage of the OR was taken into 

consideration and the OR-block schedule was predetermined. This scenario was used to see what the best 

OR use would be when no other resources needed to be considered. The second scenario considered a 

policy under which both the OR as well as the ward were optimized, for this scenario the OR-block 

schedule was predetermined too. Next, the third scenario optimized the OR usage whilst stabilizing the 

arrivals at the ward, meaning that the LOS was not considered for scenario 3. The fourth scenario 

optimised both the OR as well as the bed occupation at the ward. This scenario differs from scenario 2 in 

that only 1 big surgical ward is considered instead of 3 separate ones. For scenario 5 and scenario 6 the 

model had to define the OR-block schedule as well as the patient schedule. For scenario 5 the model could 

only allocate OR-blocks to the different sub-specialisms that were allocated to the general surgery 

specialism. For scenario 6, the model was only restricted by the physical constraints of the hospital. For 

both scenarios 5 and 6, both the usage of the OR as well as the usage of the wards where optimised.  

 

Conclusions  

Based on the results of the scenarios, several conclusions were drawn. First of all, considering the bed 

occupation when creating an OR-schedule is highly recommended. Based on the results of scenarios 1 and 

2 it was concluded that considering the wards as well as the OR only slightly decreases the OR usage. The 

second conclusion, based on the results of scenario 2 and scenario 4, is that it is important to take the LOS 

of patients into account for wards that are occupied by patients with a longer LOS. For the day-care ward 

and the short stay ward, stabilizing the arrivals at the wards without taking the LOS into consideration led 

to good results in only a short runtime. Doing the same thing for ward 1BC led to an improvement 

compared to the current situation, but more can be gained when the LOS is taken into consideration too.  

The next conclusion is that when all patients go to one big surgical ward, all of the findings stated above 

hold. This means that when only one ward is considered, the bed occupation should still be considered 

when creating an OR-schedule. Furthermore, when considering one big ward, it is hard to keep the bed 

occupation high during the weekend. It is recommended to set the target occupation higher in the 

workdays and lower in the weekends.  
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The conclusion regards the OR-block scheduling policy. It was found that the absolute best schedules in 

terms of expected KPI scores are created when the model gets complete freedom when allocating OR-

blocks to sub-specialisms. However, these schedules perform only slightly better than the schedules 

created under the currently used, predetermined OR-block schedule. Because it would be disruptive to 

completely change the way the OR-block schedules are created and because this would only lead to a very 

small possible improvement, it is not recommended to change the allocation of OR-blocks amongst sub-

specialisms.  

 

The main research question: “How can statistical information on the provided datasets and the use of a 

MIQP model help the Elkerliek when developing a tactical surgical schedule for a selected department 

taking both the OR and the downstream resources at the wards into account?” can be answered as 

follows: By retrieving statistical information on the provided datasets, it can be determined how the mix 

of patients that are operated on each day should look like. By analysing the data and by using the MIQP 

model created for this research, a schedule will be generated in which it is defined what the best patient 

mix on each day would be. Finally, it can be found what the expected results are of certain schedules so 

that the choice can be made to actually implement the schedule or to adapt it before implementing it. 
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ED: 
 

Emergency department 
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Length of stay 
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Linear programming 
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MILP: Mixed integer linear programming 
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1 Introduction  
Currently, hospitals in the Netherlands are facing a challenge. Both demand for health care as well as the 

expenditures are steadily increasing while the government funding remains the same. This means that an 

increasing amount of patients must be treated with the current capacity of resources. In addition to that, 

there is a big shortage of health care professionals in the Netherlands. In the upcoming years, about 1100 

operating assistants, 550 ED nurses, 800 intensive care nurses, and 500 child nurses need to be educated 

to cope with this shortage (Ligtvoet, 2019). In this healthcare environment, it is necessary to use the 

available resources as effectively and efficiently as possible. The focus of this research is the optimization 

of the usage of the operating rooms (OR) and the beds at the ward by creating a tactical OR schedule that 

takes both the OR and the downstream resource ‘bed capacity’ into account. This research will be 

conducted within the Elkerliek hospital located in Helmond.  

            1.1 The Elkerliek 
The Elkerliek hospital has three different locations. First of all, there is the main hospital that is located in 

Helmond. At this location, long-term and intensive care patients are taken care of in addition to day-care 

patients. Furthermore, there is an operating department which consists of eight ORs. Finally, there is an 

emergency department (ED) and a first heart help department. The second location is situated in Deurne. 

At this location, patients are seen for eye surgery. These patients are all day-care patients, meaning that 

they do not stay the night. Finally, there is a small outpatient clinic located in Gemert. At this location, 

only small interventions are carried out. The focus of this research will be on the hospital located in 

Helmond. The name ‘Elkerliek’ will, therefore, refer to the hospital in Helmond from this point on unless 

it is stated otherwise.  

To create a basic understanding of the patient flow at the Elkerliek, figure 1 was added. A clear distinction 
is made between the elective patient flow (green) and the acute patient flow (orange) because there is a 
significant difference in the way these two types of patients are treated as well as the way the treatment 
of these patients is planned. As can be seen in figure 1, there are multiple ways a patient can enter the 
ward and the operating theatre. The main difference between the acute patients and the elective patients 
is that elective patients can be accounted for a long time in advance whereas acute patients must be seen 
within 72 hours. On top of that, some acute patients have to be operated immediately upon arrival. This 
is one of many aspects that makes the development of OR schedules difficult. 
 
The process an elective patient normally follows within the Elkerliek starts with a scheduled visit to the 

outpatient department. When the patient is cured after visiting the outpatient department a certain 

amount of times, he will be discharged from the hospital. In the case that an elective patient has to 

undergo surgery, the surgery of the patients is scheduled by the planners. On the day of surgery, the 

patient will be placed in the ward where some preparations will take place. After that, the patient is 

operated on in an OR. Finally, the patient will be placed in a bed on one of the wards, depending on the 

length of stay (LOS) of the patient. Finally, the patient is discharged from the hospital.  
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Figure 1: Patient flow at the Elkerliek 

Acute patients can follow different routes through the hospital. For starters, acute patients can enter the 

hospital at the ED. Here, one of the following things can happen. Firstly, they can be discharged after being 

treated. Secondly, they can be sent home to be seen at the outpatient department at a later time where 

they will further be treated as an elective patient. Thirdly, the patient can be placed in a bed at a ward 

where they will be either be treated or where they wait to undergo surgery. Finally, in some extreme 

cases, the patient must be operated immediately. In these cases, the patient will undergo surgery as soon 

as possible and when necessary, the surgery of other patients will be cancelled. A final way for an acute 

patient to enter the system is through the outpatient clinic. It can be possible for an elective patient to 

visit the outpatient clinic where it becomes clear that the patient should be treated immediately. 

             1.2 The OR planning process 
There are different steps that are taken at various moments on the planning horizon to come to a final 

operational planning for the ORs. The process of the OR scheduling at the Elkerliek is best explained 

according to the planning and control levels defined by Vissers and Beech (2005). In figure 2, the five 

different planning and control levels according to Vissers and Beech are shown. These five levels explain 

how decisions made at a higher level define the decision space of the lower levels. In the figure, it can be 

seen that the higher levels impose restrictions on the lower levels. Furthermore, there is a feed-forward 

and feed-backward connection between the different levels.  

 

Figure 2: The five planning and control levels according to Vissers and Beech (2005) 
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The highest planning and control level is ‘strategic planning’. The time horizon on which the decisions on 

this level are made is several years. On this level, it is determined what range of services is offered by the 

Elkerliek, what the long-term resource requirements of the hospital are, and what region the hospital is 

responsible for, among other things. Decisions made by the Elkerliek on this level are, for example, the 

decision to move all eye surgeries to Deurne and the decision to focus a lot of resources on the practices 

surrounding abdomen surgeries.  

The next planning and control level is ‘patient volume planning and control’. This level has a time horizon 

of approximately 1 year. Based on the strategic planning, the annual capacity for each specialism is 

determined, and with that, how many resources the specialism needs. This means that it has to be 

predicted what kind of care will be requested from the hospital. These predictions are made by the 

Elkerliek based on historical data of the demand of previous years, the seasonal patterns, and the 

appointments made with the insurance companies. Furthermore, there is a minimum amount of surgeries 

of certain types that need to be performed so that the specialists stay competent to perform said 

surgeries.  

The third planning and control level is ‘resource planning and control’ which has a time horizon of several 

months. On this level, it is determined how the capacity of each specialism (which was determined on the 

previous level) is allocated over time. Here, the resources are divided among specialisms too. For the OR 

this means that a master surgery schedule (MSS) is created. In this MSS it is determined how the OR-

blocks are divided among the specialisms over the week. OR-blocks are 4 hour time periods in which a 

surgeon can operate patients. In table 1 an example of a MSS for a hospital with 4 different specialisms 

and 3 ORs is shown. As table 1 presents, each day there is at least one OR-block reserved for emergency 

patients. For the Elkerliek, the MSS is revised every 3 months to adapt to the seasonal patterns and 

unexpected demand. When the MSS has been established, all specialisms allocate specialists to their 

assigned OR-blocks. The specialisms have a lot of freedom here to adhere to the personal preferences of 

the specialists. Since most of the specialists are not employed by the hospital, there might be a conflict in 

goals. One of the things that is investigated in this research is what the costs are of this possibly inefficient 

way of allocating specialists to OR-blocks.  

Table 1: Example MSS of a hospital with 4 specialisms and 3 OR's 

 Monday Tuesday  Wednesday Thursday  Friday 

Operating room 1 Spec 1 Spec 2 Spec 1 Spec 2 Spec 1 

 Spec 1 Spec 2 Spec 1 Spec 2 Spec 1 
      

Operating room 2 Spec 2 Spec 4 Spec 2 Spec 4 Spec 2 

 Spec 3 Spec 4 Spec 3 Spec 4 Spec 3 
      

Operating room 3 Spec 2 Spec 1 Spec 2 Spec 1 Spec 2 

 Emergency Emergency Emergency Emergency Emergency 

 

  



4 
 

The fourth planning and control level is ‘patient group planning and control’. For this level, a time horizon 

of several weeks to months is used. On this level, service requirements and planning guidelines per patient 

group are determined. Within the Elkerliek, on this level, it is determined if any patient groups need to be 

prioritized over others due to an increasing waiting list. Furthermore, it is determined what targets the 

operational OR planners should strive for. Currently, the target is to fill the ORs as much as possible. On 

this level, it is also defined how the mix of patients that is operated on every day should look like. Currently 

the planners mix the day-care patients, short-stay patients, and the clinical patients in such a way that the 

bed limits of the wards are not surpassed. This research tries to come up with a patient mix for each day, 

based on the existing patient list, that does not only see the beds at the ward as a restriction. Instead, the 

wards will be treated as a downstream resource who’s use should be optimized too. The research will, 

therefore, be conducted on the third and fourth planning and control level.  

 

The fifth and final level is ‘patient planning and control’. This level is also called the operational level and 

has a time horizon of several days to several weeks. On this level, the OR planners schedule the individual 

patients from the waiting list. They determine the room, the day, and the time the patients are operated 

on. Within the Elkerliek, the decision is made that patients have a say in the day they want to be operated 

too (determined on the strategic level). As time passes by, the planners fill the OR blocks more and more. 

This means that an OR-block that is still far away is likely to be empty whilst an OR-block that will take 

place tomorrow will most likely be already full of patients. It is the goal of the planners to fill the OR-blocks 

as much as possible whilst also taking the acute patients into account.  
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2 Problem statement 
As stated in the introduction, it is increasingly important for the Elkerliek to use the available resources as 

efficiently as possible. Of those resources, the beds at the wards and the nurses working at the wards are 

some of the most critical and expensive. This means that the Elkerliek should align the availability of beds 

and nurses with the patient demand. In practice, this has proven to be very difficult due to the highly 

fluctuating number of patients that are staying at the wards over time. To deal with these fluctuations, 

extra resources are made available to cope with peaks in demand. Because of unforeseen peaks and dips 

in patient arrivals, situations occur where there are too few or too many beds and nurses available. 

Besides the costs of unused capacity or the cost of hiring extra capacity, the nurses experience high work 

pressure in cases of under capacity. To improve upon the current situation, the fluctuation of demand of 

the wards needs to be reduced and the peaks and dips in demand should be removed so that the resource 

use can more easily be aligned with the demand.   

The output of the OR is directly related to the demand of the wards because all patients that undergo 

surgery are afterwards treated at one of the wards. Therefore, the output of the OR is partly responsible 

for the fluctuation in demand for the wards. A fraction of the fluctuation in demand is inevitable, due to 

the treatment of acute patients that cannot be scheduled far in advance. However, some of the 

fluctuations in  demand come from the elective patient flow. This is the part of the fluctuation on which 

this research has been conducted. At the moment, the Elkerliek focuses on the usage of the OR when 

creating an OR schedule. While creating this schedule, the downstream resources (beds and nurses among 

others) are seen more as a restriction than as resources that should also be used as efficiently as possible. 

The goal of this research is to create a tactical OR schedule that takes both the OR as well as the bed 

occupation at the different wards into account.  

The decision was made to focus this research on the general surgery specialism. This specialism was 

chosen because it makes the most use of the OR and the wards and, due to a wide variety in treatments, 

general surgery is the most difficult specialism to create a schedule for. With this knowledge, the following 

tactical scheduling problem has been defined:  

How can a planning tool be developed for the general surgery department that minimizes current 

high fluctuations in resource requirements like beds and nurses at several wards while keeping the 

efficiency in OR occupancy at the desired level? 

As stated in the problem definition, the resources that have been taken into account are the OR time, the 

clinical beds, the short stay beds, and the day-care beds. The scope of the problem was restricted to the 

general surgery specialism, which can be divided into three sub-specialisms; trauma, vascular, and 

remaining.  

The time horizon of the optimization problem is four weeks. This time horizon has been chosen because 

the amount and the mix of patients that arrive at the Elkerliek differs from month to month. In the summer 

months, the demand is lower than in the winter months for example. In addition, elective patients are 

often scheduled definitively several weeks in advance. Taking a time horizon of four weeks makes it 

possible to adhere to the seasonal influences and to come up with results that are useful for the planners.  
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The problem as described in this chapter has been solved via quadratic programming (QP) by formulating 

the aforementioned planning problem as a Mixed Integer Quadratic Programming (MIQP) model. A model 

has been created that puts out which patients should be treated on each day within the time horizon. The 

model compares possible solutions based on the difference between the predetermined target usage of 

each of the different resources and the expected resource usage. Furthermore, it is possible to use the 

currently applied allocation of OR blocks to the sub-specialism as an input for the model or to let the 

model choose what will be the best allocation of OR-blocks among sub-specialisms. In chapter 8, it is 

explicitly explained how the model works exactly and what the underlying mathematical formulation is.  
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3 Research questions 
In chapter 2 the problem that this research focusses on is introduced. The goal of this research is to reduce 

the variability of the demand for the wards whilst keeping the performance of the OR high by revaluating 

the tactical surgical schedule. This leads to the following main research question: 

How can statistical information on the provided datasets and the use of a MIQP model help the Elkerliek 

when developing a tactical surgical schedule for a selected department taking both the OR and the 

downstream resources at the wards into account? 

Next to the main research question, several sub-questions are introduced below. These sub-questions will 

provide a path of sub-solutions towards the complete answer of the main research question. For each 

sub-question, the objectives are given in table 2. The sub-questions are defined as follows: 

1. What is the current practice of scheduling the OR and what is the corresponding performance? 

2. What are constraints and properties of the tactical surgical schedule that must be satisfied? 

3. What are the proposed approaches in the literature for comparable scheduling problems? 

4. How can the scheduling problem be represented in a mixed integer programming model? 

5. How can the patients of the Elkerliek be grouped based on their resource usage? 

6. How should the tactical surgical schedule look like when it is optimized for the OR only? 

7. How should the tactical surgical schedule look like when it is optimized for both the OR and the 

downstream resources at the ward simultaneously? 

8. What effect do different OR block allocation methods have on the best possible resource usage? 

Table 2: Overview of the objectives for the sub-questions 

 

Sub-question 
  

 Objectives 

 

1 - Define key performance indicators with which the different scheduling methods can be 
evaluated. 

- Get initial performance indicators with which the new scheduling methods can be 
compared.  

2 - Define the boundaries of the solution space. 
- Create a greater understanding of the scheduling problem. 

3 - Create a greater understanding of how scheduling problems are solved 
- Create a foundation on which this research can continue 

4 - Define the mixed integer quadratic programming model.  
- Create a greater understanding of the scheduling problem. 

5 - Define how the patients of the Elkerliek can be grouped. 
- Define what the characteristics of each of the patient groups are. 
- Create groups that can be used as input for the programming model 

6 - Find a (near) optimal tactical surgical schedule under the current scheduling policy. 
- Get an initial solution to compare the other methods to.  

7 - Find a (near) optimal tactical surgical schedule where both the OR as well as the 
downstream resources at the ward are considered. 

- Identify the effect the tactical surgical schedule has on the fluctuating ward demands.  

 - Find a (near) optimal tactical surgical schedule where both the OR as well as the 
downstream resources at the ward are considered when the model allocates the OR 
blocks to the different sub-specialisms.  

- Identify the effect the self-allocating of specialists to OR blocks has on the quality of the 
surgical schedule. 
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4 Significance  
In the current literature, many articles have been written about the planning and scheduling of operating 

rooms. However, the majority of these articles did not take the downstream resources into account. 

Examples of downstream resources from the operating rooms are, among others: beds at the recovery 

rooms, beds at the wards, nurses, and medicine. Most articles have focused on optimising the use of the 

ORs and the resources that are required to perform the surgeries. However, in an article by Liu et al. 

(2019) it was stated that since hospital care is often delivered in successive stages, it will be beneficial to 

use integrated scheduling taking different hospital units into account. To identify how this study will 

contribute, existing literature that focusses on integrated scheduling has been studied. In paragraph 4.1 

it is discussed how this research contributes to the knowledge on the topic of integral OR scheduling. In 

paragraph 4.2 the practical significance of this research for the Elkerliek will be discussed.  

4.1 Scientific significance 
This research aims to contribute to the existing literature on integrated OR scheduling. In this research, it 

is investigated how a tactical surgical schedule that takes both the OR and the bed occupation at several 

different wards into account, should look like. This research does not only considers several wards but 

also considers several different specialisms that each has an own set of surgeons and patients. 

Furthermore, different ways of allocating the available OR-blocks to the specialisms are studied. Articles 

exist in which the allocation of OR-blocks to specialists are discussed. One of those articles is the article 

by Essen et al. (2013). Here the number of required beds was reduced by creating an improved schedule 

with regard to the OR-block assignment. How patients are allocated to these OR-blocks was not 

considered. Articles also exist on the allocation of patients to days or OR-blocks. In the article by Adan et 

al. (2008) the patient mix was optimised with the same goal as this thesis research: to have both the OR 

usage as the bed occupation as close to the target values as possible. However, in this article, the available 

surgery time was predetermined for each day. Furthermore, in the article by Adan et al. a thorax centre 

is considered where  only cardiothoracic surgeries are performed. This means that no different specialisms 

or sub-specialisms were considered. By taking different (sub)specialisms, wards and OR-block allocation 

policies into account this thesis research might lead to new insights into how an OR-schedule can influence 

the bed occupation.   

4.2 Practical significance  
As is stated in chapter 2, the Elkerliek experiences difficulty in efficiently using the beds and nurses 

because of the high fluctuations in patient demand. This research is of practical value for the Elkerliek 

because it will inform the Elkerliek whether the fluctuation in resource requirements at the wards can be 

prevented by using advanced planning techniques. For the Elkerliek it is of value to gain information on 

what should be considered when a surgical schedule is created. For this reason, several scenarios that are 

relevant for the Elkerliek have been tested. Based on the results of these scenarios the Elkerliek can make 

an informed decision on what scheduling policy should be used. Furthermore, the model that has been 

created can be used by the Elkerliek to create tactical surgical schedules. These tactical schedules can be 

used as input for how to schedule patients on the operational level. Finally, the information on the effect 

the self-allocating of OR-blocks by sub-specialism is valuable for the Elkerliek too. Currently, there are 

discussions on how the surgeons should be allocated to the available OR-blocks. This research can help by 

giving a theoretical background to these discussions.  
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5 Methodology  
In this chapter the different steps that were taken to answer the research questions are described. In 

figure 3. The different steps are shown in the order in which they were completed. In the subparagraphs 

5.1 to 5.7 the different steps are described.  

  

Figure 3: Different steps in order of completion  

5.1 Data acquisition and preparation 
The first step of the research was the acquisition of the required data. For this research, data had to be 

gathered on the surgeries and the admission of patients of the general surgery specialism. In chapter 6, a 

description of the data is given. The data was divided into two different data sets. One of the sets 

contained data on the surgeries and the other set contained data on the patient admissions. Before step 

2 was performed these datasets were linked together based on the admission code that is unique for each 

admission. When the information of each patient admission was linked to the corresponding surgery it 

could be determined what resources each patient used and how long each patient used said resources. 

By using the ‘patient enters OR’ and ‘patient leaves OR’ rows, the exact time the patient has occupied the 

OR was determined. By using the ‘admission time’, ‘discharge time’, and ‘ward location’ rows, it was 

determined how long and on which ward each patient had occupied a bed. When this information was 

known, the next step was performed.  

5.2 Description of the current situation 
The second step that was performed was the description of the current situation. To evaluate the results 

that were generated in this research, it was necessary to know how the Elkerliek was performing before 

the research was conducted. The pre-research performance of the Elkerliek was set as a baseline with 

which the output of the models was compared. Also, information was found on the general surgery 

specialism so that informed decisions could be made with regard to the grouping of patients. Finally, key 

performance indicators (KPI) were defined so that solutions could be compared with each other. In 

chapter 7 the description of the current situation is discussed. 
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5.3 Creation of patient groups 
The next step was the creation of patient groups. The different patient groups were defined by the 

patients’ usage of the resources. This means that patients that make use of the same resources and use 

those resources a similar amount of time were grouped. The groups were created based on four criteria: 

the sub-specialism responsible for the patient, the ward the patient occupied a bed on, the surgery 

duration of the patient, and the LOS of the patient. To create patient groups, patients were first split based 

on what resources they have used. This means that for each sub-specialism/ward combination a set of 

patients was created. Then, the outliers in terms of surgery time and LOS were removed from each of 

these sets. Finally, with the help of a clustering tool, the patients of each sub-specialism/ward set were 

grouped based on the patients’ surgery time and LOS. In chapter 8 the creation of patient groups is 

described in more detail.  

After the creation of groups, a list of groups was created. For each of these groups the following 

information was known:  

• What sub-specialism was responsible for the surgery of the patients in the group. 

• What ward the patients in the group went to after surgery. 

• The number of patients in the group. 

• The expected surgery time for the patients in the group. 

• The distribution of the LOS for the patients in the group. 

This group list with the information as stated above was used as an input for the model. 

 

5.4 Mixed integer quadratic programming model  
To solve the tactical scheduling problem, a MIQP model was used. The scheduling problem was first 

defined as a MIQP problem that considered each patient individually. This individual model did not make 

use of patient groups and was used as a basis for the group MIQP model that makes use of patient groups 

instead of individual patients. The objective function of both MILQ models was to minimize the sum of 

under- and overutilization of the resources compared to the target utilization. This objective had to be 

achieved under certain restrictions like the maximum number of beds available on each ward. The 

decision variables for the model were:  

• What patients are patients operated on each day (for the individual model)/ The number of 

patients of each group operated on each day (for the group model) 

• The number of OR-blocks a sub-specialism can use on each day 

 

In chapter 9 the workings of the MIQP models that were used are described in detail and the reasons for 

formulating the scheduling problem as a MIQP model are described.   

 

As stated above, the individual model was created as a basis for the group model. Furthermore, it was 

used to validate whether the results of the model were realistic and gave a good representation of reality. 

Furthermore, the individual model was used to compare the runtime and the optimality gap of the group 

model with. Precision is lost when going from individual patients to patient groups because the exact 

surgery time and LOS of each patient are substituted by the expected surgery time and the LOS 

distribution of the patient group the patient belongs to. The group model is used because It was expected 

that considering each patient individually will greatly increase the runtime and the gap from the 

optimality. Below, other benefits of the group model are discussed. 
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The group model was used to generate the results for this research. This model made use of the patient 

groups created in the previous step and is on a higher tactical level than the individual model because no 

individual patients are considered. This model was used to generate results for several reasons. First of 

all, by having groups instead of individual patients the model consisted of fewer decision variables which 

requires less computational power. Second, using patient groups instead of individual patients makes it 

easier to match the operational level to the tactical level. An advantage of having groups instead of 

individual patients on the tactical level is that there is still some freedom on the operational level to 

choose what patients to schedule on what day. For example, patients have a say in what day their surgery 

takes place and cannot always be scheduled on a specific day. A patient belonging to patient group x can 

be scheduled on all days a patient of group x should be operated on according to the tactical model. When 

this patient is considered individually, the tactical model will only allow this patient to be scheduled on 1 

specific day. When the patient does not agree to this day the operational planner has to stray from the 

tactical schedule. 

5.5 Performance test of the model 
After the model was defined and implemented, the performance of the model was tested. This 

performance was evaluated based on runtime and the gap towards optimality. Both the group model and 

the individual model were tested in the same way. This means that the performance of the two models 

could be compared to each other. This way it was possible to see what the effect was of considering 

groups instead of individual patients. In order to conduct the performance tests, different instances, and 

input parameters where used. To find out how the model behaves, the problem instance sizes were 

increased by expanding the time horizon considered. Furthermore, different runtimes were used to find 

solutions for the same instances in order to see how the quality of the solution improves as the model 

can run for a longer duration. Finally, instances, where the OR-block schedule was predetermined, were 

compared to instances where the OR-block schedule was defined by the model.   

5.6 Test different scenarios 
For the sixth step of this research, different scenarios were tested. By testing different scenarios 

alternative scheduling policies and OR-block allocation policies could be evaluated. Because there are 

several policies under which the OR schedule can be created, a scenario analysis was a good method to 

consider different methods. Furthermore, there might be multiple optimal solutions since there are 

several KPIs that are used to evaluate the schedules. There is a possibility that one policy leads to slightly 

better OR usage whilst another policy performs better when looking at the bed occupation. By using a 

scenario analysis, it was possible to give insight in such cases as well. Different scenarios were 

implemented in the model by changing input parameters, decision variables, and the objective function. 

These scenarios are discussed in chapter 11.  

5.7 Analysing results 
Finally, by evaluating the results of the scenario analysis, conclusions can be drawn. By studying the 

scenarios, insights were gained on what effect different scheduling policies have on the scores for the 

different KPIs. Not only the scores of the scenarios but also the schedules created were looked at. By 

looking at the schedules several conclusions about how the ideal patient mix should look like every day 

could be drawn. Finally, it could be seen how the OR-block allocation policy influences the quality of the 

surgical schedules for the Elkerliek. The research has been set up in such a way that it can be performed 

for other specialisms too. When the results of this research proof to be beneficial for the Elkerliek, other 

specialisms could be researched too, using the same method 
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6 Data description  
The data that has been used for this research was originally divided into two different datasets. The first 

dataset contained all patient admissions at the wards from January 2016 to September 2019. The second 

dataset contained data about all surgeries performed by the general surgery specialism that have taken 

place from January 2018 until October 2019. All features of both datasets and the description of these 

features are given in appendix A. Before proceeding, these two datasets were merged using the admission 

number of the patient. By linking the datasets together, a dataset was created for which each row contains 

all available information of the surgery and admission of one patient. In this chapter, a basic description 

of this combined dataset is given.   

The dataset used in this research consisted of 5180 rows with 56 features. Each row stored the 

information of 1 patient that has undergone surgery. The datasets stored only information about the 

surgeries that were performed by the general surgery specialism because this is the scope of the research. 

Both surgeries that have been performed in Helmond and Deurne are stored in the dataset because all 

surgeries that used to be performed in Deurne are now performed in Helmond. The dates the surgeries 

took place range from 1-1-2018 to 24-9-2019. Below, it is shown how the features were grouped and the 

important features are described. 

The first group of features denotes the patient identification. This group consists of the patient-number, 

surgery-number, and the admission-number of a patient. The patient number is unique for each patient. 

The same number can occur multiple times in the dataset for patients that have undergone multiple 

surgeries. The surgery- and admission-number are unique for each surgery and admission. No duplicate 

surgery codes or admission codes can occur. The second group of features describes the patients. Features 

like the date of birth, gender, and how vulnerable the patient is, belong to this group. The third group of 

features stores information on who has treated the patient. Information on the specialism, the sub-

specialism, the responsible surgeon, the amount of OR assistants involved in the surgery, and the surgeon 

responsible for the admission belong to this group. Fourth, there is the group of features that stores the 

location the surgery took place. The two features that belong to this group are the OR number and the 

location of the hospital. Closely related to this group is the fifth group. This group of features stores 

information on the patient’s location in the ward. The ward, the room-number, and the bed-number are 

the features in this group.           

Group six consists of the features on the waiting time of the patient. The features in this group are the 
date the surgery was requested, the date the surgery was scheduled to take place, and the date the 
surgery took place. The seventh group consists of a lot of features and stores the date and time that each 
step of the surgery took place. The different OR steps for which the start and end-time are stored are the 
following: the transport of the patient from ward to the OR department, the actual occupation of the OR, 
the actual surgery (the first incision until the moment the patient is stitched up), the recovery of the 
patient at the recovery room and finally, the transport of the patient from the OR department back to the 
ward. The eight group of features stores information on the expected duration of the surgery. This is split 
in the features expected cutting time, expected anaesthesia time, and expected sitting time. Group nine 
stores information on the LOS of the patient. This group consists of the date the patient is admitted to the 
ward, the date the patient is discharged, the warm bed minutes, and the actual nursing days. Finally, 
feature group 10 stores information on the reason the patient had to undergo surgery. The features 
belonging to this group are the diagnosis code, a description of the diagnosis, the treatment code, a 
description of the treatment, and additional treatment information.  
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7 The current situation 
In this chapter, a description of the current situation in the Elkerliek is given. Firstly, a general overview of 

the general surgery specialism is presented in paragraph 7.1. Next, in paragraph 7.2 a quantitative analysis 

of the current situation is discussed. In this paragraph, KPI’s are defined. Finally, the predictions for the 

OR time used by the Elkerliek are discussed in paragraph 7.4. 

7.1 Overview of the general surgery specialism 
As stated previously, this research focusses on the general surgery specialism. This subchapter is 

introduced to give some general information on this specialism. First of all, the patient demographic is 

discussed. Each year, about 3.000 patients are operated on by the general surgery specialism. About 80% 

of these patients are elective which means that 20% of the patients belong to the acute patient stream 

and are therefore not included in this research.  

In figure 4, the average number of surgeries 

over the week is shown. Here it can be seen 

that most patients have been operated on 

Mondays. This because the Elkerliek hospital 

does not perform any elective surgeries on the 

weekend (which can also be seen in figure 4). 

To fill up the wards as fast as possible, most 

patients are operated on Monday. Over the 

other weekdays, the amount of arrivals seems 

quite stable.  
Figure 4: Surgeries over the week 

In figure 5, the average number of surgeries 

over the year is shown. There are a few 

noteworthy months. First of all, the months 

July and August. These months are the months 

where the least patients are operated on. This 

can be explained by the summer holiday. The 

same holds for December and the Christmas 

holiday. Consequently, the months that occur 

directly after these vacation periods are 

slightly busier.  
Figure 5: Surgeries over the year 
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The wards in the scope of the research were ward 1BC, 2BC, and 2D. These wards are very different from 

each other. Ward 1BC is the clinical ward. Here, patients stay for a longer amount of times. Often, patients 

who go here have undergone more impactful and bigger surgeries than patients who go to the other 

wards. Because patients can stay here for a long time, this ward is also used during the weekend. Ward 

2BC is the day-care ward and the polar opposite of ward 1BC. At 2BC all patients leave on the day of 

arrival. Most patients that come here have undergone simpler surgeries that are not so impactful. Since 

no elective surgeries are performed at the weekend and because patients cannot spend the night, ward 

2BC is closed on the weekend. Finally, there is ward 2D, the short stay ward. At this ward, which is 

physically connected with ward 2BC, patients can stay for a couple of days, but not longer than a week. 

This means that the average LOS is way shorter in this ward than on ward 1BC. This ward is open on 

Saturday but it is closed on Sunday. In table 3, the total ward capacity and the spread of elective and acute 

patients of the general surgery specialism on the 3 wards are shown. Note that the total bed capacity on 

these wards is shared by different specialisms.  

Table 3: Ward capacity 

Ward Name ward Bed capacity 
Elective general 

surgery patients (%) 
Acute general 

surgery patients (%) 

 

1BC Clinical 40 +-   58% +- 42% 

2BC Day-care 40 +-   99% +-  1 %    

2D Short-stay 23 +-   90% +- 10% 

 

The general surgery specialism is divided into 3 sub-specialisms, namely: vascular surgery, trauma surgery, 

and remaining surgery. There is a basic set of surgeries that all specialists can perform, regardless of the 

sub-specialism they belong to. Some surgeries have to be performed by a certain sub-specialism. 

Furthermore, most specialists prefer to operate on the patients that they themselves have requested the 

surgery for. When a patient is seen by a certain specialist in the outpatient clinic, it is very likely that this 

specialist will also perform the surgery. In the Elkerliek, there are 2 vascular surgeons. Next, 4 trauma 

surgeons belong to the general surgery specialism. There are also trauma surgeons that belong to the 

orthopaedics but they are not included in this research. Finally, 5 surgeons do not belong to either one of 

the previously mentioned sub-specialisms. This means that there are a total of 11 surgeons that will be 

considered in this research. In table 4 below it is shown how patients are divided among sub-specialisms 

and the different wards. The numbers in the table denote all elective patients that are represented in the 

data described in the previous chapter. 

Table 4: Number of patients per sub-specialism and ward in the dataset described in chapter 6 

Number of patients per sub-specialism and ward  

 

 1BC 2BC 2D Remaining Total 

Vascular 378 228 58 137 798 

Trauma 566 767 167 467 1.964 

General 798 668 357 581 2.401 

Total 1.740 1.661 580 1.183 5.161 
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The next table, shown below, shows the average surgery duration of the different sub-specialism/ward 

combinations. From table 5, it can be concluded that the sub-specialism that is responsible for the patient 

is clearly connected with the surgery time. Furthermore, when patients go to a ward where they have to 

stay for a longer period, the surgery duration is most likely longer too. For each combination of sub-

specialism and ward, a histogram is made of the surgery times. These histograms are shown in appendix 

B.  

Table 5: Average surgery duration per sub-specialism and ward 

Average surgery duration in minutes  

 

 1BC 2BC 2D Remaining Total average 

Vascular 140 60 50 75 96 

Trauma 100 60 80 55 65 

General 170 67 97 59 97 

Total average 148 63 88 59 86 

 

Finally, table 6 shows the average LOS in days of the different sub-specialisms/ward combinations. The 

results of this table are as expected. 1BC patients have the longest average LOS followed by 2D patients. 

The shortest LOS is reserved for 2BC patients that have an average LOS of exactly 1. The total average of 

trauma patients is the lowest, which can be explained because most trauma patients go to ward 2BC. The 

high average LOS of vascular patients can be explained in similar fashion: most vascular patients go to 

ward 1BC. In appendix C, histograms of the LOS for each combination of sub-specialism and ward 1BC and 

ward 2D are given. No histogram of ward 2BC is given because all patients stay exactly one day at this 

ward. No histogram of the remaining wards is given because these wards are not considered in this 

research.  

Table 6: Average LOS per sub-specialism and ward 

Average length of stay in days 

 

 1BC 2BC 2D Remaining Total average 

Vascular 5,1 1,0 2,2 2,0 3,0 

Trauma 4,2 1,0 2,1 1,2 1,6 

General 6,2 1,0 2,0 1,5 2,6 

Total average 5,5 1,0 2,0 1,4 2,3 

 

7.2 Quantitative analysis  
In order to evaluate the quality of an OR schedule, KPI’s were determined. The two entities that are within 

the scope of the research are the OR and the ward. In this section, the KPI’s that were used in this research 

to evaluate the current situation are introduced. These KPI’s were also used to compare the current 

situation with the newly created schedules by the model.  
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7.2.1 KPI 1: Efficient use of OR time 
The first KPI measures how much of the available OR time is actually used for surgery. Having available 

OR time left unused is expensive, especially in a time where there is a shortage of OR capacity. This first 

KPI is calculated by taking the percentage of the available OR time in an OR block (4 hours) that is used 

for operating on patients. The time between the start of the OR-block and the moment the first patient 

enters the room, the time the OR is empty between two surgeries and the time between the end of the 

OR block and the moment the last patient leaves the room are subtracted from the total OR-block time. 

To clarify, figure 6 is added. Technically, the maximum score for this KPI is 100%. However, it is not realistic 

to expect that this 100% will actually be achieved. Between surgeries, there is always some time lost 

because the room needs to be cleaned and preparations have to be made. On average, these switching 

times between surgeries take a total of 30 minutes per OR-block. Because these switching times cannot 

be removed, a score of 87% will be close to the actual maximum score for this KPI. To incorporate this 

into the MIQP models discussed in chapter 9, the target use of the OR-blocks is set to 210 minutes (which 

means that 30 minutes of the available 240 minutes will be reserved for switching times). Overtime will 

not be considered for this KPI because this is OR time that is used outside of the OR block. 

 

Figure 6: Example of KPI 1 

In order to calculate the performance of the Elkerliek over the past two years, all regular OR blocks were 

considered. With regular OR blocks, all OR blocks scheduled between 8 AM and 5 PM on workdays in 

which elective patients were operated on are meant. It is still possible that within a normal OR-block, 

acute patients are operated. Emergency OR-blocks will not be considered for KPI 1. Emergency OR- blocks 

are blocks in which no patients are scheduled. These blocks are left empty to make sure that acute 

patients that need surgery right away can be treated without the cancelation of elective patient surgeries. 

Because these OR-blocks cannot be filled in advance and are used less efficiently than regular OR blocks, 

they distort the results for this KPI. 

 

Figure 7: KPI 1 over time 
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In table 7, the scores for January 2018 to November 2019 and the total average score are shown. There is 

also a distinction made between the efficient use of the OR time with and without the inclusion of acute 

patients. The OR time that is used efficiently has been slowly increasing in the past two years, as can be 

seen in table 7 and figure 7. 

Table 7: KPI 1, Percentage of OR time used for surgery  

Year and month Usage with acute surgery Usage without acute surgery 
 
 
 
 
 
 

2018 

January 81,3% 76,1% 

February 79,1% 72,2% 

March 79,1% 75,9% 

April 77,7% 74,8% 

May 79,4% 76,1% 

June 78,1% 70,7% 

July 80,3% 72,9% 

August 82,0% 73,8% 

September 77,7% 73,5% 

October 82,5% 77,0% 

November 80,1% 74,6% 

December 75,6% 70,6% 

2018 Average 79,4% 74,0% 
 
 
 
 
 

2019 

January 80,8% 76,2% 

February 80,0% 74,8% 

March 82,0% 78,3% 

April 82,9% 79,4% 

May 83,0% 75,4% 

June 83,2% 80,4% 

July 86,5% 73,3% 

August 83,3% 77,9% 

September 81,7% 76,6% 

October 84,2% 79,6% 

November 83,4% 78,4% 

2019 Average 82,8% 77,3% 
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7.2.2 KPI 2: Average amount of overtime 
The next KPI covers the overtime. For KPI 1 it is measured how much time is wasted. For KPI 2 the opposite 

is measured. There are cases where an OR is still being used after the OR-block has officially ended. When 

this happens in the morning, the following afternoon session in that room has to be postponed until the 

room is empty. When this happens for in the afternoon, overtime has to be paid to the OR employees 

which is very costly. This KPI will be determined by taking the average overtime per OR-block. The scores 

for this KPI are shown in table 8. 

Table 8: Average overtime in minutes 

Year and month 
Average overtime in minutes 

Total Morning Afternoon  
 
 
 
 
 
 

2018 

January 20,8 24,2 16,9 

February 12,6 12,6 12,8 

March 23,6 26,1 20,0 

April 13,5 11,6 15,6 

May 22,8 23,1 22,3 

June 13,1 12,1 14,4 

July 11,4 3,6 19,7 

August 22,2 25,2 18,2 

September 20,9 20,5 21,4 

October 18,9 19,2 18,4 

November 20,0 15,4 25,3 

December 20,8 24,0 16,9 

2018 Average 18,5 18,5 18,7 

 
 
 
 
 

2019 

January 13,5 16,1 10,3 

February 10,6 10,6 10,7 

March 11,9 8,2 16,1 

April 11,3 5,8 18,2 

May 14,7 15,1 14,5 

June 15,9 16,0 15,8 

July 23,3 25,1 20,9 

August 11,2 12,1 10,2 

September 17,0 11,0 23,9 

October 12,2 9,7 14,8 

November 17,7 12,4 23,3 

2019 Average 14,1 12,8 15,8 
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7.2.3 KPI 3: The number of extreme deviations in demand 
The previous KPI’s focus on the OR. Since the ward is also within the scope of the research, KPI’s are 

defined for this entity too. The goal of the research is to reduce the peaks of demand in the ward and to 

make the required capacity more predictable. Two KPI’s were used to evaluate the quality of an OR 

schedule with regard to the ward. The first KPI for the ward and the third KPI overall is the number of 

extreme deviations in demand. An extreme deviation is defined as a deviation of 4 beds from the desired 

bed occupation. The number 4 has been chosen because there is a norm in the hospital that every 4 

patients should be treated by 1 nurse. When 4 beds are occupied over the target, this means that a full 

extra nurse had to be scheduled which can be very costly when it is done at short time notice. Moreover, 

when the occupation is 4 beds lower than desired, this means that there is an extra nurse used that was 

not needed. In table 9 the overview of the extreme deviations is shown. For each ward, the percentage 

of days that an extreme deviation occurred is shown. Furthermore, the percentage of days that an 

extreme positive deviation (overuse) occurred and the percentage of days that an extreme negative 

deviation (underuse) occurred is shown. 

Table 9: Extreme deviations in demand for the different wards  

Extreme deviations in demand 
 

Year and date 

1BC  
Percentage of days with an 
extreme deviation from the 

target occupation 

2BC  
Percentage of days with an 
extreme deviation from the 

target occupation 

2D 
Percentage of days with an 
extreme deviation from the 

target occupation  
Total Positive Negative Total Positive Negative Total Positive Negative 

2018 

January 26% 3% 13% 20% 10% 10% 6% 6% 0% 

February 28% 14% 14% 25% 14% 11% 8% 4% 4% 

March 32% 26% 6% 12% 6% 6% 9% 3% 6% 

April 20% 17% 3% 30% 10% 20% 6% 3% 3% 

May 6% 3% 3% 32% 16% 16% 9% 6% 3% 

June 6% 3% 3% 27% 20% 7% 0% 0% 0% 

July 26% 13% 3% 16% 3% 13% 6% 3% 3% 

August 10% 0% 10% 12% 6% 6% 3% 3% 0% 

September 43% 43% 0% 34% 17% 17% 0% 0% 0% 

October 45% 0% 45% 29% 13% 16% 0% 0% 0% 

November 27% 27% 0% 16% 13% 3% 3% 0% 3% 

December 0% 0% 0% 55% 29% 26% 19% 6% 13% 

2018 Average 20% 12% 8% 26% 13% 13% 6% 3% 3% 

2019 

January 10% 0% 10% 20% 10% 10% 16% 6% 10% 

February 10% 0% 10% 7% 7% 0% 0% 0% 0% 

March 42% 19% 23% 16% 10% 6% 0% 0% 0% 

April 44% 17% 27% 43% 20% 23% 0% 0% 0% 

May 20% 10% 10% 33% 23% 10% 0% 0% 0% 

June 33% 23% 10% 36% 20% 13% 13% 13% 0% 

July 3% 0% 3% 16% 6% 10% 0% 0% 0% 

August 9% 6% 3% 16% 10% 6% 3% 3% 0% 

September 14% 7% 7% 7% 0% 7% 0% 0% 0% 

2019 Average 20% 9% 11% 21% 12% 9% 4% 3% 1% 
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7.2.4 KPI 4: The average absolute deviation from the desired bed occupation 
The second KPI for the ward and the fourth KPI overall is the average deviation from the desired bed 

occupation. The metric used for this KPI is the number of beds occupied over or under the desired bed 

occupation. When the desired number of patients that use a bed on a certain day is 10, an occupation of 

8 (2 under the desired occupation) and an occupation of 12 (2 over the desired occupation) will both lead 

to a deviation of 2. This KPI is similar to the standard deviation. The main difference is that the standard 

deviation uses the mean as a central measure where the KPI uses the desired occupation.  

Below in table 10, the average deviation per month is shown. The deviation is in the number of beds. For 

each of the three wards in the scope of this research, the absolute average deviation, the average over-

usage, and the average underusage is given.  

 

Table 10: Average deviation from the target occupation in number of beds 

Average deviation from the target occupation in number of beds 
 

Year and date 
1BC  2BC  2D  

Total Over Under Total Over Under Total Over  Under 

2018 

January 1,81 0,74 -1,06 1,71 0,97 -0,74 1,19 0,61 -0,58 

February 2,39 0,89 -1,50 1,68 0,82 -0,86 1,43 0,43 -1,00 

March 2,10 1,19 -0,90 1,65 0,77 -0,87 1,58 0,61 -0,97 

April 2,23 1,20 -1,03 2,30 0,93 -1,37 1,47 0,63 -0,83 

May 1,55 0,55 -1,00 2,13 1,13 -1,00 1,45 0,77 -0,68 

June 1,53 0,83 -0,70 2,10 1,17 -0,93 1,50 0,37 -1,13 

July 2,00 1,26 -0,74 1,71 0,84 -0,87 0,55 0,19 -0,35 

August 1,94 0,42 -1,52 1,42 0,61 -0,81 0,65 0,42 -0,23 

September 3,07 2,70 -0,37 2,23 0,93 -1,30 1,03 0,37 -0,67 

October 3,03 0,35 -2,68 2,06 0,94 -1,13 1,10 0,58 -0,52 

November 2,33 2,20 -0,13 1,53 1,00 -0,53 1,30 0,67 -0,63 

December 1,94 0,77 -1,16 3,10 1,65 -1,45 1,94 0,77 -1,16 

2018 Average 2,16 1,09 -1,07 1,97 0,98 -0,99 1,27 0,54 -0,73 

2019 

January 1,84 0,55 -1,29 1,74 0,71 -1,03 1,74 0,65 -1,10 

February 1,84 0,55 -1,29 1,18 0,75 -0,43 1,07 0,61 -0,46 

March 3,48 1,97 -1,52 1,87 1,00 -0,87 1,06 0,48 -0,58 

April 2,97 1,27 -1,70 2,63 1,07 -1,57 1,10 0,50 -0,60 

May 2,10 0,90 -1,19 2,52 1,39 -1,13 1,29 0,52 -0,77 

June 2,67 1,67 -1,00 2,20 1,27 -0,93 1,67 0,80 -0,87 

July 1,74 0,39 -1,35 1,65 0,61 -1,03 0,19 0,13 -0,06 

August 1,74 1,16 -0,58 1,52 0,74 -0,77 0,68 0,48 -0,19 

September 2,00 0,73 -1,27 0,80 0,33 -0,47 1,20 0,47 -0,73 

2019 Average 2,26 1,02 -1,24 1,79 0,87 -0,91 1,11 0,51 -0,60 

  

In table 11 below, the maximum deviation per month is given. For each of the three wards in the scope 

of this research, the maximum overutilization and the maximum underutilization is given. The maximum 

deviation is an interesting metric because it tells the range between which the deviation from the target 

has fluctuated over the month. Take April 2018 for ward 2BC for example. On one day, the 

overutilization was 7 beds and, on another day, there was an underutilization of 10. This metric shows 

how much the demand for the wards can fluctuate.  
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Table 11: Maximum deviation in number of beds 

The maximum deviation in number of beds 
 

Year and date 
1BC  2BC  2D  

Max over Max under Max over Max under Max over Max under 

2018 

January 4 -6 7 -6 4 -3 

February 6 -6 6 -5 4 -4 

March 8 -4 6 -5 5 -4 

April 8 -4 7 -10 5 -4 

May 4 -4 8 -8 6 -4 

June 4 -4 8 -4 3 -3 

July 5 -5 4 -8 4 -4 

August 2 -6 8 -5 4 -3 

September 8 -3 5 -7 3 -3 

October 3 -6 7 -6 2 -3 

November 8 -1 5 -4 3 -4 

December 3 -3 9 -8 5 -4 

2018 Average 8 -6 8 -10 6 -4 

2019 

January 3 -6 6 -6 5 -4 

February 3 -6 11 -3 3 -2 

March 7 -6 11 -6 2 -2 

April 6 -5 12 -12 3 -2 

May 4 -4 12 -7 3 -3 

June 6 -5 14 -12 5 -3 

July 3 -4 6 -4 1 -1 

August 5 -5 6 -8 4 -2 

September 4 -6 3 -5 3 -2 

2019 Average 7 -6 14 -12 5 -4 

 

7.3 The quality of the predicted OR time 
To schedule patients in OR-blocks, a prediction of the time the patient will occupy the OR has to be made. 

To make a good schedule, it is important to predict this time as accurately as possible. When a surgery 

takes shorter in reality than predicted, the OR will not be used for a certain amount of time. When a 

surgery takes longer than in reality, this will lead to overtime and might even lead to cancelations of other 

surgeries. Currently, the prediction of the OR time is made automatically by HIX (the program used by the 

planners). When a surgery has to be scheduled, HIX looks at the last 10 surgeries of the same type and 

takes the average times of these surgeries. This average time is the predicted time. It is possible to 

override this time by the planners when a doctor states that he might need more or less time. This way of 

predicting the OR time is rather naïve and poor. It might be of importance to evaluate the predictions in 

order to possibly improve the quality of the schedules in the future. In previous research by T. Mul (2018) 

a method of improving the surgery time prediction was proposed. This research might be of value for the 

Elkerliek too.    
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In order to evaluate the quality of the predictions made for the general surgery specialism, two different 

measures are used. First of all, the coefficient of determination (R2). This is a statistical measure of how 

well predictions approximate reality (Písař, 2019). R2 is calculated according to the following formulas: 

    

In the formulas, SStotal is calculated by summing the square of all realized OR times minus the average OR 

time. SSresidual is calculated by summing the square of all realized OR times minus the predicted OR times. 

R2 has a value between 0 and 1 where a score of 1 means that the prediction is completely correct. The 

predictions for the general surgery specialism used by the Elkerliek has an R2 score of 0,59. Since the 

entirety of the OR-scheduling is based on the predictions for the OR time, this score is rather low. 

The second measure that is used to evaluate the quality of the predictions is the root mean square error 

(RMSE). What this measure does is taking the absolute difference between all the predicted and realized 

OR times and taking the average of those absolute differences. A RMSE of 0 means that the prediction is 

completely congruent with reality, the higher the RMSE the more the predictions differ from the reality 

(Moody, 2019). The predictions for the general surgery specialism used by the Elkerliek has an RMSE of 

19,82. This means that on average, a prediction differs 19,82 minutes from the realized time. This 

difference can be positive or negative. Given that the average surgery duration is 80,15 minutes, an 

average error of close to 20 minutes is significant. 
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8 The patient groups 
In this chapter, the patient group generation is described. As stated in the problem description, the goal 

of the research was to find the ideal patient mix that should be operated on each day within the time 

horizon. Since this research was conducted on the tactical level, patients were not considered individually 

but they are categorised in different patient groups. The groups were created based on what resources 

each patient uses (the sub-specialism responsible for the patient and the ward the patient goes to) and 

how much each patient uses the recourses (the surgery duration of the patient and the LOS of the 

patient). In this chapter, the following topics are discussed: Firstly, the method of creating patient groups 

is discussed in paragraph 8.1. Next, the prepossessing of the data is explained in paragraph 8.2. Third, it 

is discussed how the number of groups has been chosen in paragraph 8.3. Finally, in paragraph 8.4, the 

patient groups that have been used for this research are described.  

8.1 Method 
The creation of groups occurred in two steps. Firstly, the patients were split based on what recourses they 

use. This leads to 12 intermediate patient groups as shown in table 12. In this table, the number of patients 

in the dataset of each sub-specialism/ward combination is shown. The division based on what resources 

patients use had been made because there is a clear distinction between what recourses patients use. It 

is not desirable that patients within one group use different recourses. Another reason why the patients 

were split based on what resources they use is the fact that patients of one sub-specialism/ward 

combination differ significantly from patients of other sub-specialism/ward combinations with regard to 

the expected surgery times and distributions of the LOS as is shown in chapter 7.  

Table 12: Number of patients for each sub-specialism/ward combination in the data 

Number of patients per sub-specialism and ward  

 

 1BC 2BC 2D Remaining wards Total 

Vascular 378 228 58 137 798 

Trauma 566 767 167 467 1.964 

General 798 668 357 581 2.401 

Total 1.740 1.661 580 1.183 5.161 

 

The next step is to divide the subsets in the data, as described above, into the final patient groups. To 

create groups within the sub-specialism/ward subsets of the data, the surgery time and LOS are used. 

Based on these two features it was not possible to make a clear distinction between groups as in the first 

step. To tackle this problem a K-means clustering algorithm was used in this step as a structural grouping 

method. What clustering does, is grouping similar data points together. A simple example of how 

clustering can help in finding the patient groups within the data is shown in figure 8. Here, it can be seen 

that there are three distinct groups of patients when looking at the LOS and the surgery time. When using 

clustering, a higher quality will be achieved when three clusters are chosen as shown on the left then 

when 2 clusters are chosen. So, for this example, three groups should be chosen. For this simple example, 

the groups could have also been created by hand. However, for the real data sets, constructing the groups 

is more complex.  
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Figure 8: Clustering example 

Before the grouping of patients took place, several data prepossessing steps should be taken to get the 

best results out of the clustering method. First of all, the outliers in the data were removed. This is 

discussed in paragraph 8.2 in detail. When the outliers were removed from the data, the clustering 

algorithm that was used to help identify the groups was chosen. There are various clustering algorithms, 

but for this research, K-means clustering has been used. The reasons are that K-means is very quick to 

implement and run. Furthermore, the K-means algorithm is fairly easy to interpret: it clusters points 

together that are closer to each other than to other clusters (Steinley,  2006). Finally, K-means was 

compared with other clustering methods (spectral and K-medoids) and it was found that K-means 

performed nearly as well or better than the other methods tested. The K-means clustering method 

operates in the following procedure (Steinley, 2006): 

1. The number of clusters (K) should be defined. 

2. K data points are randomly selected as cluster centres.  

3. Assignment step. 

4. Centroid update. 

5. The centroids that are computed in step 4 will be the new cluster centres. 

6. Finally, repeat steps 3 to 5 until convergence.  

Finally, before the K-means clustering method could be used, the number of clusters should be defined. 

For this research, the Dunn-index is used to find the optimal number of clusters. The Dunn-index will be 

further explained in chapter 8.3.  

 

8.2 Prepossessing of the data  
As described in the previous chapter, some pre-processing of the data was needed. This means that the 

outliers needed to be removed from the data. Outliers were removed because they will have a negative 

influence on the group characteristics. The expected surgery times would have been higher when outliers 

were not removed. Furthermore, since the goal of the clustering was to create groups that can be used to 

create a tactical planning, the outliers are not important to take into consideration, because they occur 

only irregularly and mostly describe cases where unplanned complications occurred. 

As described above the patients were separated based on sub-specialism, and on the ward they occupy 

after surgery. For each of these sets of patients, the first quartile (Q1), the third quartile (Q3), the 

interquartile range (IQ), the inner fences, and the outer fences were determined for the surgery times. 

The values for the fences of the surgery times are shown in table 13. The same metrics were determined 

for the LOS of all subsets containing 1BC and 2D patients. Patients from ward 2BC were not considered 

because all patients stay at this ward exactly one day and the remaining wards were not considered 

because they are out of the scope of this research. 
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The values of the fences of the LOS are shown in table 14. In appendix D, the boxplots of the datasets are 

shown. The lower inner fence and the upper inner fence are defined by 𝑄1 –  1.5 ∗  𝐼𝑄  and 𝑄3 +  1.5 ∗

 𝐼𝑄 respectively. The lower- and the upper outer fence are defined by 𝑄1 –  3 ∗  𝐼𝑄  and 𝑄3 +  3 ∗  𝐼𝑄.  

A data point that is beyond either one of the inner fences but within the outer fences is defined as a mild 

outlier. A point that is beyond one of the outer fences is defined as an extreme outlier (U.S. Department 

of Commerce, 2013). 

Table 13: Outlier metrics surgery times 

1BC Patients 2BC Patients 2D Patients Remaining  
Surgery times Vascular specialism in hours 

 

Lower inner 
fence 

-2,45 
 

Lower inner 
fence 

-0,16 
 

Lower inner 
fence 

-0,45 
 

Lower inner 
fence 

0,00 
 

Upper inner 
fence 

6,08 
 

Upper inner 
fence 

2,11 
 

Upper inner 
fence 

2,08 
 

Upper inner 
fence 

2,05 
 

Lower outer 
fence 

-5,65 
 

Lower outer 
fence 

-1,01 
 

Lower outer 
fence 

-1,40 
 

Lower outer 
fence 

-0,77 
 

Upper outer 
fence 

9,28 Upper outer 
fence 

2,96 Upper outer 
fence 

3,03 Upper outer 
fence 

2,82 

Surgery times Trauma specialism in hours 
 

Lower inner 
fence 

-0,48 
 

Lower inner 
fence 

-0,28 Lower inner 
fence 

-0,07 Lower inner 
fence 

-0,20 

Upper inner 
fence 

3,06 
 

Upper inner 
fence 

2,20 Upper inner 
fence 

2,43 Upper inner 
fence 

2,07 

Lower outer 
fence 

-1,80 
 

Lower outer 
fence 

-1,21 Lower outer 
fence 

-1,00 Lower outer 
fence 

-1,05 

Upper outer 
fence 

4,38 Upper outer 
fence 

3,13 Upper outer 
fence 

3,37 Upper outer 
fence 

2,92 

Surgery times General sub-specialism in hours 
 

Lower inner 
fence 

-1,66 Lower inner 
fence 

-0,21 Lower inner 
fence 

-0,53 Lower inner 
fence 

-0,26 

Upper inner 
fence 

6,19 Upper inner 
fence 

2,35 Upper inner 
fence 

3,46 Upper inner 
fence 

2,08 

Lower outer 
fence 

-4,60 Lower outer 
fence 

-1,18 Lower outer 
fence 

-2,02 Lower outer 
fence 

-1,13 

Upper outer 
fence 

9,13 Upper outer 
fence 

3,32 Upper outer 
fence 

4,95 Upper outer 
fence 

2,95 

 

For the surgery time, it was decided that both the extreme, as well as the mild outliers should be removed. 

The reason for this is that most of the patients that are identified as an outlier based on the surgery time 

had some sort of complication during surgery. For these patients, the realized surgery time was much 

higher than the expected surgery time. Since the planners cannot know when complications will occur, 

and since there is already time reserved in each OR-block for complications or the arrival of acute patients, 

it would be counterintuitive to create patient groups that are influenced by complications.  
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Table 14: Outlier metrics LOS 

1BC Patients 2D Patients 
LOS Vascular specialism in days 

Lower inner fence -1,50 Lower inner fence -0,50 

Upper inner fence 10,50 Upper inner fence 3,50 

Lower outer fence -6,00 Lower outer fence -2,00 

Upper outer fence 15,00 Upper outer fence 5,00 

LOS Trauma specialism in days 

Lower inner fence -7,00 Lower inner fence -0,50 

Upper inner fence 17,00 Upper inner fence 3,50 

Lower outer fence -16,00 Lower outer fence -2,00 

Upper outer fence 26,00 Upper outer fence 5,00 

LOS General sub-specialism in days 

Lower inner fence -5,50 Lower inner fence -0,50 

Upper inner fence 14,50 Upper inner fence 3,50 

Lower outer fence -13,00 Lower outer fence -2,00 

Upper outer fence 22,00 Upper outer fence 5,00 

 

For the LOS of patients, it was decided to remove both the extreme as well as the mild outliers. For the 

patients staying at 1BC, this choice was made because the group of patients that are considered to be an 

outlier based on their LOS consists of very unique patients that only occur very irregularly or patients that 

have a long LOS because of complications. For patients staying at 2D, it made sense to remove patients 

that have a LOS that is greater than 3 days because this ward is mostly meant for patients that stay at the 

Elkerliek for 1 or 2 nights.  

In total, 220 patients were removed from the data for being an outlier. This means that the groups will be 

created based on about 96% of the available data. Of the 220 outliers, 146 were removed because of their 

surgery times, and 74 patients were removed from the data because of their LOS.  

8.3 Determining the number of groups  
To determine what number of groups is appropriate to represent the patients in each of the sub-

specialism/ward subsets the Dunn-index was used. In this paragraph, this method of qualifying clusters 

will be explained and the results will be shown.  

The Dunn-index is a metric to evaluate the quality of groups. The higher the Dunn-index value the higher 

the quality of the group. This method assumes two things when assessing the quality of groups. First of 

all, it is assumed that good groups are well-separated from each other. Secondly, it is assumed that good 

groups are compact. The Dunn-index is calculated by taking the minimum inter-group distance and 

dividing this by the maximum group diameter. This means that higher group distances and a smaller group 

diameters lead to better scores (Pakhira, 2004). There are several ways to determine the inter-group 

distance. For this research, it was chosen to define the inter-cluster distance as the Euclidian distance 

between group centers. The group size is defined by taking the maximum Euclidian distance between two 

data points within one group.  
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In tables 15 to 17, the results of using the Dunn-index on the datasets are shown. As can be seen in the 

tables below, the Dunn-index gives unambiguous and clear information on what number of groups is 

appropriate for the different datasets. In the tables, the number of groups that were chosen are shown 

with bold numbers. For patients of the Vascular sub-specialism it was chosen to categorize all 2D patients 

together into one patient group. This choice was made because of the low number of vascular patients 

that go to the short-stay ward and because the Vascular/2D patients are all very similar with regard to 

their surgery times and LOS. The same choice was made for the remaining patients of the vascular sub-

specialism. 

Table 15: Dunn-index results for the Vascular sub-specialism 

Dunn-index results Vascular sub-specialism 
 

1BC Patients 2BC Patients 
# Groups Dunn-index  # Groups Dunn-index  

2 0,34 2 0,55 

3 0,46 3 0,61 

4 0,48 4 0,60 

5 0,30 5 0,54 

6 0,29 6 0,53 

7 0,31 7 0,48 

8 0,39 8 0,61 

 

In table 15 above it can be seen that for 1BC patients of the vascular sub-specialism 4 groups should be 

used to categorize these patients. For 2BC patients of this specialism, the number of groups should be 3. 

As described above, the 2D patients and the remaining patients of the vascular specialism were both one 

group of their own. This means that the total set of patients of the vascular sub-specialism was grouped 

in 9 different groups.  

Table 16: Dunn-index results for the Trauma sub-specialism 

Dunn-index results Trauma sub-specialism 
 

1BC Patients 2BC Patients 2D Patients Remaining Patients 
# Groups Dunn-index  # Groups Dunn-index  # Groups Dunn-index  # Groups Dunn-index  

2 0,36 2 0,66 2 0,70 2 0,52 

3 0,43 3 0,55 3 0,70 3 0,61 

4 0,52 4 0,59 4 0,59 4 0,57 

5 0,32 5 0,57 5 0,69 5 0,53 

6 0,40 6 0,56 6 0,47 6 0,35 

7 0,32 7 0,46 7 0,37 7 0,49 

8 0,40 8 0,53 8 0,45 8 0,36 
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In table 16 above the Dunn-index results of the trauma, sub-specialism are shown. It can be seen that for 

1BC patients of this sub-specialism 4 groups should be created. For 2BC patients of this specialism, the 

number of groups should be 2. For 2D trauma patients, the number of groups should either be 2 or 3 since 

the Dunn-index score was the same for both. The number of groups that was chosen is 2 because when 

three groups would have been chosen, the number of patients in each group would have been too small. 

Next, the remaining patients should be divided into 3 different groups. This means that the total set of 

patients of the trauma sub-specialism were grouped in 11 different groups.  

Table 17: Dunn-index results for the General sub-specialism 

Dunn-index results General sub-specialism 
 

1BC Patients 2BC Patients 2D Patients Remaining Patients 
# Groups Dunn-index  # Groups Dunn-index  # Groups Dunn-index  # Groups Dunn-index  

2 0,42 2 0,64 2 0,63 2 0,62 

3 0,41 3 0,67 3 0,62 3 0,59 

4 0,42 4 0,47 4 0,46 4 0,55 

5 0,36 5 0,60 5 0,42 5 0,48 

6 0,28 6 0,47 6 0,63 6 0,53 

7 0,42 7 0,53 7 0,48 7 0,54 

8 0,32 8 0,42 8 0,47 8 0,53 

 

Finally, in table 17 the results for the general sub-specialism are shown. The patients of this sub-specialism 

going to ward 1BC should be grouped in either 2, 4, or 7 groups. It was chosen for 4 groups because 2 

groups would be too general and 7 groups mean that some groups would have few patients. A total of 3 

groups was used to categorize the 2BC patients. Both the 2D patients and the remaining patients can be 

divided into 2 groups. This led to a total of 11 groups for the general sub-specialism. The total number of 

groups for the entire general surgery specialism was 31. In the following paragraph, the groups are 

described and the values for the expected surgery time and LOS distribution of each group are given.    

8.4 Final patient groups 
After all the steps that are described in this chapter were completed, the actual grouping could take place. 

The created patient groups are shown in table 18 below. In this table, the group number, the average 

surgery time, the average LOS, and the number of patients of each group in the dataset are depicted. As 

can be seen, there were 31 different patient groups considered in this research. For the patients of groups 

9, 19, 20, 30, and 31 no average LOS is shown. The reason for this is that these patients do not go to ward 

1BC, 2BC, or 2D. The other wards are not within the scope of this research so their LOS had no significance. 

However, their surgery time was of importance because the patients of these groups still needed to 

undergo surgery and thus affected the usage of the OR. 
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Table 18: Final patient groups overview 

 
Ward 

Group 
number. 

Average Surgery 
time (minutes) 

Average LOS 
(days) 

# patients 

V
as

cu
la

r 
su

b
-s

p
ec

ia
lis

m
 

Ward 1BC 

1 47 3 109 

2 55 7 33 

3 158 3 136 

4 224 6 52 

 5 34 1 79 

Ward 2BC 6 64 1 100 

 7 93 1 43 

Ward 2D 8 50 2 53 

Remaining wards 9 60 - 122 

Tr
au

m
a 

su
b

-s
p

e
ci

al
is

m
 

Ward 1BC 

10 53 3 121 

11 60 8 52 

12 120 4 221 

13 120 12 108 

Ward 2BC 
14 41 1 463 

15 85 1 290 

Ward 2D 
16 54 2 86 

17 100 2 55 

Remaining ward 

18 29 - 90 

19 58 - 137 

20 89 - 214 

G
en

er
al

 s
u

b
-s

p
e

ci
al

is
m

 

Ward 1BC 

21 70 2 115 

22 142 5 239 

23 146 10 274 

24 269 7 85 

 25 42 1 307 

Ward 2BC 26 74 1 243 

 27 110 1 108 

Ward 2D 
28 60 2 183 

29 124 2 152 

Remaining wards 
30 39 - 341 

31 79 - 204 

 

Finally, for the patients that go to ward 1BC, the distribution of the LOS is shown in figure 9 and for the 

patients that go to ward 2D, the distribution of the LOS is shown in figure 10. In the figures, the 

probabilities of occupying a bed k days after surgery are shown for patients of each patient group. As can 

be seen, all patients have a probability of 100% of occupying a bed on the day of surgery (k=0). For patients 

of group 1, there is a probability of 92% of occupying a bed one day after surgery (k=1) which means that 

in 92% of the cases patients of group 1 have a LOS of 2 days. In appendix E two tables are added in which 

the distributions of the LOS are shown. 
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Figure 9: Probability of occupying a bed k days after surgery for 1BC patients 

 

 

Figure 10: Probability of occupying a bed k days after surgery for 2D  patients 
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9 Formulation and description of the individual MIQP 

model and the group MIQP model 
In this chapter, the scheduling problem is formulated as a MIQP model. Two models are introduced in this 

chapter. One model considers each patient individually (the individual model) and one model uses patient 

groups (the group model). The individual model is created to schedule individual patients and to help 

make decisions on an operational level. This individual model is modified to help with decisions that are 

made on a longer-term. The individual model is modified such that patient profiles are considered instead 

of individual patients. 

 In this chapter, it will first be explained why the scheduling problem has been formulated as a MIQP 

model in paragraph 9.1. Next, the individual model is described first in paragraph 9.2. Firstly a short 

description of the individual model is given in this paragraph. Then, the entities that are present in the 

model are introduced in paragraph 9.2.1. Thirdly, the properties of the entities are translated to 

parameters in paragraph 9.2.2. Next, the decision variables, together with the other variables are 

discussed in paragraph 9.2.3. Finally, the objective function and the constraints of the individual model 

are introduced in paragraph 9.2.4. After that, the group model is described in paragraph 9.3. Firstly, a 

short description of the group model is given. Next, in paragraph 9.3.1, the differences between the 

individual-  and group model are explicitly explained. After that, it is explained how the stochastics of the 

group model are dealt with in paragraph 9.3.2. Then the constraints of the group model are explained in 

paragraph 9.3.3. Finally, the verification and validation of the model is discussed in paragraph 9.4. 

9.1 Reasons for formulating the scheduling problem as a MIQP model 
Integer programming models are often used as planning/scheduling tools. This is because integer 

programming has many benefits. There is a big understanding of the power and scope of integer 

programming, reliable software is widely available, and complex problems can be solved among other 

things (Essays, 2018). Because of these reasons, and because mixed integer programming models are 

easily tuned so that solutions can be found for very specific cases (Beliën & Demeulemeester, 2004), the 

scheduling problem of this research has been translated into a mixed integer programming model. There 

are several types of mixed integer programming models. As stated before, this research uses a MIQP 

model. This means that the objective function is quadratic instead of linear, as is the case in the more 

commonly used mixed integer linear programming (MILP) models. In this paragraph, several reasons for 

choosing a quadratic objective function will be given.  

9.1.1 Goal of the model according to stakeholders at the Elkerliek 
First of all, when determining what the goals of the model should be, several interviews were conducted 

with the stakeholders at the Elkerliek. One of the things that came forward during these interviews, was 

that reducing the extreme deviations from the target occupations was more important than reducing the 

average deviation. It was stated by the stakeholders at the Elkerliek that the occurrence or multiple small 

deviations from the target occupation are less of an issue than the occurrence of a few big deviations. For 

example, having a bed occupation that only deviates 2 beds from the target is more easily dealt with than 

a deviation of 4 beds. A deviation of 2 beds over the target leads to a slightly higher workload for the 

nurses, but a deviation of 4 beds over the target occupation leads to a shortage of 1 full-time equivalent. 

Because the consequences of deviating from the target are not linear with the size of the deviation, it 

seems logical to use a quadratic objective function.  
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9.1.2 Quadratic programming in similar research 
In the current literature, many articles have been written on OR scheduling. In the article “A decision 

support system for cyclic master surgery scheduling” by Beliën et al. (2008), a MIQP model is used to create 

an MSS that takes multiple objectives into account. In the article, one of the most important objectives of 

the model is to level the bed occupancy. This makes that the goal of the model created by Beliën et al. is 

very similar to the goal of the model used in this thesis research. In the article, several reasons for using 

an MIQP are offered. The most important reason for using a quadratic objective function is that the model 

explicitly tries to level the peaks as much as possible. Since reducing the peaks in bed occupation is one 

of the goals of this thesis research too, it seems a good choice to use a quadratic objective function instead 

of a linear one. Furthermore, in the article, the MIQP model outperformed several other mixed integer 

programming models in terms of both solution quality and computation time.  

Another article by Bekker and Koeleman (2011) on the scheduling of patient admissions has as a goal to 

reduce the variability in bed demand. In this article, the choice has been made to use QP. The main reason 

for using a quadratic objective function is that the consequences of a deviation from the target bed 

occupation are not linear with the size of the deviation. In the article, it is stated that it is considerably 

more difficult for the personnel to deal with larger deviations than it is to deal with smaller deviations. 

This is the case for the Elkerliek too. Minimizing the average bed occupation is less important than 

reducing the peaks in demand.    

9.1.3 Comparison of results found with a MILP model with results found with a MIQP model  
Finally, to ensure that QP suits this research better than linear programming (LP), the MIQP models 

described in the next sections were adapted into MILP models. Since the constraints remain the same this 

was a fairly quick and easy step to make.  The only thing that had to be done was substituting the quadratic 

objective function for a linear one. Both the MILP model and the MIQP model were used to generate some 

schedules. Comparing these schedules it was found that the average deviation from the target usage, for 

both the OR and the wards, was slightly lower under the schedules created by the MILP model. However, 

the number of bigger deviations was lower for the models created by the MIQP model.  

In figure 11 the target utilization (black line) and the realized utilization (yellow line) of ward 2BC for the 

month of April are shown under a schedule created by the MILP model and under a schedule created by 

the MIQP model respectively. This figure is shown because in this figure it can be seen quite nicely how 

both models acquire different goals. This figure is representative of the achieved resource usages under 

both types of integer programming models. The schedule created by the MILP model for the month of 

April resulted in an average deviation of 0,5 beds per day while the schedule created by the MIQP model 

resulted in an average deviation of 0,55 beds per day. However, for the schedule created by the MILP 

model, 2 different deviations of 3 beds occurred while the schedule created by the MIQP resulted in a 

maximum deviation of 2 beds. As described above, the reduction of big deviations is more important than 

the reduction of the average deviation. Since the tests that were performed showed that the MIQP model 

does indeed lead to the biggest reduction in big deviations, it was chosen to use MIQP models for this 

research.  
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Figure 11: Target versus realized bed occupation for ward 2BC in April for a schedule created by the MILP model (left) and a 
schedule created by the MIQP model (right) 

9.2 Description of the individual model 
The individual model is an integrated scheduling model that simultaneously considers OR occupancy and 

ward bed occupation when scheduling patient surgeries. The problem instances are constructed from the 

information system of the Elkerliek hospital. In this research, the model that considers patients 

individually is called the ‘individual model’. The individual model was built for several reasons. First of all, 

the model was used as a basis for the group model. Secondly, the individual model was used to compare 

the performance of the group model. By comparing the performance of these models it was possible to 

find the effect of considering groups instead of individual patients. Finally, the individual model was used 

to validate the results with the stakeholders at the Elkerliek.  

The goal of the individual model is to find the best OR-schedule with regard to the usage of resources. 

What the model does is finding the patient allocations for which the resource utilization is as close to the 

predetermined target-utilization as possible whilst satisfying certain constraints. The output of the model 

is an allocation schedule in which it is specified for each patient on what day the patient’s surgery takes 

place and how many OR blocks each sub-specialism gets on each day. An OR block is a 4 hour time period 

in which a surgeon is assigned to a room. Each 8 hour workday, one OR is split into two OR blocks of 4 

hours each. The resources for which the utilization is optimized are the available OR time and the beds at 

the wards. The input for the model consists of all (elective) patients that have to be operated on within 

these 4 weeks amongst other things. Each individual patient has a few properties: the duration of the 

surgery, the sub-specialism that has to perform the surgery, the ward that the patient will stay at after 

surgery, and the length of stay of the patient.  

The model used in this research is inspired by a model created by Adan et Al. in 2008 (Patient mix 

optimization and stochastic resource requirement: A case study in cardiothoracic surgery planning). The 

model introduced in this article is used as a basis for the one used in this thesis research. The model has 

been adapted so that different sub-specialisms can be considered.  

Furthermore, the model used in this thesis research has a second decision variable that denotes how 

many OR-blocks each sub-specialism gets to use on each day. By introducing this decision variable and 

some extra constraints it is possible to have the model determine what the best OR-block allocation is.  
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9.2.1  The entities of the individual model 
For the MIQP problem, three main entities are considered: The patient, the sub-specialism, and the ward. 

The set P which is indexed by p, represents the patients. The set C which is indexed by c, represents the 

sub-specialisms. Finally, the set W which is indexed by w, represents the wards. Each of these entities has 

several properties. These properties are discussed in the next paragraph. Furthermore, it is important to 

state that the time horizon of the model is D days where one day is denoted by d.  

9.2.2  The parameters of the individual model 
In this paragraph, the properties of the entities are described and the parameters of the model are 

introduced. Note that all parameters are denoted with capital letters.  

Patient properties 

Each patient has a set of properties. First, patients have a surgery-time which is denoted by Tp . This is the 

time the surgery of patient p takes in minutes. Second, patients have a LOS. This is translated in the model 

by Lp,w,k . This is a binary parameter that has value 1 when patient p occupies a bed on ward w after k days 

succeeding his operation where k = 0,…,K. Parameter Lp,w,k  has value 0 otherwise. The letter k denotes the 

number of days that have passed since surgery took place. So when L1,1,5 = 1, this means that patient 1 

still occupies a bed on ward 1 after 5 days of succeeding the patient’s surgery. Third, each patient can only 

be treated by surgeons of a certain sub-specialism. The parameter that denotes if patient p can be treated 

by a surgeon of sub-specialism c is CPp,c. This binary parameter has value 0 when patient p cannot be 

treated by a surgeon of sub-specialism c and value 1 when patient p can be treated by a surgeon of sub-

specialism c.  

 

Sub-specialism properties  

A sub-specialism has a set of properties too. First of all, surgeons of a certain sub-specialism can only treat 

some patients. This is denoted by the parameter CPp,c that is described above. Second, each sub-specialism 

has a certain capacity for each day. This is denoted by parameter MCc,d, the maximum number of OR- 

blocks (4 hour time periods in which a surgeon performs surgeries) that can be occupied by sub-specialism 

c on day d. Since there is a limited number of OR blocks available each day for all specialisms together, 

the OR capacity of the hospital on a given day d is a parameter too. The parameter for this is MORd, the 

maximum number of available OR-blocks on day d. Finally, there is a maximum overutilization per OR-

block which is denoted by MT. This maximum overutilization means that a sub-specialism can only use MT 

minutes of overtime for each OR-block said sub-specialism uses.  

 

Ward properties 

Next, the ward has some properties too. First of all, the ward has a maximum capacity. This is the 

maximum number of beds on ward w that can be occupied on day d which is denoted by MWw,d. In 

addition to that, each ward w has a certain target occupation for each day d which is denoted by TUw,d. 

This target occupation is the desired number of beds that should be occupied on day d. The desired 

occupation is known beforehand and can differ from day to day.  

 

Model objectives 

Finally, parameter Weightor and Weightward denote the relative weight of the over- and underusage of the 

OR and the wards respectively. These weights are based on the costs of one OR hour compared to the 

costs of one occupied bed. The weights are needed to ensure that that the relative importance of the 

resources is taken into consideration.  
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9.2.3  The decision variables of the individual model 
In this paragraph, the variables of the individual model are introduced. Note that all variables are denoted 

with lowercase letters. There are two decisions that the model has to make: The first decision is the day 

on which each individual patient is operated. The second decision is how many OR-blocks each sub-

specialism uses on each day. The goal is to determine these decision variables whilst satisfying certain 

constraints and for which the resource use is as close to the target as possible.  

As stated above, there are two decision variables. The first decision variable is xp,d. This is a binary decision 

variable that has value 1 when patient p is operated on day d and has value 0 otherwise. The second 

decision variable is yc,d. This is an integer decision variable that denotes the number of OR-blocks sub-

specialism c uses on day d. 

Depending on the values of the decision variables, the variables ‘overutilization of the ward’, 

‘underutilization of the wards’, ‘overutilization of the OR’, and ‘underutilization of the OR’ will be affected. 

Overutilization is when a resource is used more than the predetermined target usage. Underutilisation is 

when a resource is used less than the predetermined target usage. Firstly, variables ouww,d and uuww,d are 

introduced to denote the over- and underutilization of ward w on day d in number of beds. Finally, the 

variables oucc,d and uucc,d are introduced to denote the over- and underutilization of OR-blocks used by 

sub-specialism c on day d. In table 19, all parameters and variables of the individual model are shown.  

Table 19: Parameters and variables of the individual model 

Parameter Description 

Tp The planned time the surgery of patient p takes as found in HIX 
Lp,w,k Lp,w,k = 1 when patient p is on ward w after k days after surgery 

Lp,w,k = 0 otherwise 
CPp,c CPp,c = 1 when patient p can be operated by a surgeon of sub-specialism c 

CPp,c = 0 otherwise 
MCc,d The maximum number of OR blocks sub-specialism c can occupy on day d  
MORd Maximum number of OR blocks that can be used on day d 
MT Maximum overtime for every OR block  
MWw,d The maximum number of beds on ward w that can be occupied on day d 
TUw,d The target utilization (number of occupied beds) of ward w on day d 
Weightor  
Weigthward 

The relative weight of resource “OR”  
The relative weight of resource “ward”   

  

Variable Description 

xp,d xp,c,d = 1 when patient p is operated on day d 
xp,c,d  = 0 otherwise 

yc,d The number of OR blocks specialist c uses on day d 
  
oucc,d Overutilization of the OR by sub-specialism c on day d 
uucc,d Underutilization of the OR by sub-specialism c on day d 
ouww,d Overutilization of ward w on day d 
uuww,d Underutilization of ward w on day d 
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9.2.4  The objective function and constraints of the individual model 

The objective function of the model is a minimization function. The function minimizes the sum of the 
over- and underusage of the OR for each sub-specialism and day, and the sum of the over- and 
underusage of the wards for each ward and each day. Both the sum of the over- and underusage of the 
OR time and the over- and underusage of the wards are squared. The reason for this is that it is more 
acceptable to have multiple days with a low deviation from the target values than to have one day with 
one large deviation from the target. For example, the model will choose an overuse of 1 bed for 3 days 
over an overuse of 3 beds for 1 day. The objective function looks as follows: 

𝑀𝐼𝑁: 𝑊𝑒𝑖𝑔ℎ𝑡𝑜𝑟 ∑ ∑(𝑢𝑢𝑐𝑐,𝑑 + 𝑜𝑢𝑐𝑐,𝑑)2

𝐷

𝑑=1

𝐶

𝑐=1

+ 𝑊𝑒𝑖𝑔ℎ𝑡𝑤𝑎𝑟𝑑 ∑ ∑(𝑢𝑢𝑤𝑤,𝑑 +  𝑜𝑢𝑤𝑤,𝑑)2

𝐷

𝑑=1

𝑊

𝑤=1

 

 

Now that the objective function and all parameters and variables have been introduced, the constraints 
of the model are introduced below. For each of the constraint, the mathematical formulation and a 
short description of why the constraint is used is given.  

 

1) 

All patients that are put into the model should be assigned to exactly one day. To ensure this, the 
following equation was introduced:  

∑ 𝑥𝑝,𝑑

𝐷

𝑑=1

= 1                                                  𝑝 = 1, … , 𝑃 

 

2) 

To denote the overutilization and the underutilization of the OR by sub-specialism c, variables 
OUCc,d and UUCc,d are introduced. The target utilization of the OR is calculated by taking the 
number of OR blocks sub-specialism c has on day d and multiplying this number with the desired 
number of minutes that should be used for elective surgeries. A full OR-block has 240 minutes and 
for each OR-block 30 minutes should be left unused for switching times and the possibility of the 
arrival of emergency patients. which leaves 210 minutes. Then we get for the utilization of the 
specialists: 

 210 𝑦𝑐,𝑑 + 𝑜𝑢𝑐𝑐,𝑑 ≥ ∑  𝑇𝑝 𝐶𝑃𝑝,𝑐  𝑥𝑝,𝑑

𝑃

𝑝=1

≥  210 𝑦𝑐,𝑑 − 𝑢𝑢𝑐𝑐,𝑑                          𝑐 = 1, … , 𝐶,        𝑑 = 1, … , 𝐷 

  

3) 

To determine the underutilization (UUWw,d) and overutilization (OUWw,d) of ward w on day d, the 
inequation below was introduced. To determine how many patients are on ward w on day d, k was  
introduced, where k = 0,…,K and K is the maximum LOS that has to be considered: 

𝑇𝑈𝑤,𝑑 − 𝑢𝑢𝑤𝑤,𝑑 ≤  ∑ ∑(𝐿𝑝,𝑤,𝑘  𝑥𝑝,𝑑−𝑘)

𝐾

𝑘=0

𝑃

𝑝=1

≤ 𝑇𝑈𝑤,𝑑 + 𝑜𝑢𝑤𝑤,𝑑                      𝑤 = 1, … , 𝑊,      𝑑 = 1, … , 𝐷 

  

4) 

In order to ensure that patient p can only be assigned to a day that a surgeon of sub-specialism c 
that can treat patient p is available, the following inequality was added:  

𝑥𝑝,𝑑  ≤ 𝐶𝑃𝑝,𝑐 𝑦𝑐,𝑑                                          𝑝 = 1, … , 𝑃      𝑐 = 1, … , 𝐶,      𝑑 = 1, … , 𝐷 

  

5) 

The number of OR blocks allocated to sub-specialism c on day d should always be smaller than or 
equal to the maximum number of OR block sub-specialism c can occupy on day d: 

𝑦𝑐,𝑑 ≤ 𝑀𝐶𝑐,𝑑                                                    𝑐 = 1, … , 𝐶,      𝑑 = 1, … , 𝐷 
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6) 

To ensure that the maximum amount of overtime is not exceeded, the following inequality is 
introduced. The number of OR-blocks sub-specialism c gets on day d is multiplied with the 
maximum overtime per OR-block. This multiplication should always be greater than or equal to the 
overtime of sub-specialism c on day d : 

𝑀𝑇 𝑦𝑐,𝑑 ≥ 𝑜𝑢𝑐𝑐,𝑑                                         𝑐 = 1, … , 𝐶,      𝑑 = 1, … , 𝐷 

  

7) 

To ensure that the total number of OR-blocks used on day d does not exceed the maximum number 
of OR-blocks available on day d, the following inequality was introduced:  

∑ 𝑦𝑐,𝑑 ≤ 𝑀𝑂𝑅𝑑

𝐶

𝑐=1

                                        𝑑 = 1, … , 𝐷 

  

8) 

To ensure that the maximum number of beds isn’t exceeded, the target utilization plus the over-
utilization of ward w on day d should be smaller than the maximum number of available beds on 
ward w on day d:  

𝑇𝑈𝑤,𝑑 + 𝑜𝑢𝑤𝑤,𝑑 ≤ 𝑀𝑊𝑤,𝑑                        𝑤 = 1, … , 𝑊,      𝑑 = 1, … , 𝐷 

  

9) 

The inequalities below were added to ensure that the underutilizations and the overutilizations 
are always greater than or equal to 0: 

𝑢𝑢𝑤𝑤,𝑑 ≥ 0,   𝑜𝑢𝑤𝑤,𝑑 ≥ 0,   𝑢𝑢𝑐𝑐,𝑑 ≥ 0,   𝑜𝑢𝑐𝑐,𝑑 ≥ 0,   𝑤 = 1, … , 𝑊,   𝑐 = 1, … , 𝐶,    𝑑 = 1, … , 𝐷 

 

9.3 Description of the group model 
The main goal of this research is to propose a model that can help in making the planning decisions for a 

longer time horizon. These decisions fall between operational and tactical planning and control level. 

Therefore, the individual model is adapted to handle such cases by grouping patients to obtain patient 

profiles. This group model makes use of patient groups and is on a higher tactical level than the individual 

model because no individual patients are considered. This model was used to generate the results for this 

research for several reasons. First of all, by having groups instead of individual patients the model 

consisted of fewer decision variables which was expected to require less computational power. Second, 

using patient groups instead of individual patients makes it easier to match the operational level to the 

tactical level. An advantage of having groups instead of individual patients on the tactical level is that 

there is still some freedom on the operational level to choose what patients to schedule on what day.  

 

The goal of the group model is to find the best OR schedule with regard to the usage of resources. The 

objective and constraints of the group model are similar to the individual model. The group model finds 

the mix of patient profiles for each day for which the resource utilization is as close to the predetermined 

target-utilization as possible whilst satisfying certain constraints. The output of the model is a schedule, 

in which it is specified for each day how many patients of each patient group should be operated on and 

how many OR blocks each sub-specialism gets. The resources for which the utilization is optimized are the 

available OR time of the sub-specialisms and the beds at the wards.  

The input for the model consists of a list of all the patient groups that must be considered among other 

things. Each group has a few properties: the expected duration of the surgery, the sub-specialism that has 

to perform the surgery, the ward that the patients will stay at after surgery, and the LOS distribution of 

the patients. Furthermore, it is defined how many patients of each group should be operated within the 

time horizon the model makes a schedule for.  
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9.3.1  Differences between the group model and the individual model 
As stated in the previous paragraph, the group model is similar to the individual model. However, there 

are some differences. The first significant difference has an impact on one of the entities: the patient. 

Since the patients are not considered individually anymore, the entity that will be considered for the group 

model will be the patient groups. For the group model, the set G which is indexed by g will represent the 

patient groups. This means that for all variables, parameters, constraints, and objectives where the entity 

‘patient’ is used, this entity will be changed to patient groups.  

The next difference between the model has to do with decision variable xp,d. For the individual model, this 

was a binary decision variable because each p denotes one individual patient that can only be scheduled 

once. For the group model this decision variable changes to xg,d which is an integer decision variable. This 

decision variable denotes the number of patients of group g that are operated on day d. Next, for the 

group model, an extra parameter NPg is introduced. Parameter NPp denotes the number of patients of 

group g that have to be scheduled within the time horizon. Furthermore, constraint 1 is different for the 

group model. This constraint is an aggregated version of the corresponding constraint in the individual 

model. Here, parameter NPg is used. The constraint ensures for each group that the total number of 

patients that is scheduled is equal to the number of patients that needs to be scheduled. For the group 

model, constraint 1 will be defined as: 

1 
∑ 𝑥𝑔,𝑑

𝐷

𝑑=1

= 𝑁𝑃𝑔                                           𝑔 = 1, … , 𝐺 

 

The final difference between the group- and the individual model is that the surgery times and the LOS of 

the individual patients is considered to be deterministic while the surgery times and the LOS of the groups 

is stochastic. The input of these parameters can be unique for each patient for the individual model. For 

the group model, these parameters are the expected value for all patients that belong to the group, but 

each individual patient in the group can deviate from this expected value. How the stochastics of the 

group model are dealt with is discussed in the next paragraph (paragraph 9.2.2). In table 21, all parameters 

and variables of the group model are shown.  

9.3.2  The empirically obtained parameters in the group model 
As stated in paragraph 9.1, integer programming has many benefits when it comes to solving scheduling 

problems. However, integer programming has one big shortcoming: numerical values have to be provided 

for each of the models’ parameters. This is no problem for models that only include known parameters 

like the individual MIQP model described above, for which all parameters are assumed to be known. 

Unfortunately, models that must solve real-world problems often include parameters of which the true 

values can take on different values (J.M. de Reu, 2007). For the group MIQP model, the parameters 

‘surgery time’ and ‘LOS’ are stochastic. Each group of patients has an expected surgery time and LOS, but 

the actual values of these parameters can vary for different patients that belong to the same group. 

Luckily, the empirical probability distributions of the unknown parameters can be estimated using the 

data of the Elkerliek. There are several ways to deal with stochastic parameters in integer programming. 

Some of these methods have been implemented in the model to find the best way to deal with stochastics 

for this research. In appendix F the findings of these implementations are shown. In the paragraphs below, 

it is explained how the stochastic surgery times and the stochastic LOS are dealt with in this research. It is 

also explained why certain choices are made. 
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Surgery times: Expected value 

For the stochastic surgery times, it has been chosen to make use of the expected value. This means that 

for the surgery time, the population variance is assumed to be 0. The advantage is that the QP stays 

deterministic and that the complexity of the model does not increase as fast as the number of groups is 

increased as it does for other methods like ‘chance constraints’ or ‘resource models’ (these methods are 

explained in appendix F). The biggest disadvantage of this method is that the risk of possibly using more 

time than is maximally available is not addressed. This could be partly solved by setting the expected 

values higher than the actual expected values or by doing a sensitivity analysis (Rue, 2007). 

There are several reasons for choosing to use the expected value for the surgery times of the groups. First 

of all, as stated above, when the number of groups increases, other methods that have been tested quickly 

become too big to solve. In order to apply these methods, the number of groups should remain quite low. 

This will mean that two patients within one group can possibly differ very much from each other which 

beats the purpose of having groups in the first place. For the Elkerliek and for the research itself, it will 

more insightful to have smaller, more detailed groups than to have big general groups so that the groups 

denote specific patient types. In addition to that, having bigger groups with a bigger range of surgery times 

increases the uncertainty that the model will have to deal with.  

The second reason for using expected surgery times is the fact that the model is created on the tactical 

level. In a research by Adan et al. (2008) that has a similar goal and model as this research, using a 

deterministic surgery time is justified because the surgery durations are used to determine the number 

of surgeries of each group that is scheduled per day and with that the expected demand for the OR for 

each day. The further specify that the expected duration suffices because they are not interested in the 

overrunning of surgeries at the operational level. The same holds for this research. The main goal is to 

find the best mix of patients for each day and to show how the OR schedule influences the occupation of 

the different wards. 

Feedback from the stakeholders on the expected value for the surgery time  

Finally, the issue of stochastic surgery times has been discussed with stakeholders at the Elkerliek. From 

this discussion, it came forward that the tactical surgical schedule is used by the planners as a guideline 

to schedule the patients. The main goal for the Elkerliek is to find out where the planners should focus on 

when creating a surgical schedule and where the biggest improvements can be made. It was also stated 

that it is difficult to fully align the operational level with the tactical level. Last-minute cancellations leading 

to underuse of the OR occur regularly for example. On the other side, it can also occur that emergency 

patients arrive at the hospital which can lead to cancelations of elective patients or overuse of the OR. 

Furthermore, the OR department is very flexible. In cases where surgeries take longer than expected, it is 

possible to use extra personnel or to switch patients on the schedule to make sure the maximum overtime 

is not exceeded. The operational schedule is made on predictions of the surgery times which on average 

deviate from the realised surgery times with 20 minutes (more on the quality of the predictions for the 

surgery time was given in chapter 7.3). To deal with possible deviations from the expected surgery time 

on the tactical level will have only a few benefits because the schedule at the operational level is still 

experiencing much uncertainty. 
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LOS: Empirical distribution 

For the uncertainty regarding the LOS, an empirical distribution for each patient group with an uncertain 

LOS will be created. For each ward and each day, the model sums the probabilities that patients who were 

operated k days ago occupy a bed.  

This method has been chosen because in the research by Adan et al. (2008) it was shown that using this 

method, the quality of the tactical surgical schedule will greatly increase. Below, the mathematical 

representation of the bed occupation on day d for ward w is shown. Parameter Lg,w,k denotes the 

probability that a patient of group g is still at ward w after k days after surgery and xg,d-k denotes the 

number of patients of group g that were operated on day d-k. The current day d is the same day as day d-

0 and day -1 is the same as day d-1.   

𝐵𝑒𝑑 𝑜𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛 𝑜𝑛 𝑑𝑎𝑦 𝑑 𝑓𝑜𝑟 𝑤𝑎𝑟𝑑 𝑤 = ∑ ∑(𝐿𝑔,𝑤,𝑘 𝑥𝑔,𝑑−𝑘)

𝐾

𝑘=0

𝐺

𝑔=1

                     

The empirical distribution of the LOS of all groups are shown in figure 9 and figure 10 in paragraph 8.4. 

Below in table 20, the empirical distributions of the LOS of two groups that make use of the same ward 

are shown in order to give a small example. Imagine that 1 patient of group 1 and one patient of group 2 

is operated on day 0. When no other patients are operated, the bed occupation on day 0 would be 2 beds. 

The bed occupation on day 1 would be 1,52 beds and the bed occupation on day 2 would be 0,06 beds.       

Table 20: Example empirical distribution LOS one patient group 

Probability of occupying a bed k days after surgery  

Group 
nr. 

k 

0 1 2 3 

1 100% 75% 0% 0% 

2 100% 77% 6% 0% 
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Table 21: Parameters and variables of the group model 

Parameter Description 

Tg The expected surgery duration of patients of group g 
Lg,w,k The probability that a patient of group g is still at ward w after k days after surgery 
CPg,c CPg,c = 1 when patients of group g are operated by sub-specialism c 

CPg,c = 0 otherwise 
MCc,d The maximum number of OR blocks specialist c can occupy on day d  
MORd Maximum number of OR blocks that can be filled on  day d 
MT Maximum overtime for every OR block in minutes 
MWw,d The maximum number of beds on ward w that can be occupied on day d 
TUw,d The target utilization (number of occupied beds) of ward w on day d 
Weightor   
Weightward 

The relative weight of resource “OR”  
The relative weight of resource “ward”  

NPg The number of patients of group g that have to  be scheduled within the time horizon 

  

Variable Description 

xg,d The number of patients of group g operated on day d 
yc,d The number of OR blocks specialist c uses on day d 
  
oucc,d Overutilization of specialist c on day d 
uucc,d Underutilization of specialist c on day d 
ouww,d Overutilization of ward w on day d 
uuww,d Underutilization of ward w on day d 

 

9.3.3 The objective function and constraints of the group model 

The objective function of the model is a minimization function. The function minimizes the sum of the 
over- and underusage of the OR for each sub-specialism and day, and the sum of the over- and 
underusage of the wards for each ward and each day. Both the sum of the over- and underusage of the 
OR time and the over- and underusage of the wards are squared. The reason for this is that it is more 
acceptable to have multiple days with a low deviation from the target values than to have one day with 
one large deviation from the target. For example, the model will choose an overuse of 1 bed for 3 days 
over an overuse of 3 beds for 1 day. The objective function looks as follows: 

𝑀𝐼𝑁:  𝑊𝑒𝑖𝑔ℎ𝑡𝑜𝑟 ∑ ∑(𝑢𝑢𝑐𝑐,𝑑 + 𝑜𝑢𝑐𝑐,𝑑)2

𝐷

𝑑=1

𝐶

𝑐=1

+ 𝑊𝑒𝑖𝑔ℎ𝑡𝑤𝑎𝑟𝑑 ∑ ∑(𝑢𝑢𝑤𝑤,𝑑 +  𝑜𝑢𝑤𝑤,𝑑)2

𝐷

𝑑=1

𝑊

𝑤=1

 

 

 

Now that the objective function and all parameters and variables are known, the constraints of the 
model are introduced below. For each of the constraints, the mathematical formulation and a short 
description of the constraint is given.  

 

1) 

For each group, the total number of patients that is scheduled should be equal to the total number 
of patients that needs to be scheduled. To ensure this, the following equation was introduced:  

∑ 𝑥𝑔,𝑑

𝐷

𝑑=1

= 𝑁𝑃𝑔,                                             𝑔 = 1, … , 𝐺 
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2) 

To denote the over- and the underutilization of the OR by sub-specialism c, variables OUCc,d, and 
UUCc,d are introduced. The target utilization of the OR is calculated by taking the number of OR 
blocks sub-specialism c has on day d and multiplying this number with the desired number of 
minutes that should be used for elective surgeries. A full OR-block has 240 minutes and for each 
OR-block 30 minutes should be left unused for switching times and the possibility of the arrival of 
emergency patients. which leaves 210 minutes. Then we get for the utilization of the specialists 

 210 𝑦𝑐,𝑑 + 𝑜𝑢𝑐𝑐,𝑑 ≥ ∑  𝑇𝑔 𝐶𝑃𝑔,𝑐  𝑥𝑔,𝑑

𝐺

𝑔=1

≥  210 𝑦𝑐,𝑑 − 𝑢𝑢𝑐𝑐,𝑑                         𝑐 = 1, … , 𝐶,      𝑑 = 1, … , 𝐷 

  

3) 

To determine the underutilization (UUWw,d) and over-utilization (OUWw,d) of ward w on day d, the 
inequation below is introduced. To determine how many patients a bed on ward w on day d, k is  
introduced, where k = 0,…,K and K is the maximum LOS that has to be considered: 

𝑇𝑈𝑤,𝑑 − 𝑢𝑢𝑤𝑤,𝑑 ≤  ∑ ∑(𝐿𝑔,𝑤,𝑘  𝑥𝑔,𝑑−𝑘)

𝐾

𝑘=0

𝐺

𝑔=1

≤ 𝑇𝑈𝑤,𝑑 + 𝑜𝑢𝑤𝑤,𝑑                      𝑤 = 1, … , 𝑊,      𝑑 = 1, … , 𝐷 

  

4) 

In order to ensure that a patient from group g can only be assigned to a day that a surgeon of sub-
specialism c that can treat this patient is available, the following inequality was added:  

𝑥𝑔,𝑑  ≤ 𝐶𝑃𝑔,𝑐 𝑦𝑐,𝑑                                            𝑔 = 1, … , 𝐺      𝑐 = 1, … , 𝐶,      𝑑 = 1, … , 𝐷 

  

5) 

The number of OR blocks a specialist c occupies on day d should always be smaller than or equal 
to the maximum number of OR block a specialist c can occupy on day d: 

𝑦𝑐,𝑑 ≤ 𝑀𝐶𝑐,𝑑                                                    𝑐 = 1, … , 𝐶,      𝑑 = 1, … , 𝐷 

  

6) 

To ensure that the maximum amount of overtime is not exceeded the following inequality was 
introduced. The number of OR blocks sub-specialism c gets on day d is multiplied with the 
maximum overtime per OR block. This multiplication should always be greater than or equal to the 
overtime of specialist c on day d : 

𝑀𝑇 𝑦𝑐,𝑑 ≥ 𝑜𝑢𝑐𝑐,𝑑                                         𝑐 = 1, … , 𝐶,      𝑑 = 1, … , 𝐷 

  

7) 

To ensure that the total number of OR blocks used on day d does not exceed the maximum number 
of OR blocks available on day d, the following inequality was introduced:  

∑ 𝑦𝑐,𝑑 ≤ 𝑀𝑂𝑅𝑑

𝐶

𝑐=1

                                        𝑑 = 1, … , 𝐷 

  

8) 

To ensure that the maximum number of beds isn’t exceeded, the target utilization plus the over-
utilization of ward w on day d should be smaller than the maximum number of beds on ward w on 
day d:  

𝑇𝑈𝑤,𝑑 + 𝑜𝑢𝑤𝑤,𝑑 ≤ 𝑀𝑊𝑤,𝑑                        𝑤 = 1, … , 𝑊,      𝑑 = 1, … , 𝐷 

  

9) 

The inequalities below were added to ensure that the underutilization and the overutilization are 
always bigger than or equal to 0: 

𝑢𝑢𝑤𝑤,𝑑 ≥ 0,   𝑜𝑢𝑤𝑤,𝑑 ≥ 0,   𝑢𝑢𝑐𝑐,𝑑 ≥ 0,   𝑜𝑢𝑐𝑐,𝑑 ≥ 0,   𝑤 = 1, … , 𝑊,   𝑐 = 1, … , 𝐶,    𝑑 = 1, … , 𝐷 
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9.4 Verification and validation of the individual and group model 
Now that the models are defined, the validation and verification of the models are discussed in this 

paragraph. 

9.4.1 Verification 
The goal of verification of models is to evaluate if the model does what it is supposed to do (Thacker et 

al., 2004). The intention of the individual MIQP model is to find the mix of patients that should be operated 

on each day and the number of OR-blocks each sub-specialism uses on each day, for which the deviation 

from the target values is reduced as much as possible. For the group MIQP model, the intention of the 

model is the same, with the exception that it is not decided when each individual patient should be 

operated. The group model decides what the number of patients of each group that should be operated 

on each day should be. For both models, the intentions are met. The individual model shows what patients 

are operated on each day and what the number of OR-blocks for each sub-specialism on each day is that 

resulted in the lowest deviation from the target values. The group model shows the number of patients 

of each group that were operated on each day and what the number of OR-blocks for each sub-specialism 

on each day is that resulted in the lowest deviation from the target values. Since the verification step only 

looks at whether the intentions of the model are met, it can be concluded that the model is verified.  

9.4.2 Validation 
The goal of the validation is to evaluate if the model accurately represents reality from the perspective of 

the intended uses of the model (Thacker et al., 2004). This validation was done by having structural 

meetings with stakeholders at the Elkerliek, by comparing the output of the model with the actual 

performance of the Elkerliek and by changing parameters to see how the model behaves.  

During meetings with stakeholders at the Elkerliek, both the output of the individual model and the group 

model was discussed. From these meetings, it can be concluded that the model represents the reality as 

it was intended by the Elkerliek. There was an agreement to validate the model by actually using a tactical 

schedule created by the model. Unfortunately, due to circumstances, this validation has not been 

performed. However, the tactical schedule was created and discussed with the stakeholders. From this 

meeting, it can be concluded that the output of the model is useful and represents reality as it is intended.   

Next, the output of the models has been compared to the actual performance of the Elkerliek as suggested 

in the article by McCarl B.A. and Apland J. (1986). For this comparison, the total use of the OR and wards 

as predicted by the model has been compared with the actual use of the OR for the same period. On 

average, the model uses 1,64% more OR time than in reality. The ward usage was on average 0,36% higher 

for the model than it was in reality. Furthermore, it was checked whether the bed occupations did not 

exceed the maximum. There were never more beds occupied than the capacity of the wards at the 

Elkerliek. Finally, there were never more OR-blocks used for each day than possible.  

Finally, to validate whether the model behaves like it is supposed to, different parameters were tried for 

which the outcome was known. For example, the number of patients that should be operated on within 

the time horizon was put to 0. This resulted in no usage of the OR and wards and no OR-blocks being 

allocated to sub-specialisms. When the number of patients that had to be operated on within the same 

time horizon was increased, the model reached a point that it did no longer find feasible solutions. While 

increasing the number of patients the model did never use more resources than it was allowed to. When 

increasing and decreasing the number of available beds and OR-blocks the model behaved as expected 

too.    
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10 Performance of the model 
In this chapter, the performance of the model is discussed. The performance of the model was tested 

based on the runtime, the percentage of instances that were solved to optimality, and the optimality gap. 

Both the group model and the individual model were tested in the same way. This means that the 

performance of the two models can be compared to each other. In section 10.1 the setup of the different 

performance tests is discussed. In section 10.2 the results of the performance tests are explained.      

10.1 Setup of the performance tests 
In this section, the setups of the different performance tests are discussed. For both the individual model 

and the group model, instances were tested where the OR-block schedule was predetermined and where 

the OR-block schedule was defined by the model. This led to 4 different types of models that were used 

for the different performance tests: 

• Patients are considered individually, the OR-block schedule is predetermined 

• Patients are considered individually, the OR-block schedule is defined by the model 

• Patients are considered in groups, the OR-block schedule is predetermined 

• Patients are considered in groups, the OR-block schedule is defined by the model 

Having a predetermined OR-block schedule means that the decision variable ycd (number of OR-blocks 

allocated to sub-specialism c on day d) is changed to be an input parameter. The predetermined OR-block 

schedules used for the performance tests are created such that they closely match the actual OR-block 

schedules used by the Elkerliek. For this research, the performance of the model has been tested under 

different time horizons, under different runtimes, and under the relaxation of decision the variables. In 

paragraph 10.1.1 to 10.1.3, the setups of these tests are explained.  

10.1.1 Setup performance tests different time horizons 
In this paragraph, the setups of the tests regarding the different time horizons are explained. In table 22 

the different setups for the tests are shown. These tests were performed for each of the 4 models. For 

each of the tests, the following input parameters were predetermined: the number of instances 

considered, the time horizon, and the maximum runtime for each instance. The number of instances 

means for how many different configurations of the parameters the model will be run. The time horizon 

is the number of weeks for which the model tried to find a schedule per instance. Each instance ran until 

optimality was reached or till the maximum runtime was exceeded.  

Table 22: Setup of performance tests 1 to 4 

Performance test Number of 
instances  

Time horizon Max runtime per 
instance 

1 52 1 week  15 minutes 

2 52 2 weeks 15 minutes 

3 17 3 weeks 30 minutes 

4 12 4 weeks 60 minutes 
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For performance test 1, 52 different instances were used. Each instance consisted of a different week of 

the year. For performance test 2, 52 different instances were used. Each instance used the data of 2 

weeks. When one instance finished running, the data that was used for the next instance shifted one 

week. This means that the first instance used data from week 1 and week 2, the second instance used 

data from week 2 and week 3, and so on. Next, for performance test 3 a total of 17 instances were used. 

Since it becomes more and more difficult to solve the model when the number of weeks increases, it was 

chosen to increase the runtime and to lower the number of instances considered.  

For performance test 3, the first instance used data from weeks 1 to 3, the next instance used data from 

week 4 to 6, and so on. Finally, performance test 4 considered 12 instances of 4 weeks each. The maximum 

runtime per instance was once more increased. For each instance, data from a different month of the year 

was used. The total list of instances for performance tests 1 to 4 is shown in appendix G.   

For each of these performance tests, the performance of the model was stored. After all tests had been 

completed, it was possible to see what happens with the performance of the model when the time horizon 

(and with that the number of patients) increases. Furthermore, the differences between the performance 

of the operational and tactical model could be compared with each other. Finally, the outcomes of the 

tests where the model determines the OR-block schedule could be compared with the outcomes of the 

tests where the actual OR-block schedule is used.  

10.1.2: Setup performance tests different runtimes 
Next, the effect of the runtime was tested. For this test, a time horizon of 4 weeks was chosen. The 

maximum runtime of performance test 5 will be set to 30 minutes. The maximum runtime of performance 

test 6 will be set to 120 minutes. Both tests considered 6 different instances. The instances for each of 

these tests consisted of the same 6 months of the year. Performance tests 5 and 6 used all four types of 

models that are described above. In table 23, the setup of these tests is shown. The complete list of 

instances of performance tests 5 and 6 is shown in appendix G.  

Table 23: Setup of performance tests 5 and 6 

Performance test Number of 
instances  

Time horizon Max runtime per 
instance 

5 6 4 weeks 30 minutes 

6 6 4 weeks 120 minutes 

 

10.1.3: Setup performance test relaxation of variables  
Finally, the effect of the relaxation of the decision variables was tested. For this research, the decision 

variables of the group model are constrained to be integer. Relaxation of the decision variables means 

that the integrality constraints are removed, allowing the decision variables to be continuous. This 

changes the MIQP model into a QP model. In general, when the integer constraint is dropped, the model 

will be less complex to solve. (Agmon, 1954) 

  



46 
 

To test the effect of the relaxation of the decision variables, 2 performance tests were introduced. Both 

of these performance tests considered 12 different instances of 4 weeks each. For both tests, the 

maximum runtime was set to be 60 minutes. For performance test 7 only decision variable xgd was relaxed. 

For performance test 8, the relaxed decision variables are xgd and ycd. This means that for this performance 

test, the decision variable that denotes the number of patients of group g that are operated on day d and 

the decision variable that denotes the number of OR-blocks that are assigned to sub-specialism c on day 

d are relaxed. In table 24, an overview of performance tests 7 and 8 is shown. In appendix G, the total list 

of instances considered for performance tests 7 and 8 is shown. The relaxation of decision variables has 

only been tested on the group model. Relaxation of the decision variables of the individual model was not 

possible because the decision variables are binary. Allowing a fractionizing of these binary variables lead 

to schedules that cannot be translated to realistic schedules. For performance test 8, only the group model 

without a predetermined OR-block was used because the group model with a predetermined OR-block 

schedule does not include decision variable ygd. For performance test 7, both group models were used.  

Table 24: Setup performance test 7 and 8 

Performance test Number of 
instances  

Time horizon Max runtime per 
instance 

Relaxed decision 
variables 

7 12 4 weeks 60 minutes xgd, 

8 12 4 weeks 60 minutes xgd, ycd 

 

For both tests, the performance measures of the model were stored. The decision variables that the model 

put out were rounded to the nearest integer number. These rounded decision variables were used to 

evaluate the quality of the schedules generated by the relaxed models.  

10.2 Results of the performance test 
After running the performance tests as described above, the output was analysed. In this section, the 

results and the conclusions regarding the performance of the models are discussed. In paragraph 10.2.1, 

the performance of the individual model is compared with the performance of the group model. In 

paragraph 10.2.2, the performance of the models under different time horizons is discussed. In paragraph 

10.2.3, the performance of models with predetermined OR-block schedules is compared to the 

performance of models with an OR-block schedule that is determined by the model. The performance of 

the models under different runtimes is discussed in paragraph 10.2.4. Finally, in chapter 10.2.5, the effect 

the relaxation of decision variables has is discussed.  

10.2.2 Performance of the individual model versus the group model 
The first comparison that is made is the comparison of the individual model with the group model. The 

expectations before testing were that the group model would perform better than the individual model 

in terms of runtime. This means that it was expected that the gap towards optimality would be smaller 

for the group model compared to the individual model when both models are run the same amount of 

time. In order to keep the comparison of results fair, the results of the group model and the individual 

model for which the OR-block schedules were predetermined were only compared to each other. 

Consequently, the results of the group model and the individual model were the models determined the 

OR-block schedules were only compared to each other. This was done to make sure that the differences 

in results were the result of considering groups or individual patients.  
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Below in table 25 and table 26, the results of performance tests 1 to 4 are shown such that an easy 

comparison can be made between the group model and the individual model. In table 25 the results of 

the models with predetermined OR-schedules are represented. In table 26 the results of models with OR-

block schedules that were defined by the models are shown.  

Table 25: Results of performance test 1 to 4 for the group- and individual model with predetermined OR-block schedules  

Predetermined OR-block schedule 

Performance 
test 

Runtime 
Percentage solved to 

optimality 
Optimality gap 

Group Individual  Group Individual  Group Individual  

1 (1 week) 0,6 seconds 7,65 min 98,08% 59,62% 0,0031% 0,017% 

2 (2 weeks) 14,31 min 14,74 min 5,77% 1,92% 0,78% 0,67% 

3 (3 weeks) 30,00 min 30,00 min 0,00% 0,00% 1,52% 1,90% 

4 (4 weeks) 60,00 min 60,00 min 0,00% 0,00% 20,93% 26,97% 

 

Table 26: Results of performance test 1 to 4 for the group- and individual model with OR-block schedules defined by the model 

OR-block schedule determined by the model 

Performance 
test 

Runtime 
Percentage solved to 

optimality 
Optimality gap 

Group Individual  Group Individual  Group Individual  

1 (1 week) 8,34 min 15,00 min 65,38% 0,00% 5,24% 18,85% 

2 (2 weeks) 15,00 min 15,00 min 0,00% 0,00% 23,34% 46,48% 

3 (3 weeks) 30,00 min 30,00 min 0,00% 0,00% 24,94% 84,67% 

4 (4 weeks) 60,00 min 60,00 min 0,00% 0,00% 77,36% 94,38% 

 

From the results presented in the tables above, it can be concluded that the group model does indeed 

perform better than the individual model based on runtime and optimality gap. Overall, the group model 

found optimal solutions more often than the individual model. Furthermore, the average optimality gap 

of the group model is lower for all but one performance tests. The individual model only has a lower 

optimality gap for the performance test where the time horizon was 2 weeks and the OR-block schedule 

was predetermined. Only the runtime of the performance tests that considered a time horizon of 1 week 

can be compared since the other performance tests were stopped at the maximum runtime. For these 

performance tests, the runtime of the group model was significantly lower.  

10.2.3 Performance under different time horizons 
The second comparison is made based on the different time horizons considered. The expectations before 

running the performance test were that the complexity of the model would exponentially increase when 

the time horizon increased. To keep the comparison of the results fair, results are only compared when 

they are generated by the same model (group or individual) and under the same OR-block allocation policy 

(predetermined or defined by the model). This to make sure that differences are only due to changes in 

the time horizon. The results that are represented in tables 25 and 26 were also used to find the 

performance of the model under different time horizons. 
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First of all, it should be noted that the maximum runtimes of performance tests with a larger time horizon 

are increased. Regardless of the longer runtime, no case has occurred where the average optimality gap 

of a performance test is lower than a performance test that had a shorter time horizon. Looking at the 

results it can be concluded that the complexity of the model rapidly increases when the time horizon 

increases. When a short time horizon is considered, the average optimality gap is fairly low after a runtime 

of only 15 minutes. When the time horizon is increased to 4 weeks, the average optimality gap is 

significantly higher even though the runtime was increased to 1 hour.  

10.2.4 Performance of models with predetermined OR-block schedules versus models with OR-

block schedule determined by the model 
Thirdly, the performance of models where the OR-block schedule was predetermined was compared with 

the performance of the models that defined the OR-block schedule themselves. To keep the comparison 

of the results fair, the results of the performance tests using the same type of model (group or individual) 

and the same time horizon are compared. This to ensure that the differences in results are due to the OR-

block scheduling policies. The expectations before running were that the models that had to define the 

OR-blocks themselves would have a higher complexity leading to a longer runtime or a bigger optimality 

gap.  

Below in table 27 and table 28, the results of performance tests 1 to 4 are shown such that an easy 

comparison can be made between the models with predetermined OR-block schedules and models that 

defined the OR-block schedule too. In table 27 the results of the group models are shown. In table 28 the 

results of the individual models are shown.  

Table 27: Results of performance test 1 to 4 for the group model under different OR-scheduling policies 

Group model  

Performance 
test 

Runtime 
Percentage solved to 

optimality 
Optimality gap 

Predetermined 
Defined by the 

model 
Predetermined 

Defined by the 
model 

Predetermined 
Defined by the 

model 

1 (1 week) 0,6 seconds 8,34 min 98,08% 65,38% 0,0031% 5,24% 

2 (2 weeks) 14,31 min 15,00 min 5,77% 0,00% 0,78% 23,34% 

3 (3 weeks) 30,00 min 30,00 min 0,00% 0,00% 1,52% 24,94% 

4 (4 weeks) 60,00 min 60,00 min 0,00% 0,00% 20,93% 77,36% 

 

Table 28: Results of performance test 1 to 4 for the individual model under different OR-scheduling policies  

Individual model  

Performance 
test 

Runtime 
Percentage solved to 

optimality 
Optimality gap 

Predetermined 
Defined by the 

model 
Predetermined 

Defined by the 
model 

Predetermined 
Defined by the 

model 

1 (1 week) 7,65 min 15,00 min 59,62% 0,00% 0,017% 18,85% 

2 (2 weeks) 14,74 min 15,00 min 1,92% 0,00% 0,67% 46,48% 

3 (3 weeks) 30,00 min 30,00 min 0,00% 0,00% 1,90% 84,67% 

4 (4 weeks) 60,00 min 60,00 min 0,00% 0,00% 26,97% 94,38% 
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From the results of the performance tests, it can be concluded that having the model determine the OR-

block schedule greatly increases the complexity of the model. In almost all cases, the average optimality 

gap had more than quadrupled when the model had to determine the OR-block schedule. For the group 

model, the inclusion of creating the OR-block schedule seems to be manageable. For the individual model, 

it seems that creating the OR-block model becomes too complex when all patients are considered 

individually. Even when only 1 week is considered, the performance test resulted in an average optimality 

gap of almost 20% while the average optimality gap for the same test was 0,017% when the OR-block 

schedule was predetermined. 

10.2.5 Performance under different runtimes 
Next, the effect of the runtime is discussed. The results of performance tests 4 to 6 are shown in the table 

below. Additionally, figure 12 was generated. From the results and the figure, it can be concluded that the 

biggest optimality gap occurs when the runtime is the shortest. This is as expected. Furthermore, it can 

be seen that the difference between the average optimality gap is greater between the performance tests 

with a runtime of 30 minutes and 60 minutes than between the performance tests with a runtime of 60 

minutes and 120 minutes. This means that it becomes increasingly difficult to minimize the optimality gap. 

Running the model for an extra hour only granted slight improvements. 

Table 29: Results of performance test 4 to 6 (comparison of runtimes) 

Group model with predetermined OR-block schedule 

Performance 
test 

Runtime Percentage solved to 
optimality 

Optimality gap 

Average SD Average SD 

4 (4 weeks) 60,00 min 0,00 min 0,00% 20,93% 5,53% 

5 (4 weeks) 30,00 min 0,00 min 0,00% 23,78% 6,12% 

6 (4 weeks) 120,00 min 0,00 min 0,00% 19,92% 2,46% 

Group model with OR-block schedule defined by the model 

Performance 
test 

Runtime Percentage solved to 
optimality 

Optimality gap 

Average SD Average SD 

4 (4 weeks) 60,00 min 0,00 min 0,00% 77,36% 8,86% 

5 (4 weeks) 30,00 min 0,00 min 0,00% 80,77% 5,37% 

6 (4 weeks) 120,00 min 0,00 min 0,00% 75,12% 4,48% 

Individual model with predetermined OR-block schedule 

Performance 
test 

Runtime Percentage solved to 
optimality 

Optimality gap 

Average SD Average SD 

4 (4 weeks) 60,00 min 0,00 min 0,00% 26,97% 2,81% 

5 (4 weeks) 30,00 min 0,00 min 0,00% 30,72% 4,98% 

6 (4 weeks) 120,00 min 0,00 min 0,00% 23,07% 3,91% 

Individual model with OR-block schedule defined by the model 

Performance 
test 

Runtime Percentage solved to 
optimality 

Optimality gap 

Average SD Average SD 

4 (4 weeks) 60,00 min 0,00 min 0,00% 94,38% 2,30% 

5 (4 weeks) 30,00 min 0,00 min 0,00% 96,68% 2,27% 

6 (4 weeks) 120,00 min 0,00 min 0,00% 93,46% 2,04% 
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Figure 12: The optimality gap as a function of runtime 

10.2.6 Performance under the relaxation of decision variables 
Finally, the effect of the relaxation of the decision variables has on the performance of the model is 

discussed. In table 30 and table 31 below, the results of performance tests 7 and 8 are shown. These 

results will be discussed in more detail in the section below.  

Table 30: Results of performance test 7 for the group model with predetermined OR-block schedules 

Group model, predetermined OR-block schedule  

Performance test 
Runtime Percentage solved 

to optimality 
Optimality GAP 

Average SD Average SD 

7 (time horizon 4 weeks) 0,08 seconds 0,012 seconds  100% 0% 0,00% 

 

Table 31: Results of performance test 7 for the group model with OR-block schedules defined by the model 

Group model, OR-block schedule defined by the model 

Performance test 
Runtime Percentage solved 

to optimality 
Optimality GAP 

Average SD Average SD 

7 (time horizon 4 weeks) 60,00 min  0,00 min 0,00% 26,01% 14,62% 

8 (time horizon 4 weeks) 0,14 seconds 0,001 seconds 100% 0,00% 0,00% 
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For the group model with a predetermined OR-block schedule, optimality is reached within a fraction of 

a second when decision variable xgd is relaxed. For this model, the quality of the schedules created for 

performance test 7 was quite good too. The average KPI scores are shown in table 32 below. The 

percentage of the available OR time that is used efficiently is on average 76%, which is only a slight 

reduction compared to the actual efficient use of available OR time. Furthermore, the average overtime 

per session is expected to be about 6,5 minutes which is an improvement over the current situation. The 

biggest improvements are found when looking at the bed occupation. On ward 1BC, the percentage of 

days that an extreme deviation from the target bed occupation occurred was on average 1,78%. For the 

other wards, no extreme deviations occurred. The average deviation from the target bed occupation in 

number of beds was on average 1,35 for ward 1BC, 0,40 for ward 2BC and 0,37 for ward 2D.  

Table 32: Average KPI scores for schedules created under performance test 7 by the group model with predetermined OR-block 
schedules 

Group model, predetermined OR-block schedule 

Performance 
test 

KPI 1: 
Effective use 
OR on 
average (%) 

KPI 2: Average 
overtime per 
OR-block  
(minutes) 

KPI 3: Percentage of 
days an extreme 
deviation occurred (%) 

KPI 4: Average 
deviation from the 
target (# beds) 

1BC 2BC 2D 1BC 2BC 2D 

7 76% 6,5  1,78% 0,00% 0,00% 1,35 0,40 0,37 

 

Next, the results of performance test 7 for the group model that defines the OR-block schedule itself are 

discussed. The decision variable ycd was restricted to be integer while the integrality constraint of decision 

variable xgd was relaxed. Under these configurations, the model did not solve to optimality for any of the 

instances within an hour. The average gap towards optimality after running for 1 hour was 26%. The 

quality of the schedules created was quite good. The average KPI scores for the schedules created for 

performance test 7 are shown in table 33 below. The percentage of the available OR-time that is used 

efficiently is on average 82% while the average overtime is 9,7 minutes per session. These are both 

improvements over the current situation. The bed occupation is improved too. On ward 1BC, the 

percentage of days that an extreme deviation from the target bed occupation occurred was on average 

4,22%. For the other wards, no extreme deviations occurred. The average deviation from the target bed 

occupation in number of beds was on average 1,79 for ward 1BC, 0,38 for ward 2BC and 0,62 for ward 2D. 

Table 33: Average KPI scores for schedules created under performance test 7  and under performance test 8 by the group model 
with OR-block schedules defined by the model 

Group model, OR-block schedule defined by the model 

Performance 
test 

KPI 1: 
Effective use 
OR on 
average (%) 

KPI 2: Average 
overtime per 
OR-block  
(minutes) 

KPI 3: Percentage of 
days an extreme 
deviation occurred (%) 

KPI 4: Average 
deviation from the 
target (# beds) 

1BC 2BC 2D 1BC 2BC 2D 

7 82% 9,7 4,22% 0,00% 0,00% 1,79% 0,38% 0,62% 

8 69% 13,85 1,98% 0,00% 0,00% 1,57 0,48% 0,38% 
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From the results of performance test 8, it can be concluded that relaxing decision variables xgd, and ycd 

leads to an enormous improvement with regard to the runtime of the model. With the relaxation of these 

variables, it only takes a fraction of a second to solve instances with a 4 week time horizon. However, 

based on the quality of the schedules created while running performance test 8, relaxing both decision 

variables is not recommendable. The average KPI scores for the schedules created for performance test 8 

are shown in table 33. The quality of the schedules created for performance test 8 in terms of bed 

occupation was quite good. On ward 1BC, the percentage of days that an extreme deviation from the 

target bed occupation occurred was on average 1,98%. For the other wards, no extreme deviations 

occurred. The average deviation from the target bed occupation in number of beds was on average 1,57 

for ward 1BC, 0,42 for ward 2BC and 0,38 for ward 2D. The costs of relaxing the decision variables are 

seen when the KPIs regarding the OR are evaluated. On average, only 69% of the available OR time was 

used which is a reduction of about 18% compared to the current situation. Furthermore, the average 

overtime per session is 13,85 minutes. While this does not seem very high, there are multiple days where 

the overuse of the OR exceeds the 30 minutes of overtime that is allowed.   

From the results of performance tests 7 and 8, several conclusions are drawn. By relaxing the decision 

variables, the runtime of the model can be greatly reduced. When one of the decision variables remains 

integer, the gap towards optimality is greatly reduced. Based on the quality of the schedules generated 

under the different setups, it can be concluded that relaxing decision variables is only recommended when 

the OR-block schedule is predetermined and when there is a need to find solutions fast. When the OR-

block schedule is predetermined and the decision variable xgd, is not relaxed, better schedules can be 

found, but this requires a longer runtime (as shown in paragraph 11.3 where scenario 2 is discussed).  
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11 Scenario analysis 
In this chapter, the different scenarios that were tested will be described and the corresponding results 

are presented. Different scenarios were created to test the effect of several scheduling policies on the 

quality of the tactical surgical schedule. For each scenario different input-parameters, decision variables 

or targets were used. Eventually, insightful information was gained by analysing the (near) optimal 

solutions for the different scenarios. The output of the model under the different scheduling policies was 

evaluated with the KPIs defined in chapter 7. By comparing the results of different scenarios, it was 

determined what ideally would be the best scheduling policy.  

Below in table 34, an overview of all scenarios is given. In this table it is also specified why a certain 

scenario is tested and what information can be gained by it. In paragraph 11.1 the general information for 

all scenarios is given. In paragraphs 11.2 to 11.7 each scenario is discussed in more detail. In these 

paragraphs, the input for the model will be described and the results are discussed. 

11.1: General information on the scenarios 
For each of the scenarios, it has been chosen to test the scheduling policy for 4 different months. The 

months are March 2019, August 2019, November 2018, and an ‘average month’ (based on all available 

data). August has been chosen because this is the month with the lowest resource occupation. March has 

been chosen because in this month there was a medium resource occupation. November has been chosen 

because in this month the resource occupation was high. Finally, by taking the averages number of 

patients for all patient groups over the year an average month has been created. This average month is 

used to see how the tactical surgical schedule should look like when all months would look the same. By 

testing the scenarios for these months, it can be seen how the model performs under different occupation 

levels. Furthermore, by testing multiple months, the results are more reliable than when only one month 

would have been considered.  

In table 35, the KPI scores for the months for which the scenarios will be tested are shown. These KPI 

scores will be referenced to as ‘the actual scores´ for the remainder of chapter 11. These KPI scores are 

based on the actual schedule used in these months by the Elkerliek. For KPI 1 and KPI 2, the expected 

surgery time has been used to generate the scores for these KPIs. These scores were based on the 

expected surgery times because the expected surgery times can differ from the actual surgery times and 

the arrival of emergency patients can increase overtime. Since schedules for the scenarios will be 

evaluated based on the expected surgery times too, it is only fair to evaluate the actual schedule in the 

same way. Because the LOS was not taken into consideration when creating the actual schedule, the 

actual LOS of the patients has been used to generate the scores for KPI 3 and KPI 4. The scores for KPI 1 

and KPI 2 when the expected surgery time is used to calculate them are shown in appendix H.  

Since the scheduling problem is complex to solve in terms of computational time, it has been chosen to 

run the model for at most 8 hours. Furthermore, the choice has been made to stop running the model 

when an optimality gap of 5% has been reached. These choices have been made because it would not be 

possible to run the model to completion for all 4 months for each of the 6 scenarios. Besides it taking too 

much time, finding a solution that is near the optimum or that significantly improves upon the current 

situation is good enough. For each of the scenarios, it will be stated for how long the model has run and 

what the achieved optimality gap was.  
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Table 34: Overview scenarios, descriptions, and goals 

Scenario 1 

Description: Only the OR usage will be optimized. The existing OR-block schedule will be used. 

Goal: To test how the optimal surgical schedule would look like for the OR without having to 
consider the bed occupation under the current OR-block schedule. This will be used as 
a baseline to compare other scenarios with.  

Scenario 2 

Description: Both the OR usage and the bed occupation at the wards will be optimized. The existing 
OR-block schedule will be used.   

Goal: To test how the optimal schedule would look like for both resources simultaneously 
under the current OR-block schedule.  

Scenario 3 

Description: Both the OR usage and the daily arrivals at each ward will be optimized. Instead of the 
bed occupation, the number of arrivals per day will be stabilized meaning that the LOS 
of patients will not be taken into consideration when creating the surgical schedule. The 
existing OR-block schedule will be used.  

Goal: To test the quality of schedules that are created without taking the LOS of patients into 
account. This scenario can be compared with scenario 2 to see how important it is to 
consider the LOS of patients.  

Scenario 4 

Description: Both the OR usage and the bed occupation of one big surgical ward will be optimized. 
Instead of considering each ward individually, one big ward is considered where all 
patients of the general surgery specialism go to.  The existing OR-block schedule will be 
used. 

Goal: To test the quality of schedules that can be created when one single ward is considered. 
This will be interesting for the Elkerliek since the Elkerliek is planning on creating one 
big surgical ward. 

Scenario 5 

Description: Both the OR usage and the bed occupation at the wards will be optimized. The model 
will determine how the OR-blocks that are allocated to the general surgery specialism 
are divided among the sub-specialisms. How many OR-blocks can be used by the general 
surgery specialism on each day will be according to the existing OR-block schedule.    

Goal: To test the quality of schedules that are created when the available OR-blocks are 
allocated to the sub-specialisms by the model. It will be interesting to test if the surgical 
schedule can improve in quality when the OR-blocks are scheduled with the OR usage 
and bed occupation in mind. 

Scenario 6 

Description: Both the OR usage and the bed occupation at the wards will be optimized. The model 
will be completely free to create the OR-block schedule. The only constraint with regard 
to the OR-block schedule is the number of operating rooms at the Elkerliek. 

Goal: To test how the quality of the surgical schedules will improve when the model is free to 
determine the OR-block schedule. It is expected that this scenario will result in the 
greatest overall improvement.  
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Table 35: KPI scores for the schedule that was actually used by the Elkerliek when the expected surgery times are considered 

 KPI 1: 
Effective use 
OR on 
average (%) 

KPI 2: Average 
overtime per 
OR-block  
(minutes) 

KPI 3: Percentage of 
days an extreme 
deviation occurred (%) 

KPI 4: Average 
deviation from the 
target (# beds) 

1BC 2BC 2D 1BC 2BC 2D 

March 81,2% 11,6 42% 16% 0% 3,48 1,87 1,06 

August 73,8% 8,32 9% 16% 3% 1,74 1,52 0,68 

November 81,1% 12,26 27% 16% 3% 2,33 1,53 1,30 

Average over 
the year 

77,8% 10,8 20% 23,5% 3% 2,21 1,88 1,10 

 

Finally, the set-up of the model will be described. For each of the scenarios parameters, decision variables, 

or objective functions are changed to test different scheduling policies. Here the input of the base-model 

will be given. For each scenario, the input will be the same as described here, unless stated otherwise. For 

each of the scenarios, it will be explicitly stated what changed with regard to the base-model to test the 

scenario. The decision variable for the base model is xg,d which stands for the number of patients of group 

g  operated on day d. The values for parameters Tg, Lg,w,k, and CPg,c will be the same as described in chapter 

8 for each group g. The maximum overtime allowed by the model, MT, will be set to 30 minutes. This 

value is chosen because when more than 30 minutes of overtime is used in a morning session, it overlaps 

with the afternoon session which is not allowed.  

When a scenario is used to create a schedule for a certain month. The actual number of patients of each 

group that has been operated on in that month is used as input for the model (parameter NPg). The same 

holds for the OR-block schedule. When the trauma sub-specialism used 2 OR blocks on August 10th in 

reality, this will also be the case for the model. The number of OR-blocks each sub-specialism gets will be 

an input parameter. This means that parameter MCc,d will be set to the number of OR-blocks used by sub-

specialism c on day d. Consequently, parameter MORd will be set to the number of OR-blocks used by the 

total general surgery specialism on day d. For the average month, the number of patients will be the 

average number of patients per month for each group. The OR-block schedule for the average month is 

created by taking the average number of OR-blocks each sub-specialism had for each day over the year.  

The maximum number of beds on ward w that can be occupied on day d (MWw,d) is set to be the total 

number of available beds at the Elkerliek. This means that for ward 1BC the maximum number of beds is 

40 throughout the week. For ward 2BC this number is 40 from Monday to Friday and 0 on Saturday and 

Sunday. Finally, for ward 2D the maximum number of beds is 23 from Monday to Saturday and 0 on 

Sunday.  Parameter TUw,d is chosen to be the sum of the LOS of all patients that go to ward w divided by 

the number of days that ward d is used. For example, when the sum of the LOS of all patients for ward 

1BC is 14 and the ward is used 7 days, TUw,d is equal to 2. The target for the ward is chosen this way in 

order to stabilize the bed usage over the time horizon. The final parameters are Weightor and Weightward. 

The weight of the OR is set to 1 and the weight of the ward is set to 0,75. This choice is made based on 

how the costs of 1 OR hour compares to the costs of having a patient occupy 1 bed. (The costs of running 

the OR for 1 hour at the Elkerliek is about €170,-. The cost of 1 nurse per hour is equal to about €26,-. 

However, a nurse can take care of multiple patients. On average it costs about €127,- to have a patient 

occupying a bed for 1 full day.)   
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11.2: Scenario 1 
For the first scenario, the model created tactical surgical schedules that only minimize the over- and 

underusage of the OR. The bed occupation at the different wards was not taken into account. This means 

that parameter Weightor was set to 1 and parameter Weightward was set to 0. Furthermore, the OR-block 

schedule was predetermined. This means that the actual OR block schedule for the months March, 

August, and November was used. For the ‘average month’ the OR-block schedule described in paragraph 

11.1  was used. It was expected for this scenario that the schedules created under this policy will have 

very good scores for KPI 1 and KPI 2. It was also expected that this policy leads to bad scores for KPI 3 and 

KPI 4.  

In table 36 the scores of the KPIs are shown for each of the months. As can be seen, the surgical schedules 

for all months resulted in a good score for KPI 1 and KPI 2. The effective usage of the ward was on average 

9,76% higher under the schedules created by the model than it was under the actually used schedules. 

The average overtime per OR-block had decreased with 5,2 minutes. Only looking at these KPI’s, the 

scheduling policy used for scenario 1 would yield a large improvement. However, the scheduling policy of 

scenario 1 led to disastrous scores for KPI 3 and KPI 4. For ward 1BC the percentage of days within the 

time horizon that an extreme deviation occurred increased with more than 20% on average. For ward 2BC 

this increase was 2% and for ward 2D this increase was close to 5%. Compared to the actual KPI scores, 

the average deviation from the target bed occupation increased too. The average deviation increased with 

1,64 beds for ward 1BC, 0,69 for ward 2BC and 0,62 for ward 2D. 

Table 36: KPI scores for the schedules found using the scheduling policy of scenario 1 

 KPI 1: 
Effective use 
OR on 
average (%) 

KPI 2: Average 
overtime per 
OR-block  
(minutes) 

KPI 3: Percentage of 
days an extreme 
deviation occurred (%) 

KPI 4: Average 
deviation from the 
target (# beds) 

1BC 2BC 2D 1BC 2BC 2D 

March 87,42% 7,26 53,6% 10,0% 0,0% 5,29 2,50 1,20 

August 87,38% 4,57 28,6% 25,0% 10,0% 3,06 2,20 1,39 

November 87,11% 7,09 42,9% 30,0% 10,0% 3,46 2,75 1,86 

Average month 87,38% 3,29 53,6% 15,0% 10,0% 4,52 2,10 2,17 

 

In table 37, the runtime of the model and the achieved optimality gap under scenario 1 are shown for 

each month. As can be seen, the scheduling policy for scenario 1 reached the target optimality gap faster 

than 8 hours. It was expected that the runtime for this scenario would be lower than the other scenarios 

because the model only takes the OR usage into account when creating a schedule.   

Table 37: Runtime and achieved optimality gap for scenario 1 

Month Runtime Optimality gap 

March 1 hour 28 minutes 4,89% 

August 56 minutes 4,87% 

November 1 hour 3 minutes 4,92% 

Average month 1 hour 50 minutes 4,77% 
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In figure 13 below, the expected occupations of the different wards for the schedules created under the 

policy used for scenario 1 are depicted for the average month (coloured dashes). In this figure, the target 

bed occupations are shown as well (black line). The figures depicting the expected bed occupations for 

the other months are shown in appendix I. The bed occupation for each of the tested months follows a 

similar pattern. When looking at the figures, it can be concluded that even though the policy used for 

scenario 1 improves upon the usage of the OR, this policy should not be implemented. The goal of this 

research was to find a way to reduce the variability of bed occupations. By creating a schedule that only 

optimizes the usage of the OR, the variability of the bed occupations only increases. However, what was 

learned from this scenario is what the optimal OR usage is. These results were used as a baseline to 

compare other scenarios with. When another scenario optimizes the usage of the ward as well as the 

usage of the OR, the results of scenario 1 can be used to see what the costs of considering the wards is in 

terms of OR efficiency. 

  
 

 

 

Figure 13: Target bed occupation (black line) versus realized bed occupancy (coloured dashes) for wards 1BC, 2BC and 2D for the 
schedule for the ‘average month’ created under the policy of scenario 1  

11.3: Scenario 2 
For the second scenario, the model created tactical surgical schedules that minimize the over- and 

underusage of both the OR as well as the wards. Furthermore, the OR-block schedule was predetermined. 

This means that the actual OR block schedule for the months March, August, and November were used. 

For the ‘average month’ the OR-block schedule described in paragraph 11.1  was used. For this scenario, 

the basic model as described in paragraph 11.1 was used without changes in any way. It was expected 

that the schedules created under the policy of scenario 2 would score lower for KPI 1 and KPI 2 than the 

schedules created for scenario 1. It is also expected that the scheduling policy used for scenario 2 leads to 

improved scores for KPI 3 and KPI 4 in comparison with both scenario 1 and the actual scores for these 

KPIs.  
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In table 38 the KPI scores for the schedules created under the scheduling policy of scenario 2 are shown. 

As expected, the scores for KPI 3 and KPI 4 were much better than the scores for these KPIs under scenario 

1 and the actual scores for these KPIs. It was unexpected that the scores for KPI 1 and KPI 2 were only 

slightly worse than the scores for these KPIs for scenario 1. This means that taking the wards into account 

does not lead to huge costs in terms of OR efficiency. The efficient use of the OR decreased by less than 

1% and the average overtime increased with less than 1 minute compared to scenario 1. Compared to the 

actual scores for these KPIs, the efficient use of the OR was increased with 9,52% on average. The average 

overtime per OR-block has decreased by almost 5 minutes on average. Based on the OR usage alone, 

scenario 2 is a big improvement upon the current situation. The biggest gain, however, was achieved for 

KPI 3 and KPI 4. There were almost no extreme deviations under the schedules created by the model when 

using the scheduling policy of scenario 2. Furthermore, the average deviation from the target bed 

occupation has decreased with 1,33 beds for ward 1BC, 1,30 beds for ward 2BC, and 0,40 beds for ward 

2D compared to the actual score.   

Table 38: KPI scores for the schedules found using the scheduling policy of scenario 2 

 KPI 1: 
Effective use 
OR on 
average (%) 

KPI 2: Average 
overtime per 
OR-block  
(minutes) 

KPI 3: Percentage of 
days an extreme 
deviation occurred (%) 

KPI 4: Average 
deviation from the  
target (# beds) 

1BC 2BC 2D 1BC 2BC 2D 

March 86,80% 7,35 3,6% 0,0% 0,0% 1,35 0,30 0,51 

August 87,26% 4,86 3,6% 5,0% 0,0% 1,18 0,92 0,74 

November 87,07% 7,34 0,0% 0,0% 0,0% 0,88 0,20 0,71 

Average month 87,21% 3,72 0,0% 0,0% 0,0% 1,03 0,20 0,57 

 

In table 39 the runtime of the model and the achieved optimality gap for scenario 2 are shown for each 

month. As can be seen, the scheduling policy for scenario 2 did not reach the target optimality gap within 

8 hours. It was expected that the runtime for this scenario would be higher than the runtime of scenario 

1, since the model had to take multiple resources into account and had to calculate the bed occupation 

for each day. Still, the achieved optimality gaps were between 10% and 25%, which is fairly good. The 

policy used for scenario 2 is actually the same policy as was used for the performance tests of the group 

model with predetermined OR-schedules (chapter 10). When the model was run for 2 hours, an average 

optimality gap of 19,92% was reached. The average optimality gap of scenario 2 was 17,78%. Running the 

model for 6 extra hours resulted in only a slight improvement. Considering that finding the absolute best 

schedule is not important, it would suffice to run the model for 2 hours only in order to generate results 

when the scheduling policy of scenario 2 is used. 

Table 39: Runtime and achieved optimality gap for scenario 2 

Month Runtime Optimality gap 

March 8 hour 15,60% 

August 8 hour 25,66% 

November 8 hour 10,71% 

Average month 8 hour 18,15% 
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In figure 14 below, the expected occupations of the different wards for the schedules created under the 

policy used for scenario 2 are depicted for the average month (coloured dashes). In this figure, the target 

bed occupations are shown as well (black line). The figures depicting the expected bed occupations for 

the other months are shown in appendix I. When looking at the figures it can be concluded that using the 

policy of scenario 2 greatly improved upon the current situation with regard to the bed occupation. It can 

be seen that for ward 2BC, the target occupation was nearly equal to the achieved occupation. This was 

due to the fact that this ward is the easiest to stabilize, since all patients only stay one day. Even though 

ward 1BC and 2D are harder to stabilize, under the scheduling policy of scenario 2 the occupation on these 

wards was close to the targets as well. What is noticeable from the figure depicting the occupations at 

ward 1BC is that a certain pattern emerged. On each Friday, a slight peak occurred. This increase was due 

to the model trying to ensure that there are enough patients to keep the occupation high enough during 

the weekends. Overall, the scheduling policy of scenario 2 showed great promise. It improved the OR 

usage whilst also stabilizing the occupation at the wards.  

 

 
 

 

 

 

Figure 14: Target occupation (black line) versus realized bed occupancy (coloured dashes) for wards 1BC, 2BC and 2D for the 
schedule created for the ‘average month’ under the scheduling policy of scenario 2 

11.4: Scenario 3  
For the third scenario, the model created tactical surgical schedules that minimized the over- and 

underusage of the OR whilst stabilizing the daily arrivals to each of the wards. This means that the LOS of 

patients was not taken into consideration by the model when generating the surgical schedule. The goal 

of the model with regard to the wards was to have the same number of patients entering the wards each 

day from Monday to Friday (since no elective surgeries are performed in the weekend, no new patients 

can enter the wards on Saturday and Sunday). Furthermore, the OR-block schedule was predetermined. 

Meaning that the actual OR block schedules for the months March, August, and November were used. For 

the ‘average month’ the OR-block schedule described in paragraph 11.1  was used.  
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For the model, two adaptions were made: The parameter Lg,w,k  was set to 1 when k = 0 and this parameter 

value was set to 0 otherwise. The second parameter that changed, was the target utilisation of the ward 

(TUw,d). This parameter was changed to denote the number of patients that should arrive each day to have 

the same number of arrivals at each day at each ward.  

It was expected for this scenario that the schedules created under this policy would score lower for KPI 1 

and KPI 2 then the schedules created for scenario 1. It was also expected that the scheduling policy of 

scenario 3 led to improved scores for KPI 3 and KPI 4 compared to the actual scores for these KPIs. 

However, a lower score for these KPIs was expected when compared with scenario 2. This scenario was 

interesting to run, because this scheduling policy is fairly easy to implement for the Elkerliek. When 

improvements are found this policy can easily be introduced. Furthermore, using this scenario, it was 

possible to test if it is actually necessary to take the LOS into account when creating schedules. 

In table 40 the KPI scores for the schedules created under the scheduling policy of scenario 3 are shown. 

Again, the scores for KPI 1 and KPI 2 were improved compared to the actual scores for these KPIs. 

Compared to the scores achieved by using the scheduling policy of scenario 1, the scheduling policy of 

scenario 3 performed only slightly worse based on these OR focused KPIs. Looking at the scores for KPI 3 

and KPI 4, an interesting observation could be made. For ward 1BC this scheduling policy led to bad scores 

for these KPIs. The percentage of days with extreme deviation from the target bed occupation increased 

with 7% compared to the current scores. Furthermore, the average deviation from the target bed 

occupation increased with about 1 bed for ward 1BC. Based on the scores for ward 1BC this scheduling 

policy seems to yield quite unfavourable results. However, using this scheduling policy, the KPI scores for 

wards 2BC and 2D greatly improved. This was due the fact that patients at these wards have a shorter 

LOS. Not taking the LOS into consideration has less of an effect for these wards. The percentage of days 

an extreme deviation occurred decreased to 0% for both ward 1BC and ward 2BC. The average deviation 

from the target bed occupation decreased with an average of 1,3 beds for ward 2BC and 0,37 for ward 

2D.  

Table 40: KPI scores for the schedules found using the scheduling policy of scenario 3 

 KPI 1: 
Effective use 
OR on 
average (%) 

KPI 2: Average 
overtime per 
OR-block  
(minutes) 

KPI 3: Percentage of 
days an extreme 
deviation occurred (%) 

KPI 4: Average 
deviation from the  
target (# beds) 

1BC 2BC 2D 1BC 2BC 2D 

March 86,40% 7,28 35,7% 0,0% 0,0% 3,69 0,40 0,47 

August 87,33% 4,69 39,3% 0,0% 0,0% 3,33 0,50 0,67 

November 87,18% 8,05 17,9% 0,0% 0,0% 2,43 0,50 0,79 

Average month 87,34% 3,42 35,7% 0,0% 0,0% 3,51 0,20 0,72 

 

In table 41 the runtime of the model and the achieved optimality gap under the scheduling policy of 

scenario 3 are shown for each month. As can be seen, the scheduling policy for scenario 3 reached the 

target optimality gap within the maximum runtime of 8 hours. Another advantage of this scheduling policy 

was found by looking at the runtime. Compared to scenario 2, the runtimes were way shorter. 
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Table 41: Runtime and achieved optimality gap for scenario 3 

Month Runtime Optimality gap 

March 1 hour 10 minutes 4,76% 

August 1 hour 2 minutes 4,89% 

November 49 minutes 4,99% 

Average month 53 minutes 4,84% 

 

In figure 15 below, the expected occupations of the different wards for the schedules created under the 

policy used for scenario 3 are depicted for the average month (coloured dashes). In this figure, the target 

bed occupations are shown as well (black line). The figures depicting the expected bed occupations for 

the other months are shown in appendix I. These figures show what is also described in table 40. The bed 

occupation of ward 2BC and 2D were very close to the target occupations whilst the occupation at ward 

1BC still varied heavily from day to day. However, a predictable pattern seemed to form for the occupation 

at ward 1BC. At the start of the week, the occupations were quite low and over the week the occupations 

increased till it reached its highpoint on Friday to once again decrease until Monday. Overall, the 

scheduling policy of scenario 3 seems to improve upon the current situation. The usage of the OR and the 

bed occupation at wards 2BC and 2D was greatly improved. For ward 1BC, this scheduling policy seems 

less useful. It seems that considering the LOS of patients is important for wards where patients stay for a 

longer amount of time. When the runtime of the model is not an issue, it would be better to create a 

surgical schedule under the scheduling policy of scenario 2, since better results were found under this 

policy. 

 

 
 

 

 

 

Figure 15: Target occupation (black line) versus realized bed occupancy (coloured dashes) for wards 1BC, 2BC and 2D for the 
schedule created for the ‘average month’ under the scheduling policy of scenario 3 
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11.5: Scenario 4  
For the fourth scenario, the model created tactical surgical schedules that minimized the over- and 

underusage for both the OR and the wards. This is the same scheduling policy as the one used for scenario 

2. The difference between these scenarios is that for scenario 4 all wards were combined into one big 

surgical ward. Furthermore, the OR-block schedule was predetermined. Meaning that the actual OR block 

schedules for the months March, August and, November were used. For the ‘average month’ the OR-block 

schedule described in paragraph 11.1 was used. For the model, all parameters that have to do with the 

ward changed. The parameter MWw,d (maximum bed occupation for ward w on day d) changed to MWd 

because only one ward was considered. The value for this parameter was set to be the sum of all available 

beds of wards 1BC, 2BC and, 2D. The parameter TUw,d changed to TUd because only one ward was 

considered. The value for this parameter was set to be the sum of the LOS of all patients, divided by the 

number of days in the time horizon.  

This scenario was created to see what happens when all patients start going to one single ward instead of 

several wards. This scenario is currently being implemented in the Elkerliek. Since the same scheduling 

policy was used as in scenario 2, similar scores for the KPIs are expected.  

In table 42, the KPI scores for the schedules created under the scheduling policy of scenario 4 are shown. 

The scores for KPI 1 and KPI 2 were very similar to the ones of scenario 2, as expected. Again, the scores 

for these KPIs were only slightly worse than the ones under the scheduling policy of scenario 1. Comparing 

the scores for KPI 3 and KPI 4 of this scenario with the scores of other scenarios is a bit difficult, since 

these scenarios consider only one big surgical ward. Overall, the scores for KPI 3 and KPI 4 as shown in 

table 42 seem quite good. Considering that all patients were considered in this single ward, an average 

deviation from the target bed occupation of 1,46 seems not to much. The percentage of days in which an 

extreme deviation occurred has decreases significantly compared to the current score for this KPI. 

Furthermore, as can be seen in figure 16 below, all these extreme deviations occurred during the 

weekend.  

Table 42: KPI scores for the schedules found using the scheduling policy of scenario 4 

 KPI 1: Effective 
use OR on 
average (%) 

KPI 2: Average 
overtime per OR-
block  (minutes) 

KPI 3: Percentage of 
days an extreme 
deviation occurred (%) 

KPI 4: Average 
deviation from the  
target (# beds) 

Surgical ward Surgical ward 

March 87,37% 7,33 7,1% 1,94 

August 87,33% 4,69 7,1% 1,69 

November 87,15% 7,11 0,0% 0,68 

Average month 87,19% 3,74  10,7% 1,56 

 

In table 43 the runtime of the model and the achieved optimality gap under the scheduling policy of 

scenario 4 are shown for each month. As can be seen, the scheduling policy for scenario 4 did not reach 

the predetermined optimality gap in most of the cases. Especially the average month seemed difficult to 

create a surgical schedule for. However, this scenario seems more easily solvable than scenario 2 because 

the achieved optimality gaps were lower for this scenario within 8 hours than the ones for scenario 2. This 

is probably due to the fact that fewer wards need to be considered.  
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Table 43: Runtime and achieved optimality gap for scenario 4 

Month Runtime Optimality gap 

March 8 hours 10,11% 

August 8 hours 10,28% 

November 7 hours 17 minutes 04,92% 

Average month 8 hours 38,03% 

 

In figure 16 below, the expected occupations of the different wards for the schedules created under the 

policy used for scenario 4 are depicted for each of the 4 months considered (red dashes). In this figure, 

the target bed occupations are shown as well (black line). As described above, the extreme deviations 

consisted purely of dips in the weekends. Apart from these points, the bed occupation seemed quite 

stable from Mondays to Fridays. By running this scenario, it was found that it would be better to set a 

lower target bed occupation during the weekends when only one ward is considered. Furthermore, it was 

shown that when considering one big ward, the tactical surgical schedule can still help in stabilizing the 

bed occupancy rate. 

   

  
 

  
Figure 16: Target occupation (black line) versus realized bed occupancy (coloured dashes) for wards 1BC, 2BC and 2D for the 
schedule created for the months March, August, November and the ‘average month’ under the scheduling policy of scenario 4 
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11.6: Scenario 5 
For the fifth scenario, the model created tactical surgical schedules that minimized the over- and 

underusage for both the OR and the wards. What was different for this scenario is that the allocation of 

OR-blocks amongst the different sub-specialisms was determined by the model. The number of OR-blocks 

available for the sub-specialisms combined was still the same as for the actual OR block schedules. What 

changed for the model is that decision variable yc,d was introduced. This variable denotes the number of 

OR-blocks sub-specialism c gets on day d. For this scenario, MORd does not change from the actual 

schedules used by the Elkerliek. This means that only the allocation of OR-blocks amongst the sub-

specialisms was changed by the model. This scenario was created to see what happens when the OR-block 

allocation is no longer based on the preferences of the surgeons themselves, but based on what is best 

for the resource usage. Since the model got more freedom to schedule the patients, it was expected to 

see an improvement for all KPIs compared to scenario 2. 

In table 44, the KPI scores for the schedules created under the scheduling policy of scenario 5 are shown. 

The scores for KPI 1 were quite similar to the scores for scenario 2. Compared to scenario 1, the scores for 

KPI 1 were slightly lower. Surprisingly, the scheduling policy of scenario 5 outperformed all policies of the 

first 4 scenarios. On average, the overtime for scenario 5 was 3 minutes lower compared to scenario 1. 

This is surprising because, for scenario 1, only the OR was taken into consideration and for scenario 5 the 

ward usage was optimized too. Scenario 5 scored the same on KPI 3 as scenario 2 did. This means that 

there was a significant improvement over the current situation with regard to extreme deviations from 

the target bed occupation. Scenario 5 and scenario 2 both scored about the same for KPI 4. The main gain 

of having the model decide what sub-specialism can use what OR-block, was unexpectedly seen in the 

usage of the OR. 

Table 44: KPI scores for the schedules found using the scheduling policy of scenario 5 

 KPI 1: 
Effective use 
OR on 
average (%) 

KPI 2: Average 
overtime per 
OR-block 
(minutes) 

KPI 3: Percentage of 
days an extreme 
deviation occurred (%) 

KPI 4: Average 
deviation from the  
target (# beds) 

1BC 2BC 2D 1BC 2BC 2D 

March 86,92% 1,33 3,6% 0,0% 0,0% 1,02 0,50 0,51 

August 87,28% 3,40 3,6% 5,0% 0,0% 1,35 1,00 0,88 

November 86,80% 1,27 0,0% 0,0% 0,0% 0,63 0,25 0,71 

Average month 87,04% 4,11 0,0% 0,0% 0,0% 1,07 0,10 0,47 

 

In table 45 the runtime of the model and the achieved optimality gap under the scheduling policy of 

scenario 5 are shown for each month. As can be seen, the scheduling policy for scenario 5 did not reach 

the predetermined optimality gap within 8 hours. The optimality gap was still quite large after running 

the model for 8 hours. This was as expected since the model had a second decision variable. 

Table 45: Runtime and achieved optimality gap for scenario 5 

Month Runtime Optimality gap 

March 8 hours 54,36% 

Augusts 8 hours 66,50% 

November 8 hours 87,60% 

Average 8 hours 72,83% 
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In figure 17 below, the expected occupations of the different wards for the schedules created under the 

policy used for scenario 3 are depicted for the average month (coloured dashes). In this figure, the target 

bed occupations are shown as well (black line). The figures depicting the expected bed occupations for 

the other months are shown in appendix I. What can be seen in these figures is that the bed occupation 

under scenario 5’s policy was very similar to the bed occupation for the schedules created for scenario 2. 

Letting the model decide what sub-specialism can use what available OR-block had a lower impact on the 

ward usage as expected. Changing the entire way the OR-blocks are divided among sub-specialism for this 

slight improvement does not seem worth it.  

 

  
 

 

 

Figure 17: Target occupation (black line) versus realized bed occupancy (coloured dashes) for wards 1BC, 2BC and 2D for the 
schedule created for the ‘average month’ under the scheduling policy of scenario 5 

 

11.7: Scenario 6 
For the sixth and final scenario, the model created tactical surgical schedules that minimized the over- 

and underusage for both the OR and the ward. However, for this scenario, the allocation of OR-blocks 

amongst the different sub-specialisms was determined by the model. For scenario 5, this OR-block 

allocation was restricted by the number of OR-blocks that was available for the general surgery specialism 

on each day. For this scenario, the model was completely free to allocate OR-blocks to the sub-specialisms. 

The only restriction with regard to the OR-block allocation was the maximum number of ORs and surgeons 

that are available at the Elkerliek (meaning that Saturday and Sunday still no surgery can take place for 

example). What changed compared to the basic model is that variable yc,d was introduced. This variable 

denotes the number of OR-blocks sub-specialism c gets on day d. Furthermore, parameter MCc,d was set 

to be equal to the total number of OR-blocks that all surgeons of sub-specialism c can fill for each day d. 

For this scenario, MORd was set to the maximum number of OR-blocks that is available on day d. For the 

Elkerliek MORd was set to 16, since 8 rooms are divided into 2 OR-blocks for each day.  
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This scenario was created to see what would be the best possible tactical surgical schedule that can be 

achieved based on the resource usage. Because the model gets complete freedom to allocate OR-blocks 

and patients to each day it was expected that the best scores for the KPIs will be found under the 

scheduling policy of this scenario. 

In table 46, the KPI scores for the schedules created under the scheduling policy of scenario 6 are shown. 

The results for KPI 1 were decreased by 1,26% compared to the scores achieved for scenario 1. Still, 

scenario 6 shows a huge improvement compared to the actual scores. KPI 2 is the first KPI for which a big 

improvement was found. The average overtime per OR-block under the scheduling policy of scenario 6 

was the lowest of all scenarios. The average overtime per OR-block was lower than 20 seconds for each 

of the months that were tested. This was not only a huge improvement over the actual average overtime, 

but also a big improvement over the average overtime achieved under the scheduling policy of scenario 

1. Under the scheduling policy of scenario 6, there were no extreme deviations from the target bed 

occupation. This means that with regard to this KPI, the absolute optimum was reached. For KPI 4, the 

scheduling policy used for scenario 6 outperformed all other scheduling policies too. The average 

deviation from the target bed occupation was less than 1 bed in all cases. Based on the scores for the KPIs 

it would be best to create a surgical schedule under the policy used for scenario 6.   

Table 46: KPI scores for the schedules found using the scheduling policy of scenario 6 

 KPI 1: 
Effective use 
OR on 
average (%) 

KPI 2: Average 
overtime per 
OR-block 
(minutes) 

KPI 3: Percentage of 
days an extreme 
deviation occurred (%) 

KPI 4: Average 
deviation from the  
target (# beds) 

1BC 2BC 2D 1BC 2BC 2D 

March 86,43% 0,24 0,0% 0,0% 0,0% 0,84 0,10 0,45 

August 86,38% 0,15 0,0% 0,0% 0,0% 0,84 0,10 0,54 

November 85,52% 0,11 0,0% 0,0% 0,0% 0,72 0,15 0,67 

Average month 85,80% 0,22 0,0% 0,0% 0,0% 0,93 0,20 0,46 

 

In table 47 the runtime of the model and the achieved optimality gap under the scheduling policy of 

scenario 6 are shown for each month. As can be seen, the scheduling policy for scenario 6 did not reach 

the predetermined optimality gap within 8 hours. The optimality gap was still quite large after running 

the model for 8 hours. However, this was expected since the model had very many decision variables and 

a big feasible region to consider. Even though the optimality gaps were quite large, the results after 

running the model were quite good.  

The configurations of the model used for scenario 6 were the same as for the performance tests of the 

group model with OR-block schedules defined by the model (chapter 10). The average optimality gap of 

this model after a runtime of 2 hours was 75,12%. Running the model for 8 hours for the months 

considered for scenario 6 resulted in an average optimality gap of 76.38%. This average score is actually 

higher than the average score achieved in 2 hours. This is possible because for the performance test, more 

months were tested. The months that were considered for scenario 6 appear to be the more complex 

iterations. These results suggest that running the model for 2 hours will suffice. 
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Table 47: : Runtime and achieved optimality gap for scenario 6 

Month Runtime Optimality gap 

March 8 hours 76,35% 

Augusts 8 hours 72,01% 

November 8 hours 82,83% 

Average 8 hours 74,34% 

 

In figure 18 below, the expected occupations of the different wards for the schedules created under the 

policy used for scenario 3 are depicted for the average month (coloured dashes). In this figure, the target 

bed occupations are shown as well (black line). The figures depicting the expected bed occupations for 

the other months are shown in appendix I. In figure 18, it can clearly be seen that the achieved bed 

occupations were very close to the target occupations for each of the wards. Just like the scores for KPI 3 

denoted, there were no big peaks or dips in demand to be seen. For both the usage of the OR and the 

usage of the wards, the scheduling policy under scenario 6 yielded the best results. However, to achieve 

these results, the current way of creating the master surgical schedule and the current way of allocating 

OR-blocks to specialists has to be adapted. What scenario 6 shows is that there is still room for 

improvement and that the surgeries can be scheduled on the tactical level in such a way that the usage of 

both OR and wards can be aligned with each other.   

 

  
 

 

 

Figure 18: Target occupation (black line) versus realized bed occupancy (coloured dashes) for wards 1BC, 2BC and 2D for the 
schedule created for the ‘average month’ under the scheduling policy of scenario 6 
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12 Conclusions 
This research has been conducted to find an answer to the question: “How can statistical information on 

the provided datasets and the use of a MIQP model help the Elkerliek when developing a tactical surgical 

schedule for a selected department taking both the OR and the downstream resources at the wards into 

account?”. In this chapter, the conclusions are presented. At the end of this chapter, the research question 

will be answered.  

The first conclusion that can be drawn from this research is that it is beneficial to take the usage of the 

wards into account when creating an OR schedule. This follows from the results of scenario 1 and scenario 

2. Currently, the OR schedule is focused mainly on the OR usage, with downstream resources acting as 

constraints. In this research, it has been found that the OR usage under such a policy can only perform 

slightly better than a policy that takes the bed occupation at the different wards into account too. The 

difference in efficient OR usage between a policy where only the OR usage is taken into consideration and 

a policy where both resources are taken into account was less than 1%. The difference in average overtime 

per OR-block between these two policies was only 1 minute on average. Opposite to this, the difference 

in ward usage was significant. Under the policy that took the ward usage into account too, there were 

almost no days that there was a deviation from the target occupation of 4 or more beds. Under this policy, 

the average deviation from the target bed occupation has been greatly reduced too. For ward 1BC and 

ward 2D, the average deviation has more than halved. For ward 2BC, the average deviation has been 

reduced even more in most cases. In short, having a reduction of less than 1% of efficient use of OR time 

and an increase of 1 minute in overtime is a low price to pay for the big improvements that can be made 

for the ward usage.  

The second conclusion is based on the performance tests described in chapter 10. First of all, when the 

model is used to create schedules for a time horizon of 4 weeks, it would suffice to run the model for 

about 1 hour. Based on the performance tests it can be stated that running the model more than 1 hour 

leads to only minor improvements. Furthermore, it was found that the complexity of the model rapidly 

increases when individual patients are considered. It is suggested to only use the individual model for a 

time horizon of up to 2 weeks in order to find solutions that are close to the optimum. Next, having the 

model come up with an OR-block schedule increases the complexity of the model significantly. Finally, the 

quality of the schedules created when decision variables are relaxed is lower than when the decision 

variables are restricted to be integer However, the runtime of the model when the decision variables are 

relaxed is only a fraction of a second. When there is enough time, the decision variables should not be 

relaxed, but when time is of the essence, relaxing the decision variables can be helpful. Furthermore, 

when the OR-block schedule is defined by the model, relaxing the decision variables leads to very poor 

schedules. In conclusion, relaxation of the decision variables is only helpful when the OR-block schedule 

is known and a solution is needed fast.  

The third conclusion regards the consideration of the bed occupation by the model. There are several 

ways to consider the bed occupation. Three main distinctions can be made here. Firstly the bed 

occupation can be ignored altogether, like in scenario 1. Secondly, the bed occupation can be considered 

where the LOS of each patient is taken into account as well, as in scenario 2. Finally, the bed occupation 

can be taken into account by stabilizing the number of new patients that enter the different wards each 

day, like in scenario 3.  
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Based on the analysis of the scenarios it can be concluded that for wards for short stay and day-care 

patients, it is good enough to only stabilize the arrivals at the wards. Even though using this method for 

the ward where patients stay for a longer duration works better than ignoring the bed occupation 

altogether, it is not optimal. For wards where patients can stay for a longer duration it is best to consider 

the LOS when creating an OR-schedule. This means that a scheduling policy as described in scenario 2 will 

result in the best resource usage.  

The fourth conclusion will be based on the results of scenario 4. For this scenario, only one big surgical 

ward was considered. Having all patients go to one big ward can have several benefits. First of all, it will 

be easier to adjust the personnel to the demand of the patients. Secondly, for one big ward, less spare 

capacity is needed as a safety net compared to several small wards. In terms of the results found for 

scenario 4, it can be concluded that it is difficult to keep the bed occupation stable for the entire week. In 

the weekends, dips in bed occupation occur because there are no surgeries. This is more of a problem for 

the big surgical ward than it is for ward 1BC because for the big surgical ward a large part of the patients 

are short stay and day-care patients. The advice here is to not try to keep the bed occupation high during 

the weekend, but to set a higher target occupation during workdays and a lower target occupation in the 

weekends. Another solution would be to start performing surgeries in the weekend.  

The fifth conclusion will be on the OR-block scheduling policy. Three different scenarios have been 

compared to gain insight into this topic. Firstly a scenario where the current OR-block schedule is used 

(scenario 2). Secondly, a scenario where the total number of OR-blocks available for the general surgery 

specialism on each day stays the same, but the distribution of these OR-blocks towards the different sub-

specialisms is defined by the model (scenario 5). And finally, a scenario where the model is only bound by 

the physical constraints of the hospital when creating an OR-block schedule (scenario 6). The absolute 

best results with regard to the OR usage as well as the bed occupation are found under the scheduling 

policy of scenario 6. For this scenario, no extreme deviations from the target bed occupation occurred. 

Furthermore, the average overtime per OR-block was reduced to almost 0 minutes. Scenario 5 performed 

only slightly better than scenario 2 based on OR usage and about the same as scenario 2 based on the bed 

occupation. In a situation where the general surgery specialism is the only specialism that makes use of 

the OR, scenario 6 would have been the best scenario to implement. However, other specialisms restrict 

the freedom to allocate OR-blocks. It is not realistic to expect the Elkerliek to implement this method. 

Looking at the differences between scenario 2 and scenario 5, having the model optimize the OR-block 

schedule bounded by the available OR-blocks for the general surgery specialism does not lead to the big 

improvement that was originally expected. It turns out that under the current OR-block allocation it is still 

possible to create a good tactical surgical schedule that takes both the OR and the usage of the wards into 

account.  

The main research question: “How can statistical information on the provided datasets and the use of a 

MIQP model help the Elkerliek when developing a tactical surgical schedule for a selected department 

taking both the OR and the downstream resources at the wards into account?” can be answered as 

follows: By retrieving statistical information on the provided datasets, it can be determined how the mix 

of patients that are operated on each day should look like. Furthermore, the best scheduling policy can 

be found by analysing the data and by using the model. Finally, it can be found what the expected results 

are of certain schedules so that the choice can be made to actually implement the schedule or to adapt it 

before implementing it. 
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13 Discussion 
In this chapter, three points will be discussed. First of all, the limitations of the research will be discussed 

in subsection 13.1. Next, the recommendations for the Elkerliek are discussed in subsection 13.2. Finally, 

in subsection 13.3 the recommendations for further research are discussed.  

13.1 Limitations of the research 
In this paragraph, the limitations of the research are described. First of all, this research does not take 

acute patients into account. When acute patients arrive at the Elkerliek it is possible that they need to be 

operated on a time that an elective patient was scheduled. The realization of the schedules found in this 

thesis is subjected to disturbances due to acute patients. Hence, the results are not directly applicable to 

operational decisions, but are supposed to provide helpful insights and to be a good starting point for the 

hospital. Furthermore, for the surgery times of the patient groups, the expected surgery times are used 

by the model. Creating a schedule for the OR always happens based on a predicted surgery time. In reality, 

these predicted times can vary quite a bit from the realised surgery times. For the LOS of the patient 

groups, the distribution of the LOS is used by the model. Still, it is possible that in reality patients stay 

longer or shorter than expected. Because of the uncertainty, it might be possible that the actually 

achieved results differ from the ones in this research. However, it is expected that this variation is not 

high.   

Another assumption made is that all surgeons of the same sub-specialism are equal. The only distinction 

that is made is based on the sub-specialism of the surgeons. When all patients have to be treated by a 

specific surgeon instead of a specific sub-specialism the model could have more trouble creating a good 

tactical schedule under the current OR-block schedule. What the model stabilizes is the number of 

patients that occupy a bed on a certain day. The model assumes the bed occupation to occur as discrete: 

a bed is either occupied or empty on a certain day. In reality, the bed occupations are not discrete. It is 

very much possible that a patient leaves the hospital early in the morning. When this happens, the model 

assumes a bed to be occupied for the entire day, while in reality, the bed will be empty for a big portion 

of the day. 

A final limitation of the research is that patients are considered to only go to one ward. In reality, patients 

can sometimes be transferred to different wards. For example, patients that stay at the short stay ward 

can be transferred to the clinical ward when the patient cannot be discharged before Sunday.  

13.2 Recommendations for the Elkerliek 
Based on this research several things can be recommended for the Elkerliek. First of all, the Elkerliek 

hospital should take the bed occupation into account when scheduling patients. The current practice of 

only optimising the OR occupancy leads to a bed occupation that is very variable. It has been proven that 

taking the bed occupation into account only results in a very small efficiency loss for the OR usage. In 

order to take the bed occupation into account, the models created for this research can be used as a 

helpful tool. It will be difficult to change the way the OR is scheduled overnight because it has to be learned 

how the bed occupation should be taken into consideration. The first step for the Elkerliek would be to 

consider integrated planning with some pilot cases. This way, the planners as well as the specialists and 

nurses can get used to the idea and the hospital can move slowly towards a better resource utilisation.  
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The second recommendation has to do with the patient mix each day. Currently, it often occurs that in an 

OR-block only one type of patient is scheduled which has bad consequences for the bed occupation. 

Looking at the solutions the model created, it can be concluded that it is better to have a diverse mix of 

patients that are operated each day. This mix should consist of patients with a different LOS that stay at 

different wards. To be able to create a good patient mix, OR planners should get more freedom to 

determine what patients should be operated on what day. This means that there should be fewer 

restrictions imposed on them about what types of patients should be scheduled on certain days. The more 

freedom there is to schedule patients, the easier it becomes to create good schedules. To generate more 

freedom it is recommended to allow patients to be scheduled in any OR-block allocated to a surgeon that 

can perform the patients’ surgery. This means that surgeons do not only treat ‘their own’ patients but 

that they can operate on all patients that they are competent for. Before implementing such actions, this 

should be communicated with the doctors as well.  

The final recommendation is to not change the way the OR-blocks are divided amongst specialisms and 

sub-specialisms. It has been found that there is some improvement possible when the model allocates 

the OR-blocks. However, the trouble that the Elkerliek has to go through to change the way the OR-blocks 

are divided outweighs the small improvements that can be made. Next to the inconvenience for the 

surgeons that will not operate on fixed days which means that the outpatient-sessions of the surgeons 

should also be scheduled differently, other specialisms also make use of the ORs. Under the current OR-

block schedule there are enough improvements possible.   

13.3 Recommendations for future research  
In this paragraph, some recommendations for future research will be given. First of all, since this research 

focusses on the tactical surgical schedule, a good next step would be to study how to go from this tactical 

schedule to an operational one. This means that also the acute patients should be considered. It can also 

be found what the effect is of having acute patients and what would be the best way to deal with the 

uncertainty that comes with them. Secondly, it would be interesting to study how the model used in this 

research can be used hospital-wide. For this research, only one specialism was considered. However, the 

beds at the wards are occupied by patients of different specialisms. It would be interesting to find out 

how all specialisms can be taken into account. It should be noted that when the number of specialisms 

considered increases, it is likely that the complexity of the model in terms of computational time increases 

too.   

Next, future research can be focused on better ways to deal with the stochastic parameters of the model. 

For the model, the expected surgery time and an empirical distribution of the LOS of patients are used. 

Both are still quite rough depictions of the reality. Finding patient-specific surgery time predictions and 

incorporating good-quality predictions into planning or scheduling algorithms is a promising follow-up 

topic of the current research. Similar to this, future research could be targeted towards the improvement 

of the expected surgery time and the expected LOS. Since schedules are created based on the predicted 

surgery time and LOS it will be beneficial for the quality of the schedule to improve the predictions.   
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Finally, the model is created to improve the usage of the OR and the bed occupation at different wards. 

What has not been taken into consideration is the happiness of the surgeons. It has a reason that they 

impose certain restrictions on the planners. Future research could see how the decisions made by the 

model influence the happiness of the surgeons and how good schedules can be made whilst keeping the 

surgeons happy. Surgeons prefer to operate on their ‘own’ patients for example. Checking how a good 

schedule can be made whilst keeping requests like this into account could be an interesting topic.  
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Appendix A: Features of the datasets  
 

Table 48: Features patient admission dataset 

Features patient admission dataset 
Category Data feature  Type  

 

 

 

 
 

 

 

 

 

Patient identification Patient number Categorical 

Admission number Categorical 

 
 

 

 
 

 

Length of stay (LOS) 

Date and time of admission Numerical – continuous  

Date and time of discharge Numerical – continuous 

Warm bed minutes Numerical – discrete  

Actual nursing days Numerical – discrete  

 
Patient location 

Department Categorical 

Room number Categorical 

Bed number Categorical 

 
Practitioner of the patient 

Practitioner code Categorical 

Specialism Categorical 

Sub-specialism Categorical 

 
 

 
 

 
 

Reason for admission 

Elective or acute Categorical 

Diagnosis code Categorical 

Diagnosis description Categorical 

Treatment description Categorical 

 
DBC code 

DBC code Categorical 

DBC start-date Numerical – continuous 

DBC end-date Numerical – continuous  

 
Patient personal information 

Date of birth Numerical – continuous  

Gender Categorical 

Postal code Categorical 
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Table 49: Features surgery dataset  

Features surgery dataset  
Category Data feature  Type  

 
 

 

 

 

 
Patient identification  

Patient number Categorical 

Admission number Categorical 

Surgery number Categorical 

 
Surgery location and OR-
block 

OR code Categorical 

Location code (Helmond or Deurne) Categorical 

OR session code  Categorical 

OR daypart code Categorical 

 
Practitioner of the patient 

Specialism Categorical 

Specialist Categorical 

Number of assistants  Numerical – discrete 

Amount of substituted  Numerical – discrete  

 
 
Treatment of the patient 

OR surgery code Categorical 

Treatment in words Categorical 

Used anesthesia Categorical 

Wellbeing of the patient Categorical 

Urgency  Categorical 

DBC code Categorical 

Planned occupation of 
resources 

Planned surgery time Numerical – continuous 

Planned occupation of the OR Numerical – continuous  

 
Surgery date 

Date the surgery was requested Numerical – continuous  

Planned surgery date Numerical – continuous  

Actual surgery date Numerical – continuous  

 
 
 
 
Date and time (DT) OR 
process steps take place 

DT transport ward to OR starts Numerical – continuous  

DT transport ward to OR done  Numerical – continuous  

DT patient enters the OR Numerical – continuous  

DT sedating of patient starts Numerical – continuous  

DT sedating of patient done Numerical – continuous  

DT first incision  Numerical – continuous  

DT surgeon finished Numerical – continuous  

DT patient leaves OR Numerical – continuous  

DT recovery at the recovery room starts Numerical – continuous  

DT recovery at the recovery room done Numerical – continuous  

DT transport from OR to ward starts Numerical – continuous  

 

 

  



78 
 

Appendix B: Histograms of the surgery times per 

specialism per ward 
Vascular sub-specialism  

 

Figure 19: Histogram surgery times Vascular sub-specialism/1BC 

 

Figure 20: Histogram surgery times Vascular sub-specialism/2BC 
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Figure 21: Histogram surgery times Vascular sub-specialism/2D 

 

Figure 22: Histogram surgery times Vascular sub-specialism/remaining wards 

Trauma sub-specialism 

 

Figure 23: Histogram surgery times Trauma sub-specialism/1BC 
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Figure 24: Histogram surgery times Trauma sub-specialism/2BC 

 

Figure 25: Histogram surgery times Trauma sub-specialism/2D 

 

Figure 26: : Histogram surgery times Trauma sub-specialism/remaining wards 
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General sub-specialism 

 

Figure 27: Histogram surgery times General sub-specialism/1BC 

 

Figure 28: Histogram surgery times General sub-specialism/2BC 
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Figure 29: Histogram surgery times General sub-specialism/2D 

 

Figure 30: Histogram surgery times General sub-specialism/remaining wards 

 

  



83 
 

Appendix C: Histograms of the LOS 
Vascular sub-specialism 

 

Figure 31: Histogram of the LOS of the Vascular sub-specialism/1BC 

 

Figure 32: Histogram of the LOS of the Vascular sub-specialism/2D 
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Trauma sub-specialism 

 

Figure 33: Histogram of the LOS of the Trauma sub-specialism/1BC 

 

Figure 34: Histogram of the LOS of the Trauma sub-specialism/2D 
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General sub-specialism 

 

Figure 35: Histogram of the LOS of the General sub-specialism/1BC 

 

Figure 36: Histogram of the LOS of the General sub-specialism/2D 
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Appendix D: Boxplots surgery times and LOS 

 

Figure 37: Boxplots surgery time of the vascular sub-specialism 
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Figure 38: Boxplots LOS of the vascular sub-specialism 
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Figure 39: Boxplots surgery times of the trauma sub-specialism 

 

Figure 40: Boxplots LOS of the trauma sub-specialism 
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Figure 41: Boxplots surgery times of the general sub-specialism 

 

Figure 42: Boxplots LOS of the general sub-specialism 
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Appendix E: Distribution of the LOS for 1BC and 2D patients 

  
Table 50: Distribution of the LOS for 1BC patients 

Probability of occupying a bed k days after surgery  

Group 
nr. 

k 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1 100% 92% 42% 16% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

2 100% 100% 100% 100% 100% 82% 64% 42% 15% 3% 0% 0% 0% 0% 0% 

3 100% 100% 94% 46% 5% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

4 100% 100% 100% 100% 94% 62% 33% 13% 6% 2% 0% 0% 0% 0% 0% 

10 100% 88% 42% 20% 10% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

11 100% 100% 100% 100% 100% 100% 76% 56% 35% 20% 7% 4% 2% 1% 1% 

12 100% 98% 81% 56% 35% 16% 6% 0% 0% 0% 0% 0% 0% 0% 0% 

13 100% 100% 100% 100% 100% 100% 100% 100% 92% 85% 73% 48% 29% 15% 8% 

21 100% 88% 33% 14% 4% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

22 100% 100% 95% 84% 60% 36% 12% 0% 0% 0% 0% 0% 0% 0% 0% 

23 100% 100% 100% 100% 100% 100% 100% 100% 74% 52% 35% 27% 14% 8% 0% 

24 100% 100% 100% 98% 93% 77% 53% 33% 16% 9% 5% 3% 1% 0% 0% 

 

Table 51: Distribution of the LOS for 2D patients 

Probability of occupying a bed k days after surgery  

Group 
nr. 

k 

0 1 2 3 

8 100% 75% 0% 0% 

16 100% 77% 6% 0% 

17 100% 85% 9% 0% 

28 100% 74% 9% 0% 

29 100% 93% 9% 0% 
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Appendix F: Stochastic parameter implementations 
F.1  Chance constraints 
The first way to deal with stochastic parameters is with the use of chance constraints. First, a reliability 

level must be determined. This reliability level can be determined by the problem owner. For the 

constraint that ensures that the overtime of specialist c on day d is lower than the maximum overtime: 

 𝑦𝑐,𝑑 ∗ 𝑀𝑇 ≥ 𝑜𝑢𝑐𝑐,𝑑 ,                                                               𝑐 = 1, … , 𝐶,      𝑑 = 1, … , 𝐷, 

The corresponding chance constraint with a reliability level of 95% becomes: 

𝑃 ∗  (𝑦𝑐,𝑑 ∗ 𝑀𝑇 ≥ 𝑜𝑢�̃�𝑐,𝑑) ≥ 95%,                                     𝑐 = 1, … , 𝐶,      𝑑 = 1, … , 𝐷, 

This chance constraint means that in 95% of the cases, random variable 𝑜𝑢�̃�𝑐,𝑑 (overtime of specialist c 

on day d) should be less than the maximum allowed overtime. The advantage of chance constraints is that 

it can be specified by the problem owner how much risk is allowed. The disadvantage of this method is 

that the problem quickly becomes too big to solve when the number of random variables increases.  Kall 

(1991) states that considering N random independent variables and i realizations for each variable, the 

number of different possible realizations is iN. For the constraint described in this paragraph, the 

parameter 𝑜𝑢𝑐,𝑑 includes the sum of the surgery time of all patient groups that can be treated by a specific 

sub-specialist. When these surgery times are represented by 5 descriptive points this means that having 

only 10 different patient groups leads to more than 9,5 million different realisations of 𝑜𝑢𝑐,𝑑 that need to 

be considered. Describing the surgery times of 10 groups with only 3 descriptive points leads to about 

60.000 different realisations of parameter 𝑜𝑢𝑐,𝑑. In both cases, the models will become too big to solve 

for the number of groups that is needed to be useful for the Elkerliek.    

F.2 Resource models 
Resource models are another way to deal with stochastics. For this method, a slack variable is introduced. 

This variable denotes how much the maximum value is exceeded. Resource models allow an exceeding of 

the maximum capacity, but make it very costly to do so (Sen & Higle, 1999, p. 41). Take the same constraint 

as in the previous paragraph that ensures that the overtime of specialist c on day d is lower than the 

maximum overtime: 

 𝑦𝑐,𝑑 ∗ 𝑀𝑇 ≥ 𝑜𝑢𝑐𝑐,𝑑 ,                                                               𝑐 = 1, … , 𝐶,      𝑑 = 1, … , 𝐷, 

The corresponding resource model constraint becomes: 

𝑦𝑐,𝑑 ∗ 𝑀𝑇 ≥ 𝑜𝑢�̃�𝑐,𝑑,𝑖 − 𝑍𝑖 ,                                                        𝑐 = 1, … , 𝐶,      𝑑 = 1, … , 𝐷,    𝑖 = 1, … , 𝐼, 

In this new constraint the slack variable Zi is introduced. This variable denotes the overuse of the OR for 

realisation i of variable 𝑜𝑢�̃�𝑐,𝑑,𝑖. What this means is that when there are 10 different possible realisations 

for 𝑜𝑢�̃�𝑐,𝑑 , slack variables Z1  to Z10  will denote the overuse of the OR for each of the realisations. These 

slack variables are then added to the objective function where each  Zi  is multiplied with chance Pi (the 

chance that 𝑜𝑢�̃�𝑐,𝑑,𝑖 happens) and a cost for exceeding the maximum capacity. Again, all possible 

realizations of the variable 𝑜𝑢𝑐,𝑑 must be considered. This means that this method too will become too 

big when the number of groups increases.  

Both chance constraints and the resource model methods have been implemented into the group model 

described in chapter 9.2. The maximum number of groups that could be considered before the model 

became too big to solve was 6 groups for 5 descriptive points per group and 8 groups for 3 descriptive  

points per group.  
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F.3 Convolutional sum 
Another way to deal with stochastics is to combine the distributions of all random variables into one 

distribution. For example, the three different distribution of three surgeries in one OR-block will be 

combined into one distribution for the total surgery time. This single distribution can be used in the 

methods described above. Meaning that only one random variable needs to be considered. The problem 

here is that calculating the convolution itself is very time consuming. The number of calculations needed 

to come to the convolutional sum grows with the same speed as the methods above. It is possible to do 

offline calculations to get the convolutional sum for different number of patients of the same patient 

group. For example, it can be calculated before running the model what the convolutional sum is when 3 

patients of the same group are operated on one day. To get the total distribution of all patient groups  

scheduled on a certain day for a specific specialism, all possible combinations of surgery times for those 

groups should be considered again. Having i points that describe the distribution of the surgery times of 

each group, the number of calculations needed to get to the convolutional sum is iN where N is the number 

of groups.  
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Appendix G: Instances to test the performance of the 

model  
Table 52: Instances for performance test 1 

Instances for performance test 1 

Data from weeks Number of patients Time horizon Max runtime 
Week 1 34 1 week 15 minutes 

Week 2 116 1 week 15 minutes 

Week 3 118 1 week 15 minutes 

Week 4 110 1 week 15 minutes 

Week 5 90 1 week 15 minutes 

Week 6 114 1 week 15 minutes 

Week 7 84 1 week 15 minutes 

Week 8 120 1 week 15 minutes 

Week 9 96 1 week 15 minutes 

Week 10 80 1 week 15 minutes 

Week 11 114 1 week 15 minutes 

Week 12 100 1 week 15 minutes 

Week 13 94 1 week 15 minutes 

Week 14 93 1 week 15 minutes 

Week 15 118 1 week 15 minutes 

Week 16 104 1 week 15 minutes 

Week 17 51 1 week 15 minutes 

Week 18 57 1 week 15 minutes 

Week 19 95 1 week 15 minutes 

Week 20 107 1 week 15 minutes 

Week 21 85 1 week 15 minutes 

Week 22 103 1 week 15 minutes 

Week 23 115 1 week 15 minutes 

Week 24 69 1 week 15 minutes 

Week 25 97 1 week 15 minutes 

Week 26 113 1 week 15 minutes 

Week 27 91 1 week 15 minutes 

Week 28 60 1 week 15 minutes 

Week 29 68 1 week 15 minutes 

Week 30 55 1 week 15 minutes 

Week 31 50 1 week 15 minutes 

Week 32 44 1 week 15 minutes 

Week 33 52 1 week 15 minutes 

Week 34 116 1 week 15 minutes 

Week 35 100 1 week 15 minutes 

Week 36 106 1 week 15 minutes 

Week 37 93 1 week 15 minutes 

Week 38 82 1 week 15 minutes 

Week 39 52 1 week 15 minutes 

Week 40 52 1 week 15 minutes 

Week 41 53 1 week 15 minutes 

Week 42 28 1 week 15 minutes 

Week 43 51 1 week 15 minutes 

Week 44 51 1 week 15 minutes 

Week 45 50 1 week 15 minutes 

Week 46 50 1 week 15 minutes 

Week 47 54 1 week 15 minutes 

Week 48 54 1 week 15 minutes 

Week 49 43 1 week 15 minutes 

Week 50 60 1 week 15 minutes 

Week 51 63 1 week 15 minutes 

Week 52 17 1 week 15 minutes 
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Table 53: Instances for performance test 2 

Instances performance test 2 

Data from weeks number of patients Time horizon Max runtime 
Week 1 and 2 150 2 weeks 15 minutes 

Week 2 and 3 234 2 weeks 15 minutes 

Week 3 and 4 228 2 weeks 15 minutes 

Week 4 and 5 200 2 weeks 15 minutes 

Week 5 and 6 204 2 weeks 15 minutes 

Week 6 and 7 198 2 weeks 15 minutes 

Week 7 and 8 204 2 weeks 15 minutes 

Week 8 and 9 216 2 weeks 15 minutes 

Week 9 and 10 176 2 weeks 15 minutes 

Week 10 and 11 194 2 weeks 15 minutes 

Week 11 and 12 214 2 weeks 15 minutes 

Week 12 and 13 194 2 weeks 15 minutes 

Week 13 and 14 187 2 weeks 15 minutes 

Week 14 and 15 211 2 weeks 15 minutes 

Week 15 and 16 222 2 weeks 15 minutes 

Week 16 and 17 155 2 weeks 15 minutes 

Week 17 and 18 108 2 weeks 15 minutes 

Week 18 and 19 152 2 weeks 15 minutes 

Week 19 and 20 202 2 weeks 15 minutes 

Week 20 and 21 192 2 weeks 15 minutes 

Week 21 and 22 188 2 weeks 15 minutes 

Week 22 and 23 218 2 weeks 15 minutes 

Week 23 and 24 184 2 weeks 15 minutes 

Week 24 and  25 166 2 weeks 15 minutes 

Week 25 and 26 210 2 weeks 15 minutes 

Week 26 and 27 204 2 weeks 15 minutes 

Week 27 and 28 151 2 weeks 15 minutes 

Week 28 and 29 128 2 weeks 15 minutes 

Week 29 and 30 123 2 weeks 15 minutes 

Week 30 and 31 105 2 weeks 15 minutes 

Week 31 and 32 94 2 weeks 15 minutes 

Week 32 and 33 96 2 weeks 15 minutes 

Week 33 and 34 168 2 weeks 15 minutes 

Week 34 and 35 216 2 weeks 15 minutes 

Week 35 and 36 206 2 weeks 15 minutes 

Week 36 and 37 199 2 weeks 15 minutes 

Week 37 and 38 175 2 weeks 15 minutes 

Week 38 and 39 134 2 weeks 15 minutes 

Week 39 and 40 104 2 weeks 15 minutes 

Week 40 and 41 105 2 weeks 15 minutes 

Week 41 and 42 81 2 weeks 15 minutes 

Week 42 and 43 79 2 weeks 15 minutes 

Week 43 and 44 102 2 weeks 15 minutes 

Week 44 and 45 101 2 weeks 15 minutes 

Week 45 and 46 100 2 weeks 15 minutes 

Week 46 and 47 104 2 weeks 15 minutes 

Week 47 and 48 108 2 weeks 15 minutes 

Week 48 and 49 97 2 weeks 15 minutes 

Week 49 and 50 103 2 weeks 15 minutes 

Week 50 and 51 123 2 weeks 15 minutes 

Week 51 and 52 80 2 weeks 15 minutes 

Week 52 and 1 51 2 weeks 15 minutes 
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Table 54: Instances for performance test 3 

Instances performance test 3 

Data from weeks number of patients Time horizon Max runtime 
Week 1, 2 and 3 268 3 weeks 30 minutes 

Week 4, 5 and 6 314 3 weeks 30 minutes 

Week 7, 8 and 9 300 3 weeks 30 minutes 

Week 10, 11 and 12 294 3 weeks 30 minutes 

Week 13, 14 and 15 305 3 weeks 30 minutes 

Week 16, 17 and 18 212 3 weeks 30 minutes 

Week 19, 20 and 21 287 3 weeks 30 minutes 

Week 22, 23 and 24 287 3 weeks 30 minutes 

Week 25, 26 and 27 301 3 weeks 30 minutes 

Week 28, 29 and 30 183 3 weeks 30 minutes 

Week 31, 32 and 33 146 3 weeks 30 minutes 

Week 34, 35 and 36 322 3 weeks 30 minutes 

Week 37, 38 and 39 227 3 weeks 30 minutes 

Week 40, 41 and 42 133 3 weeks 30 minutes 

Week 43, 44 and 45 152 3 weeks 30 minutes 

Week 46, 47 and 48 158 3 weeks 30 minutes 

week 49, 50 and 51 166 3 weeks 30 minutes 

 

Table 55: Instances for performance test 4 

Instances performance test 4 

Data from month number of patients Time horizon Max runtime 
January 215 4 weeks 1 hour 

February 204 4 weeks 1 hour 

March 218 4 weeks 1 hour 

April 185 4 weeks 1 hour 

May 199 4 weeks 1 hour 

June 207 4 weeks 1 hour 

July 163 4 weeks 1 hour 

August 159 4 weeks 1 hour 

September 185 4 weeks 1 hour 

October 213 4 weeks 1 hour 

November 230 4 weeks 1 hour 

December 190 4 weeks 1 hour 

 

Table 56: Instances for performance test 5 

Instances for performance test 5 

Data from weeks Number of patients Time horizon Max runtime 
January 215 4 weeks 30 minutes 

March 218 4 weeks 30 minutes 

June 207 4 weeks 30 minutes 

August 159 4 weeks 30 minutes 

October 213 4 weeks 30 minutes 

November 230 4 weeks 30 minutes 
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Table 57: Instances for performance test 6 

Instances for performance test 6 

Data from weeks Number of patients Time horizon Max runtime 
January 215 4 weeks 1 hour 

March 218 4 weeks 1 hour 

June 207 4 weeks 1 hour 

August 159 4 weeks 1 hour 

October 213 4 weeks 1 hour 

November 230 4 weeks 1 hour 

 

Table 58: Instances for performance test 7 

Instances performance test 7 

Data from 
month 

number of 
patients 

Time horizon Max runtime Relaxed decision 
variables 

January 215 4 weeks 1 hour xgd 

February 204 4 weeks 1 hour xgd 

March 218 4 weeks 1 hour xgd 

April 185 4 weeks 1 hour xgd 

May 199 4 weeks 1 hour xgd 

June 207 4 weeks 1 hour xgd 

July 163 4 weeks 1 hour xgd 

August 159 4 weeks 1 hour xgd 

September 185 4 weeks 1 hour xgd 

October 213 4 weeks 1 hour xgd 

November 230 4 weeks 1 hour xgd 

December 190 4 weeks 1 hour xgd 

 

Table 59: Instances for performance test 8 

Instances performance test 8 

Data from 
month 

number of 
patients 

Time horizon Max runtime Relaxed decision 
variables 

January 215 4 weeks 1 hour xgd, ycd 

February 204 4 weeks 1 hour xgd, ycd 

March 218 4 weeks 1 hour xgd, ycd 

April 185 4 weeks 1 hour xgd, ycd 

May 199 4 weeks 1 hour xgd, ycd 

June 207 4 weeks 1 hour xgd, ycd 

July 163 4 weeks 1 hour xgd, ycd 

August 159 4 weeks 1 hour xgd, ycd 

September 185 4 weeks 1 hour xgd, ycd 

October 213 4 weeks 1 hour xgd, ycd 

November 230 4 weeks 1 hour xgd, ycd 

December 190 4 weeks 1 hour xgd, ycd 
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Appendix H: Scores for KPI 1 and KPI 2 for the actual 

schedule used by the Elkerliek using the expected surgery 

times 
 

Table 60: Scores KPI 1 and KPI 2 for the actual schedule and expected surgery times 

Year and month 
Score KPI 1 for the actual 

schedule based on the predicted 
surgery times 

Score KPI 2 for the actual 
schedule based on the 

predicted surgery times 
 
 
 
 
 
 

2018 

January 76,3% 9,36 

February 78,8% 12,43 

March 77,1% 12,24 

April 73,6% 6,01 

May 77,2% 15,96 

June 77,6% 14,59 

July 74,5% 11,18 

August 72,0% 5,93 

September 76,0% 9,33 

October 79,8% 10,01 

November 81,1% 12,26 

December 81,3% 15,07 

2018 Average 77,1% 11,24 
 
 
 
 
 

2019 

January 82,6% 10,3 

February 79,8% 13,5 

March 81,2% 11,6 

April 82,7% 9,80 

May 78,1% 9,41 

June 76,7% 9,76 

July 73,8% 6,81 

August 73,8% 8,32 

September 79,7% 12,46 

2019 Average 78,9% 10,25 
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Appendix I: Results for scenario 1 to 6 
H.1 Scenario 1 

  
 

 

 

Figure 43: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month March under 
the scheduling policy of scenario 1 

 

  

 

 

Figure 44: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month November  
under the scheduling policy of scenario 1 
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Figure 45: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for an average month  under 
the scheduling policy of scenario 1 

 
 

 

 

 

Figure 46: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month August under 
the scheduling policy of scenario 1 
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H.2 Scenario 2 

 
 

 

 

 

Figure 47: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month August under 
the scheduling policy of scenario 2 

 
 

 

 

 

Figure 48: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for an average month  under 
the scheduling policy of scenario 2 
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Figure 49: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month March under 
the scheduling policy of scenario 2 

 

  
 

  

 

Figure 50: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month November  
under the scheduling policy of scenario 2 
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H.3 Scenario 3 

 
 

 

 

 

Figure 51: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month March under 
the scheduling policy of scenario 3 

 

  
 

 

 

Figure 52: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month August under 
the scheduling policy of scenario 3 



103 
 

 
 

 

 

 

Figure 53: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for an average month  under 
the scheduling policy of scenario 3 

 

  
 

 

 

Figure 54: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month November  
under the scheduling policy of scenario 3 
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H.4 Scenario 4  

 

Figure 55: Target versus realized bed occupancy for the surgical ward for the schedule created for the month March under the 
scheduling policy of scenario 4 

 

 

Figure 56: Target versus realized bed occupancy for the surgical ward for the schedule created for the month August under the 
scheduling policy of scenario 4 
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Figure 57: Target versus realized bed occupancy for the surgical ward for the schedule created for the month November under the 
scheduling policy of scenario 4 

 

 

 

Figure 58: Target versus realized bed occupancy for the surgical ward for the schedule created for an average month under the 
scheduling policy of scenario 4 

 

  



106 
 

H.5 Scenario 5 

  
 

 

 

Figure 59: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month March under 
the scheduling policy of scenario 5 

 

  
 

 

 

Figure 60: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for an average month  under 
the scheduling policy of scenario 5 
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Figure 61: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month August under 
the scheduling policy of scenario 5 

  
 

 

 

Figure 62: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month November  
under the scheduling policy of scenario 5 
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H.6 Scenario 6 
 

  
 

 

 

Figure 63: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month March under 
the scheduling policy of scenario 6 

 

  
 

 

 

Figure 64: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month August under 
the scheduling policy of scenario 6 
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Figure 65: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for the month November 
under the scheduling policy of scenario 6 

  
 

 

 

Figure 66: Target versus realized bed occupancy for wards 1BC, 2BC and 2D for the schedule created for an average month under 
the scheduling policy of scenario 6 

 

 


