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1 Abstract 

 

Tungsten monoblocks are the current design choice for the ITER divertor. However, it is 

questionable whether tungsten remains a viable option when moving to a power plant. One of 

the alternatives is a liquid metal divertor which is a possible solution to the extreme heat and 

particle flux that must be sustained in a fusion divertor. Liquid metals could be a viable 

candidate due to their resiliency to erosion and inherent immunity to defects caused by 

neutrons as they can be continuously replenished. One of the limitations set on the divertor is 

the maximum allowed plasma core contamination due to erosion and for liquid metals 

particularly, evaporation. The evaporation increases with the surface temperature which sets 

an upper limit to the heat flux the liquid-metal based divertor can be designed to receive. 

 

However, not all the eroded particles enter the core as some are re-deposited back onto the 

surface. A high redeposition ratio could greatly benefit the development of liquid metals as 

divertor materials as higher gross erosion rates could be more acceptable and operational 

temperatures could be increased. This research focuses on measuring the sputtering yield, to 

improve the accuracy of the calculation of the redeposition ratio, as well as measuring the 

redeposition effects that are expected to be dominant in a detached divertor scenario. This 

research is especially relevant as what is currently seen as the main redeposition effect, 

prompt redeposition, will be less prevalent in detached divertor scenarios. The linear device 

Magnum-PSI allows for experiments with the detached conditions expected to be present at 

the ITER/DEMO divertor. However, due to the orientation of the magnetic field and low 

electron temperatures in Magnum-PSI, prompt redeposition is negligible, which allows for 

investigation of redeposition effects caused by momentum transfer and charge exchange. 

While the end goal concerns liquid metals, the redeposition effects are similar regardless of 

how the surface was eroded. This allows us to use physical sputtering on copper targets 

instead of evaporating liquid metals.      

 

In the experiment copper targets with a diameter of 1 − 5 mm were exposed to argon plasmas 

in Magnum-PSI with particle fluxes ranging from 0.3 − 8 ∗ 1023 m-2 s-1. The erosion was 

calculated from measurements using a mass balance and a surface profiler before and after 

exposure. As well using the mass gain on a quartz crystal microbalance which was present 

during the exposure. This experiment used the assumption that a target surface area which 

was small compared to the mean free path of the sputtered neutrals decreases the redeposition 

significantly. Creating this set up was not trivial as a shield was required to implement targets 

this size. The shield can not be eroded in any way during the exposure as it would affect the 

perceived erosion rate. It was successful at achieving negligible (<5%) redeposition ratios at 

relatively low densities, which allows the determination of the sputtering yield Y. This is 

found to be: 𝑌 = 0.0726 ± 4% atoms per ion, at 43eV by argon sputtering on copper. The 

ability to measure this allows this method to be used for future redeposition experiments and 

removes the reliance on modeled data.  Additionally, it was found that this assumption was 

only valid at low densities as the redeposition rates for different sized targets converged at 

higher densities, which was not expected. However, this did show that the redeposition, even 

during detached conditions in absence of prompt redeposition, is something that can have a 

large impact on reducing the contamination into the main plasma.  

 

  
 

  



Table of Contents  
1 Abstract ......................................................................................................... 3 

2 Introduction and motivation ....................................................................... 8 

2.1 Introduction to Nuclear Fusion ................................................................................... 8 

2.2 Motivation ................................................................................................................. 10 

2.3 Research goal ............................................................................................................ 12 

3 Background ................................................................................................. 13 

3.1 Literature review ....................................................................................................... 13 

3.2 Liquid metals ............................................................................................................. 13 

3.3 Redeposition Ratio .................................................................................................... 14 

3.4 The driving mechanisms of redeposition .................................................................. 15 

3.4.1 Electron impact ionization ................................................................................. 15 

3.4.2 Momentum transfer ............................................................................................ 16 

3.4.3 Charge exchange ................................................................................................ 17 

4 Theory ......................................................................................................... 19 

4.1 Calculating the mean free path .................................................................................. 19 

4.2 Minimizing the redeposition ratio ............................................................................. 20 

4.3 Estimating the gross erosion rate .............................................................................. 21 

5 Magnum PSI ............................................................................................... 25 

5.1 Linear devices introduction ....................................................................................... 25 

5.2 The goal of Magnum-PSI .......................................................................................... 25 

5.3 Plasma diagnostics .................................................................................................... 26 

6 Target design .............................................................................................. 29 

6.1 Choice of plasma species .......................................................................................... 29 

6.2 Target materials ......................................................................................................... 29 

6.2.1 Primary design ................................................................................................... 30 

6.2.2 Secondary design ............................................................................................... 31 

6.3 Preventing tainting the viewports .............................................................................. 32 

7 Additional diagnostics ................................................................................ 33 

7.1 Measurements using a mass balance ......................................................................... 33 

7.2 Measurements using an optical surface profiler ........................................................ 33 

7.3 Measurements using a Quartz crystal microbalance ................................................. 34 

7.4 Measurements using Energy dispersive X-Ray spectroscopy................................... 35 

7.5 Measurements using Rutherford backscattering spectroscopy ................................. 35 

8 Methods of the first experiment ................................................................ 36 

8.1 Measurement procedure ............................................................................................ 36 



8.2 Measurement report................................................................................................... 36 

9 Results of the first experiment .................................................................. 39 

9.1 Discussion of the primary experiment ...................................................................... 40 

9.2 Required improvements to move forward ................................................................. 41 

10 Methods of the second experiment ......................................................... 43 

10.1 Measurement plan .................................................................................................. 43 

10.2 Measurement report ............................................................................................... 43 

11 Results of the second experiment ........................................................... 45 

11.1 Mass balance results .............................................................................................. 45 

11.2 QCM results ........................................................................................................... 47 

11.3 Profilometry results ............................................................................................... 52 

11.4 FIR/Pyrometer results ............................................................................................ 55 

11.5 EDX results............................................................................................................ 57 

11.6 RBS results ............................................................................................................ 60 

12 Summary and discussion ........................................................................ 65 

13 Future work .............................................................................................. 68 

14 Conclusions ............................................................................................... 70 

15 Bibliography ............................................................................................. 71 

16 Appendix ................................................................................................... 74 

16.1 Appendix A: tables ................................................................................................ 74 

16.1.1 Mass balance measurements from first experiment ........................................... 74 

16.1.2 Mass balance measurements from second experiment ...................................... 75 

16.1.3 Readout data from QCM measurements ............................................................ 76 

16.1.4 Summarized mass balance results ...................................................................... 76 

16.1.5 Maximum temperature reached as measured by the FIR................................... 77 

16.2 Appendix B: Charge exchange and excitation cross sections ............................... 78 

16.3 Appendix C: Sensofar profilometer specification sheet ........................................ 82 

 

  



Table of Figures 
 

Figure 2.1: A schematic image of a tokamak ............................................................................ 9 
Figure 2.2: A schematic of the ITER divertor ......................................................................... 10 

Figure 2.3: Evaporation rates of lithium and tin ...................................................................... 11 
Figure 3.1: Sputtering yield by argon on copper ..................................................................... 15 
Figure 3.2: A schematic description of electron impact ionization ......................................... 16 
Figure 3.3: A schematic description of momentum transfer .................................................... 16 
Figure 3.4: A schematic description charge exchange ............................................................. 17 

Figure 4.1: Calculated cross sections at Magnum-PSI relevant energies ................................ 19 
Figure 4.2: Expected redeposition ratio at different target radii .............................................. 21 
Figure 4.3: The calculated sputtering yield as a function of ion energy .................................. 23 
Figure 4.4: The expected target loss as a function of ion energy ............................................ 24 

Figure 5.1: A side view of Magnum-PSI ................................................................................. 26 
Figure 5.2: Electron density profile measured by TS .............................................................. 27 
Figure 5.3: Electron temperature profile as measured by TS .................................................. 27 
Figure 6.1: A schematic side and top view of the copper target and molybdenum shield ...... 30 

Figure 6.2: A schematic side and top view of the copper target and graphite shield and 

clamping ring ........................................................................................................................... 31 
Figure 6.3: The contamination of the viewport by eroded material ........................................ 32 
Figure 8.1: Picture of the targets and clamping ring ................................................................ 36 

Figure 9.1: Copper target after exposure ................................................................................. 39 
Figure 11.1: A picture of all the targets after exposure ........................................................... 45 

Figure 11.2: The measured erosion rates, as well as the predicted values ............................... 46 
Figure 11.3: The measured and expected redeposition ratios .................................................. 47 
Figure 11.4: The normalized mass ratio of the QCM and microbalance data ......................... 48 

Figure 11.5: The QCM gain rate in angstrom per second for target 3 ..................................... 49 
Figure 11.6: The QCM gain rate in angstrom per second for target 2 ..................................... 50 

Figure 11.7: The QCM gain rate in angstrom per second for target 7 ..................................... 51 
Figure 11.8: Height scan of target 8, and the indicated line that was used .............................. 53 

Figure 11.9: The leveled height scan, including the indicated line ......................................... 54 
Figure 11.10: Infrared image of target 8 .................................................................................. 56 
Figure 11.11: The surface temperature of target 8 as a function of time ................................. 56 
Figure 11.12: SEM image of target 4....................................................................................... 58 

Figure 11.13: EDX Spectrum of target 4 ................................................................................. 58 
Figure 11.14: SEM image of target 7....................................................................................... 59 
Figure 11.15: A comparison between the height profiles of targets 6 and 7 ........................... 60 
Figure 11.16: Graphite shield 8 with copper deposition .......................................................... 60 
Figure 11.17: The raw RBS spectrum from carbon shield 8 ................................................... 61 

Figure 11.18: The total counts at each data point for the carbon shields................................. 62 
Figure 11.19: The raw RBS spectrum from carbon shield 6 ................................................... 63 

Figure 11.20: The raw RBS spectrum from the carbon dummy .............................................. 63 
Figure 12.1: The measured and expected erosion rate ............................................................. 66 
Figure 12.2: The measured and expected redeposition ratio ................................................... 66 
Figure 12.3: The effect of a spread in Y on the erosion rate ................................................... 67 
Figure 12.4: The final redeposition ratios ................................................................................ 68 

  



  



2 Introduction and motivation 

2.1 Introduction to Nuclear Fusion 

Due to the increase in the global population combined with the increasing energy usage per 

capita, the global energy consumption has skyrocketed over the last decades. The global 

primary energy consumption has doubled in the last 30 years [1] [2] [3]. This in combination 

with the need to reduce our reliance on fossil fuels, both due to the depleting reserves and the 

detrimental effects it has on the environment, the world is calling for new and renewable 

energy sources. Currently solar and wind energy are popular choices and are readily available 

technologies. However, both of them suffer from the same issues regarding availability and 

energy density. Storing energy is currently still inefficient, which means that supplying 

energy to match the demand is preferable. With wind and solar energy this is not possible and 

the mismatch between the peak supply and demand is a nonideal situation. This can cause 

both overproduction and the need for a supplemental energy source, both of which are 

undesired. Additionally, the energy density of both solar and wind are relatively low which 

means a large surface area is required to produce the same amount of energy compared to 

conventional power plants. 

 

Both of these issues are non-existent with nuclear energy, it is both an on-demand energy 

source with a high energy density. However, the growth in operable reactors worldwide has 

come to a halt after the Chernobyl accident in 1986 [4]. Nuclear fission, which used heavy 

materials such as uranium as fuel and has long lasting nuclear waste as a byproduct, has a 

counterpart in nuclear fusion.  

 

Nuclear fusion is the process that powers active stars, like our sun. In this process two atomic 

nuclei are fused into a single, heavier nucleus which releases a lot of energy. To achieve this, 

the nuclei need to be brought close together, but because they are both positively charged, 

they repel each other. To overcome the repellent force, indicated as the coulomb barrier, the 

nuclei need a lot of energy. In the sun the temperatures are high enough which means the 

nuclei have sufficient energy to overcome this barrier. On earth, one of the ways fusion is 

achieved is in a tokamak. In this donut-shaped reactor, a gas of hydrogen isotopes is heated 

up until fusion conditions are achieved. At these temperatures the atoms have fallen apart into 

a cloud of positive ions and negative electrons which is called a plasma. In the sun the 

particles are confined by the gravitational pull of the sun itself, but in a Tokamak magnetic 

fields hold the charged plasma particles in place. A schematic image with most the most 

relevant features is shown in Figure 2.1.   

           

 

 



       

Figure 2.1: A schematic image of a tokamak  

A tokamak reactor with the field coils and resulting magnetic fields. The 

combination of the toroidal and poloidal magnetic field creates a helical field 

which confines the charged particles inside the machine. 

Taken from: S. Li et. al. "Optimal Tracking for a Divergent-Type Parabolic 

PDE System in Current Profile Control", Abstract and Applied Analysis 

doi:10.1155/2014/940965 [5] 

 

 

The toroidal field coils create a toroidal magnetic field. However, doing this means the 

magnetic field is stronger on the inside of the Tokamak than on the outside, which causes the 

particles to drift away vertically. The central solenoid counteracts this drift by creating a 

poloidal field which keeps the ions following a helical orbit. The most efficient fusion 

reaction uses the heavy hydrogen isotopes deuterium and tritium and creates helium and an 

energetic neutron. This reaction is shown in equation (1).    

 

 2H + 3H → 4He (3.5MeV) + n (14.1 MeV) (1) 

 

This means that the energy created inside a tokamak is mostly, around 80%, carried by the 

neutrons. Unlike the charged ions and electrons these are not magnetically confined. The 

neutrons are absorbed by the wall from which the energy can be extracted. To prevent the 

walls from being damaged too much by particle and heat fluxes the confinement is created in 

such a fashion that instead of striking the wall at all positions, the charged particles are 

instead focused on a single location: the divertor. This does come with the downside that the 

divertor needs to be able to withstand extreme conditions for an extended period of time. This 

part of the machine, usually located at the bottom of the vacuum vessel is shown in Figure 

2.2. This shows an illustration of how the divertor is expected to look in the newest fusion 

device: ITER, which is currently being constructed.    

 



          

Figure 2.2: A schematic of the ITER divertor 

The divertor pictured as how it is expected to look in ITER. Located at the 

bottom of the vacuum vessel, the divertor protects the surrounding walls from 

the most extreme particle and heat fluxes. Additionally, it the acts as an exhaust 

for the waste products such as helium.  

Taken from: the ITER Organization, Divertor, https://www.iter.org/mach [6] 

 

At the moment, fusion is still in the developmental stage and while achieving fusion has been 

successful, actually producing net energy still needs to be shown. The fusion reactor JET has 

so far come closest with a conversion factor of 0.67 [7]. This means that 67% of the supplied 

heating energy could be extracted from the reactor. The chosen way forward is to increase the 

reactor in size to increase the total fusion power and energy conversion factor [8] [9]. JET, 

currently the largest operating Tokamak has a plasma volume of 100 m3[S]. The next step 

forward is ITER, a fusion reactor currently under construction which will have a plasma 

volume of 840 m3. ITER is expected to have a conversion factor of 10 with an output power 

of 500 MW, much higher than the 16 MW reached in JET [6]. Increased power comes with 

even more extreme conditions, especially at the divertor. The ITER diverter will be made out 

of tungsten, a metal with the highest melting point amongst metals, but it is uncertain whether 

even this material is able to withstand the extreme conditions. Blistering, cracking which 

could lead to locally melting the material, and the creation of helium bubbles on the surface 

are all possibilities under the expected conditions [10] [11] [12] [13]. While these might be 

minimal in ITER, which is an experimental reactor and will only run for limited amount of 

time, they might not be in the next step: DEMO. DEMO will be the first nuclear fusion power 

plant and is supposed to run continuously which could magnify these effects. A possible 

alternative to using tungsten would be using a liquid metal. These have the advantage of 

being replenishable which softens a lot of the demands on the longevity of the material.       

2.2 Motivation 

Enormous thermal and nuclear stresses on the divertor call for a complex and sensitive design 

which requires continued development. Currently most developments are going into tungsten 

monoblocks. This divertor design uses blocks made out of multiple tungsten alloys tiles as 

the plasma facing material. These blocks are designed with a cooling tube inside of them to 

allow for active cooling [14]. While this makes sense as it is the material and design of choice 

for the ITER divertor, it is wise to keep other options in mind. Diversifying the research has 

the major advantage that if tungsten proves unsuitable, there is another option to fall back on. 

One such option is a liquid metal divertor. These kinds of divertors will use metals such as tin 

or lithium which are kept above the melting temperature as plasma facing materials. Liquid 

https://www.iter.org/mach


metal divertors are more resilient to erosion and immune to defects caused by neutrons [15]. 

This is because of the continued replenishment of the liquid metal in the divertor. However, 

erosion still occurs and needs to be taken into account when designing the divertor. For liquid 

metal divertors, the main cause of releasing particles into the plasma is evaporation. This 

strongly depends on the heat loads on the divertor [15]. Figure 2.3 shows the relation between 

liquid metal temperature and erosion caused by evaporation.  

 

 

Figure 2.3: Evaporation rates of lithium and tin 

The calculated evaporation rates of lithium and tin showing the evaporation 

limits at different redeposition rates. The thick lines indicate a redeposition 

ratio of 99.9% and the thin lines represent 0%.  

Taken from: T W Morgan et al, Liquid metals as a divertor plasma-facing 

material explored using the Pilot-PSI and Magnum-PSI linear devices.  

doi:10.1088/1361-6587/aa86cd [15].   

 

High evaporation rates are undesirable because material entering the plasma center causes 

dilution of the plasma and leads to Bremsstrahlung which cools the plasma. These could lead 

to high losses and even instabilities. This induces a constraint on the maximum allowed 

particle flux from the divertor into the plasma core. This subsequently dictates the operating 

temperature range which states the maximum temperature the diverter is allowed to reach 

during operation [15]. However, not all of the evaporated particles actually enter the core 

plasma. A large fraction will be re-deposited back onto the surface. How large this fraction is 

will be of great importance in accurately determining the operating temperature range of 

divertors using liquid metals. Looking at Figure 2.3, this difference can increase the 

maximum allowed temperature by a couple hundred degrees. With this, the maximum 

allowed heat flux onto the divertor is also increased. A large redeposition ratio could relax the 

constraints put on the divertor materials, while a slightly smaller ratio could make using 

liquid metal divertors in fusion energy unfeasible. Because of this, it is of great interest to 

further investigate the behavior and expected values and important effects that contribute to 

the redeposition ratio. 

 



2.3 Research goal 

This will be experimentally looked into at DIFFER using the linear device Magnum-PSI. 

Magnum-PSI can simulate ITER/DEMO divertor conditions with high density and low 

electron temperatures. Currently the main redeposition effect being looked at in divertors is 

prompt redeposition. This is because erosion of current divertor designs mostly happens 

during ELMs where detachment is lost and the electron temperatures near the wall increase 

[16]. At these conditions the ionization cross section is large which makes prompt 

redeposition dominant. In the detached scenario, the electron temperatures are much lower 

and this effect will be much smaller. Unlike tungsten, liquid metals also erode, by 

evaporation, during detached operation where prompt redeposition will be much smaller. 

Therefore, measuring the different redeposition processes caused by momentum transfer and 

charge exchange in the absence of prompt redeposition is critical. In Magnum-PSI, due to the 

low electron temperatures and a magnetic field which perpendicular to the surface, prompt 

redeposition is expected to be negligible. This brings forward the first research question: How 

large is the redeposition at ITER/DEMO divertor conditions, as measured in Magnum-PSI, 

which is in the absence of prompt redeposition.  

 

To calculate the redeposition, the sputtering yield is required, which varies greatly with the 

ion impact energy which can lead to large uncertainties. To improve the accuracy the 

additional goal will be to measure the sputtering yield directly by creating a setup which 

minimizes redeposition. An additional research question is: Can a setup be created which 

directly measures the sputtering yield?   

                 

The novelty arises mostly from the conditions that can be achieved in Magnum-PSI, which 

allow for measurements at ITER/DEMO divertor conditions. The relevant parameters are the 

electron densities and temperatures which range from 1019 – 1021 m-3 and 0.1 – 10 eV 

respectively. The particle flux which ranges from 1023 – 1025 m-2s-1, the steady state heat flux 

> 10 MWm-2 and a magnetic field up to 2.5 T [17]. This series of experiments will be a 

continuation on the work of V. Kvon [18] who attempted to answer a similar question.  

 

 

  



3 Background 

3.1 Literature review  

The ITER divertor is expected to be at least partially detached from the main plasma. The 

definition of detachment is given as “the state in which large gradients in total plasma 

pressure (static plus dynamic) are observed parallel to the magnetic field with consequent 

reductions in the plasma power and ion fluxes to the limiting surfaces”, in [19]. Another, 

simpler, definition is sometimes used which has as the requirement that the electron 

temperature at the target is below 10 eV [20]. Divertor detachment is crucial for ITER as it 

reduces the particle and heat flux on the divertor which is essential to ensure that the power 

load on the divertor does not exceed the engineering limits [21]. With the current design this 

means that erosion of the tungsten due to physical sputtering will be kept to acceptable levels. 

An alternative divertor concept that uses liquid metals does not have this luxury as the 

evaporation of the plasma facing material is the main limitation [15]. While in the attached 

(tungsten) scenario the erosion is greatly reduced due to prompt redeposition of ionized 

particles [22], this effect greatly decreases in a detached scenario. Mainly because the 

ionization cross section decreases with the electron temperature. Therefore, it is crucial to 

look into different mechanisms of redeposition that are not relevant in the attached scenario, 

but become relevant when the prompt redeposition decreases. In Magnum-PSI the prompt 

redeposition is expected to be negligible both due to the low electron temperatures, but also 

due to the magnetic field which is perpendicular to the surface instead of parallel which 

allows the effect of neutral-ion momentum transfer and charge exchange on redeposition to 

be investigated. Because the main interests lie with the redeposition mechanisms, it is not 

required to do the experiments using liquid metals, as the way of eroding material does not 

affect this. So instead of evaporating the liquid metals, a solid can be used which will be 

physically sputtered instead.   

3.2 Liquid metals 

Using liquid metals in a fusion reactor is not a recent idea as it was already being looked into 

during the creation of the ITER design, and even long before it [23] [24] [25]. The issues that 

could arise from the high heat load and particle fluxes on solid (tungsten) divertor plates were 

also identified at this point. Melting and cracking of the plates, as well as fatigue arising from 

cyclic ELMs means that to avoid these phenomena, the surface temperature has to stay well 

below the melting temperature of the material [10]. While replacing divertor tiles is possible 

in test reactors, it is undesirable in a running power plant. Depending on the frequency and 

duration of the downtime inherent to such a replacement, it could mean the electricity 

generated would be unreasonably expensive.  

This could be prevented by having a continually supplied liquid metal divertor. Desired 

properties of the metals were also described early on to find suitable candidates [26]. These 

included: a large range of operational temperatures, so high boiling but low melting 

temperature, high specific heat conductivity to ensure efficient heat transfer, low Z to 

minimize radiational losses in the plasma and low activation by neutrons. Additionally, 

plasma specific requirements that include: low sputtering yield by the plasma species, low 

tritium sorption and limited penetration into the bulk plasma [23]. 

A recent study which explored liquid tin and lithium as potential plasma-facing material 

concluded that the tolerable amount of impurities entering the plasma was most likely the 

defining factor in terms of the operating range [15]. Increasing the power density increases 

the surface temperature of the liquid metal which is strongly related to the evaporation shown 

in Figure 2.3 (above) which is the main contributor to erosion. Under these conditions, high 



redeposition rates were observed. Quantifying and categorizing different redeposition 

mechanics could help to give a better understanding of the upper limits of the operating 

range.          

3.3 Redeposition Ratio 

 

The redeposition ratio is defined as the mass fraction of sputtered particles that return to the 

surface from which they were sputtered: 

 

 𝑅 =  1 −
𝑚𝑙

𝑚𝑠 
 (2) 

   

Where R is the redeposition ratio, ml is the net mass loss and ms the total eroded mass 

without any redeposition which is defined as the gross erosion rate. While the net mass loss is 

rather trivial to measure, acquiring the gross erosion can be challenging. In the previous 

experiment by Kvon this was calculated using the sputtering yield which depends on the ion 

impact energy [18]. The relation for the relevant species is shown with both experimental and 

modeled data in Figure 3.1 [27]. The ion energies are expected to stay well below 100 eV, 

around 40 eV which is indicated in Figure 3.1. This means a small error in the impact energy 

will lead to a large uncertainty in the sputtering yield. At the indicated line the difference 

between the measured data and the model is almost an order of magnitude. This in turn 

translates into a large error in the gross erosion rate which is used to calculate the 

redeposition ratio.  

 



Figure 3.1: Sputtering yield by argon on copper 

A logarithmic plot of the sputtering yield on copper atoms by argon ions as a 

function of the incoming ion energy. The vertical line indicates the relevant 

energy level at 40 eV.   

Adapted from: Rainer Behrisch, Wolfgang Eckstein, Sputtering by Particle 

Bombardment Experiments and Computer Calculations from Threshold to 

MeV Energies [27]. 

 

 

Measuring the gross erosion rates experimentally could improve the accuracy. To do this, an 

experiment will have to be designed in which the measured net erosion rate closely resembles 

the gross erosion rate. This will be done by minimizing the redeposition which will be 

explained in section 4.2.  

3.4  The driving mechanisms of redeposition 

From theory, redeposition in Magnum-PSI is expected to be caused by three mechanisms: 

election impact ionization, momentum transfer collisions and charge exchange [18] [28]. To 

get a primary estimation of the total redeposition ratio, these effects are studied individually. 

The cross section of each reaction is used to calculate the rate of collisions. Then the 

individual contributions will be combined into an average mean free path that the sputtered 

neutrals travel before having a collision that causes it to be re-deposited.   

3.4.1 Electron impact ionization   

Electron impact ionization is a neutral-electron collision where an incoming electron kicks 

one of the neutrals electrons out of its shell, ionizing the neutral. If this happens in a divertor 

with a perpendicular magnetic field, the now charged particle will start to orbit around the 

magnetic field line. This orbiting motion has as its radius the Larmor radius rL, which means 

that if the ionization mean free path is less than one Larmor radius the particle will 

subsequently be re-deposited back onto the target. A schematic view of prompt redeposition 

can be seen in Figure 3.2.    

 

 



Figure 3.2: A schematic description of electron impact ionization  

This schematic figure describes redeposition caused by the ionization of a copper 

neutral, the reaction that takes place is: Cu + e  →  Cu+ + 2e. 𝜆ion is the ionization 

mean free path, rL is the Larmor radius and ⨂B indicates the direction of the 
magnetic field. 

 

In Magnum-PSI, the magnetic field is parallel to the surface instead of perpendicular. Instead 

of being promptly redeposited, the ion will feel two counteracting forces. The first is due to a 

temperature gradient which will push the ion to the region with the highest temperature [29], 

which is away from the surface. Additionally, entrainment due to ion-ion collisions will push 

the ions towards the surface. The ionization cross sections can be found from literature [30] 

[31] [32], however the exact values are only available at specific election energies which 

higher than the ones found in Magnum-PSI. At 35 eV, the cross section found is ~3 ∗
10−20m2. To find cross sections at lower energies the data from the plots was extracted using 

WebPlotDigitizer [33] and using data from copper shows that at around electron energies of 

1-2 eV, the cross section found is ~10−22m2.     

3.4.2 Momentum transfer 

Momentum transfer collisions are neutral-ion collisions in which the incoming ions induce a 

dipole in the sputtered neutral. Then, due to this induced dipole, the neutral will be coming 

back to the surface through entrainment by the incoming ions. This is depicted in Figure 3.3. 

 

 

Figure 3.3: A schematic description of momentum transfer 

This schematic figure describes redeposition caused by momentum transfer 

which takes place between sputtered copper neutrals and incoming argon ions. 

𝜆mt is the momentum transfer mean free path. 

 

 

This process can be described by the looking at the cross section for momentum exchange 

between ions and neutrals at low energies [34]. 
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(3) 

 

Which uses the polarizability of the atom 𝛼, found in [35] which is 15.5 Å for copper. Also, 

the reduced mass of the neutral and incoming ion, which is 24.5 u for the combination of 

argon and copper is used. Besides that, the masses and temperatures, up to 1 eV, are inserted 

to find a cross section of ~6 ∗ 10−19m2. 

3.4.3 Charge exchange     

Finally, charge exchange collisions can occur between the sputtered neutral and incoming 

plasma ions as depicted in Figure 3.4. 

 

 

Figure 3.4: A schematic description charge exchange  

This schematic figure describes redeposition caused by charge exchange 

collisions. The reaction that takes place is: Cu + Ar+ → Cu+ + Ar. 𝜆cxr is the 

mean free path of the charge exchange collision.  

 

This can ionize the sputtered particle and cause it to be entrained by more effective ion-ion 

collisions back onto the surface as described in section 3.4.1. To quantify this, an estimation 

of the cross section at low energies is used [36]. This is based on the distance at which a 

resonance occurs when an ion-neutral pair approaches each other: 
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(4) 

 

This used the quantum level of the neutral nn and the charge of the ion Zi, both of which are 

taken to be 1. The final cross section is independent of the energy and in the order of ~2 ∗
10−19 m2. This however only gives a very rough estimate as equation (4) is based on the case 

where fully ionized ions are interacting with neutral hydrogen. To further improve the 



estimation, R.K. Janev was consulted and requested to model our situation using the two-

center atomic orbital close-coupling method [37]. While the lowest energies reached were 30 

eV/u, extrapolation of the data could still give a rough estimation to see whether the previous 

value was in the correct range. Taking a 0th order approximation of the data gives a range of 

~2 − 6 ∗ 10−19m2 which is in line with the result from equation (4).  

  



4 Theory 

4.1 Calculating the mean free path 

Combining these three effects into a mean free path gives an indication of the average 

distance traveled by the neutral before a collision occurs. The mean free path can be 

calculated using: 

 

 𝜆MFP =
𝑣𝑛

(〈𝜎𝑚𝑡𝑣〉 + 〈𝜎𝐶𝑋𝑅𝑣〉 + 〈𝜎𝑖𝑜𝑛𝑣〉)𝑛i
 (5) 

 

which translates the cross sections into reaction rates by using convolution with a Maxwellian 

velocity distribution. It also includes the ion density 𝑛𝑖 which is taken to be equal to the 

electron density which can measured by Thomson scattering. From this, it is expected that an 

increase in plasma density is coupled with a decrease in mean free path. The cross sections 

used in equation (5) are plotted in Figure 4.1. 

 

 

Figure 4.1: Calculated cross sections at Magnum-PSI relevant energies 

The momentum transfer, charge exchange and ionization cross sections as 

found in section 3.4 plotted against electron energies for the typical range 

found in Magnum-PSI.  

   

Looking at Figure 4.1, the ionization cross section is a couple of orders of magnitude lower at 

the relevant energies and its contribution will be neglected in equation (5). Calculating the 

mean free path using the Magnum-PSI parameters found in 2.2, gives values ranging from 

~4 cm at densities of 0.5 ∗ 1020 m-3 to ~0.4 cm at densities of 5 ∗ 1020 m-3  

of ~1 cm.   



4.2 Minimizing the redeposition ratio  

When the redeposition ratio is sufficiently small, measuring the net erosion rate gives a good 

indication of the gross erosion rate. A clever way of reducing the redeposition back onto a 

surface is greatly reducing the size on which it can be re-deposited. If the target area is small 

relative to the mean free path, this means that even though the particles will not enter the bulk 

plasma, they also will not be re-deposited back onto the initial surface. Using this idea, a 

simplified redeposition ratio R [-] can be estimated by: 

 

 
𝑅 =

2𝜋 ∗ 𝜆𝑀𝐹𝑃
2
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2  

(6) 

 

which is the area projected by the mean free path 𝜆𝑀𝐹𝑃
2  [m] divided by the target area with 

radius r1 [m]. This simplification does not take second hand sputtering into account, only the 

primary sputtering event. Second hand sputtering is in this case defined as sputtering events 

from particles that have already been sputtered at least once. This seems reasonable as 

subsequent sputtering events which occur away from the target will have an even lower 

chance of being re-deposited onto the target. Because the calculated mean free path is of the 

same order of magnitude as the size of the complete surface it can sputtered upon, not many 

additional events are expected before the particle is lost. This simplification also assumes all 

particles travel exactly the length of the mean free path. If the mean free path of the neutral is 

known in a particular setup, it allows the target size to be chosen in such a way that the 

redeposition ratio is kept under a certain value. This value was set at 5% which was also used 

in a previous study that compared gross and net erosion [38]. Figure 4.2 shows how the 

redeposition ratio varies with target radius at different densities. The 5% line is shown in the 

red horizontal line and the vertical dotted lines show the target sizes used.     



 

Figure 4.2: Expected redeposition ratio at different target radii  

The expected redeposition ratio calculated using equation (6) with the red line 

indicating the 5% threshold where the net erosion is a good estimation of the 

gross erosion. Different lines show different ion densities. The green dotted 

lines indicate the different target sizes, radius 1, 2, 3 and 5 mm, which were 

used.  

 

When measuring the gross erosion rate, this ratio is desired to be as small as possible and the 

target size was chosen to be the minimal size the workshop could manufacture which was a 

target with a radius of 1 mm. For future measurements on redeposition the difference 

between densities was expected to be too minimal and a radius of 2 mm was chosen instead. 

This was done to more easily identify the impact of an increase in density. During both 

experiments also targets of radius 3 and 5 mm were used to see the effects of an increased 

radius. It also allows for somewhat of a verification of the assumptions made to get to 

equation (6), as equal erosion rates on the different sized targets could mean they were 

incorrect.  

4.3 Estimating the gross erosion rate 

Before actually measuring in the setup, it is wise to make an estimation of how much material 

will be eroded per second. It is crucial that not the entire copper layer is eroded as this would 

make the measurement unusable. Preferably eroding 50 percent of the layer would be ideal if 

the target was only able to be used once. If multiple measurements can be done with a single 

target, this percentage could be brought down.  

 

To calculate the final erosion rate, the incoming ion flux is required [39]: 
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which depends on both the ion and electron temperatures, Ti and Te, the ion density ni and the 

ion mass mi with 𝛾 being the adiabatic constant. In the high-density plasma beam it is 

assumed that Ti ≈ Te and ni ≈ ne, which means this can be calculated using data from 

Thomson scattering measurements of the electron density and temperature.  

 

Additionally, the sputtering yield is required. On this there already is data as can be seen in 

Figure 3.1 (above). However, to compare different scenarios and more easily represent this, 

these values are also re-calculated using [27]. The final sputtering yield at normal incidence 

as a function of the ion energy is: 
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which uses fitting parameters q, µ, and 𝛾 in addition to the ion energy E0 [eV], threshold 

energy Eth [eV] and the nuclear stopping potential: 
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With the reduced energy: 
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And the Lindhard screening length aL[nm]: 
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(11) 

 
Which uses the Bohr radius ab [m] in addition to previous parameters. 

 
This calculated sputtering yield, shown in Figure 4.3, while not perfectly matching the fit in 

Figure 3.1, could still serve as a first approximation to estimate the gross erosion rate. The 

value at 40 eV, the red line in Figure 4.3, is 0.36 neutrals per ion. The approximated value 

from the fit in Figure 3.1 is 0.01 and the data points at that location is 0.07 neutrals per ion. 

Increasing the energy to 60 eV lowers this difference. The value from Figure 3.1 at this 

energy equals 0.55, compared to 0.05 from the fit and 0.3 from the measured data in Figure 

3.1. The reason for this discrepancy could be caused by the method described in [27] which 

was quite unclear with their usage of parameters and units.   

 



 

Figure 4.3: The calculated sputtering yield as a function of ion energy 

The calculated values from equation (4) shown in the same range as Figure 3.1. 

The differences between the two are mostly present at low energies. A line has 

again been drawn to indicate 40 eV, the relevant ion energy.   

 
The total sputtered particles per unit area, 𝑁𝑠 can now be calculated by multiplying the 

sputtering yield with the incoming particle flux. Finally, the eroded thickness per second 𝑇𝑙 

[m s-1]is found by using Avogadro’s number, the molar mass of copper [kg mol-1] and the 

density of copper 𝜌𝑐𝑢 [kg m −3]. 
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𝑁𝑠

𝑁𝑎𝑣 ∗ 𝑚𝑐𝑢 ∗ 𝜌𝑐𝑢
 

(12) 

 

This allows the expected eroded thickness to be plotted as a function of the ion energies at 

specific densities and temperatures in Figure 4.4. Additionally, the effect of a nonzero 

redeposition rate is added to show how it affects the erosion rate. 

 



 

Figure 4.4: The expected target loss as a function of ion energy 

This figure shows the expected thickness that would be lost from the target at 

an ion density of 1 ∗ 1020 m-3
 and an electron temperature of 1 eV. Different 

redeposition rates R give an indication how this influences the loss in 

thickness.     

 

The values from Figure 4.4 can be used to reach approximately the same total erosion for 

each target. Taking the expected plasma parameters and the corresponding redeposition ratio, 

it can be calculated how long each exposure should take to erode the same amount of 

material. Eroding approximately the same amount of material on each target can ensure that 

the diagnostics can accurately measure it within their margins.  

 

  



5 Magnum PSI 

5.1 Linear devices introduction 

The final goal for fusion devices is producing net power. However, due to the physical and 

technical limitations, a power plant is still very far away. To increase the speed of 

development, different devices are constructed to test different relevant aspects. Linear 

devices have the advantage of being geometrically relatively simple which comes with better 

plasma confinement and control compared to tokamaks. Additionally, steady state operation 

is already a possibility. Linear devices work by igniting a plasma and confining it radially 

into a vacuum vessel by using an axial magnetic field. Magnum-PSI is such a device which is 

ignited by a cascaded arc plasma source which can both be operated in steady state and in a 

pulsed mode [40]. A superconducting magnet which can produce a magnetic field of up to 

2.5 T confines the plasma and allows for high fluence experiments. The plasma is directed 

towards a target holder in which targets can be placed for exposure studies. The target holder 

is water cooled and can be biased to vary the energy of the incoming particles.   

5.2 The goal of Magnum-PSI 

With the flux density and pulse length in ITER increasing an order of magnitude compared to 

JET, having a steady-state device which can achieve these conditions is critical for 

development. Magnum-PSI was designed with this in mind, a device that could reach the 

expected conditions present at the ITER/DEMO divertor to study the plasma-surface 

interactions. The performance goals as stated in [40] are summarized as: electron densities: 

ne∼1019–1021m−3, electron temperatures: Te∼0.1–10 eV, particle flux: ∼1023–1025m−2s−1 

and steady state heat flux > 10MWm−2.      

 

A schematic depiction of the side view with the most relevant aspects is shown in Figure 5.1. 



       

Figure 5.1: A side view of Magnum-PSI     

“A side view of Magnum-PSI, with a cut-out of the superconducting magnet. 

Shown are: (a) the superconducting magnet; (b) the plasma source; (c) the 

target at its plasma exposure position; (d) Thomson scattering laser beam tubes; 

(e) vacuum pumping tube; (f) Target Exchange and Analysis Chamber 

(TEAC); (g) part of the ion beam line, connected to the TEAC.” 

Taken and quoted from: Van de Pol, M.J., Fusion Engineering and Design 

(2018), https://doi.org/10.1016/j.fusengdes.2018.03.033 [40] 

 

 

When performing experiments in Magnum-PSI there are different parameters that can be 

adjusted to get the desired plasma conditions. The main variables are the plasma source 

current, the magnetic field and the target bias. Generally, increasing the source currents 

increases the electron density, but decreases the electron temperature. Increasing the 

magnetic field increases both the electron density and temperature. Increasing the target bias 

increases the impact energies on the target. In Magnum-PSI either hydrogen, helium or argon 

plasmas are available. While there has been done some characterization with hydrogen 

plasmas, getting the right parameters with either helium or argon can be challenging and 

requires some trial and error.    

5.3 Plasma diagnostics 

To ensure the preferred parameters are met, Magnum-PSI uses a couple of diagnostic tools 

that provide information both about the plasma and the target. Thomson scattering is used to 

measure both the electron density ne and temperature Te close to the target. The minimal 

values that can be measured are 1*1017 m-3 and 0.07 eV with an accuracy of 3% for the 

density and 9% for the temperature [40]. Figure 5.2 and Figure 5.3 show electron density and 

temperature profiles as measured during the actual measurements.  



     

Figure 5.2: Electron density profile measured by TS 

An electron density profile measured during an Argon exposure. The center of 

the target is located at R = 0 mm. The density at the edges is lower than at the 

center as shown by the gaussian shape. It can be seen that the plasma is not 

perfectly aligned on the center of the target as the maximum density does not 

correspond exactly with the R = 0 position.   

 

  

Figure 5.3: Electron temperature profile as measured by TS 

An electron temperature profile measured by TS during an argon exposure. The 

center of the target is located at R = 0 mm. The electron temperature also 

decreases towards the edges of the plasma but stays relatively constant around 

the target. It can be seen that the plasma is not perfectly aligned on the center 

of the target as the maximum temperature does not correspond exactly with the 

R = 0 position.   



 

There is also an optical emission spectrometer present which was mostly used to identify 

which of the species are being sputtered during the measurement as well as at what bias 

voltages they start to sputter. This was done by observing the emitted frequencies and 

matching them to the NIST database [41]. Finally, there are two systems which measure the 

temperature of the target. This is relevant as the targets should not start melting under the 

received heat load. There is a fast-infrared camera (FLIR SC7500-MB) which looks at the 

black body radiation sent out by the target and requires the emissivity of the used materials as 

input. As well as a spectroscopic pyrometer (FAR Spectro Pyrometer model FMPI) which 

allows for real-time monitoring of the target temperature, but requires the temperature to be 

at least 700 °C before it can perform reliable measurements. The IR camera has a field of 

view which observes the entire target, but the pyrometer is only focused on a single spot.   

     

  



6 Target design     

6.1 Choice of plasma species 

In Magnum-PSI there are three gases that can be used: hydrogen, helium and argon. 

Choosing the correct gas species in combination with the correct target and shield, which is 

discussed later in section 6.2.1, material is crucial to the success and accuracy of the 

experiment. The choice is based on two requirements: the first one is that the only form 

erosion that is taking place should be physical sputtering. This means that throughout the 

duration of the exposure the target should stay under the melting and sublimation point to 

ensure this. Additionally, if there would be a target-gas combination which could exhibit 

chemical erosion this should be avoided as well. The second requirement is that for the 

chosen gas, the sputtering threshold for the different materials should be reasonably far apart. 

In other words, there should exist an impact energy where the primary material is sputtered 

easily, so where the threshold energy is lower than the target bias. Where for the same energy 

the secondary material, the shield, is not sputtered at all, even when taking the energetic tail 

of the distribution into consideration. The threshold energies for sputtering by the available 

ion species on possible target or shield metals is summarized in Table 6.1 [27]. Because the 

threshold energy depends on the mass ratio between the incident ion and target, it can be seen 

that for the heavier metals, copper, molybdenum and tungsten, the threshold energy is lowest 

when using the heaviest gas: argon. However, the atomic mass of carbon is closer to that of 

helium, making that the lowest value.   

Table 6.1: Threshold energies for sputtering of various ion species on 

possible target or shield metals [27] 

Threshold energy (eV) Hydrogen 4Helium Argon 

Copper 62 22 13 

Molybdenum 201 59 28 

Tungsten 457 121 27 

Carbon 39 19 69 

 

The use of a shielded design puts additional strain on the cooling of the target as the exposed 

materials are not in direct contact with the cooling system which is located at the back of the 

target. While the interstitial layer of grafoil tries to remedy this issue, it is still worse than a 

solid target made out of only one conducting material. Most of the plasma parameters are 

predetermined by the effect they have on the redeposition rate as seen in section 4.2 which 

means they cannot be tuned to decrease the heat flux. Because the heat flux scales inversely 

with the mass of the plasma species: 𝑄 ∝  √1/𝑚𝑖, choosing argon over hydrogen or helium 

would reduce the heat flux with a factor of √40 or √20 respectively. Being a noble gas (as is 

helium) also ensures limited chemical reactivity which is another desired property. 

Additionally, helium is known to cause a bubble formation underneath the surface of various 

metals including copper [42], which could have an unwanted effect on the sputtering yield.    

 

6.2 Target materials 

For the primary target material, copper is decidedly the preferred choice. It has a relatively 

high melting point at 1085°C, good heat conduction at 401 Wm-1K-1 at room temperature, it 

is easy to machine, has a low cost and low binding energy at 3.52 eV which allows for easy 

sputtering [43] [27]. Additionally, the previous experiment by Kvon [18] also used copper 

which means a comparison could be made between the results of the two experiments. The 



first iteration of the shield was mostly decided by the material of the clamping rings and 

screws, which was molybdenum. While the sputtering threshold energies of molybdenum 

(28eV) and copper (13eV) by argon are only 15 eV apart, it cannot be avoided to expose the 

clamping rings during a measurement. While it is possible to construct clamping rings of a 

different material, it was decided that the first target would use this configuration to observe 

whether this energy difference was sufficiently large. Molybdenum has a melting point of 

2623 °C, heat conductivity of 138 Wm-1K-1 at room temperature and a surface binding energy 

of 6.83 eV [43] [27], making it very suitable for plasma exposure. The design had an 

additional restriction that was added to fulfil the needs of a diagnostic. The maximum 

allowed height difference between the copper tip which is sticking out, and the copper base 

could not be more than 1 mm. The surface profiler that was going to be used has a maximal 

step size of 1mm which set this limitation. A larger height difference would have the 

advantage of decreasing both the secondhand sputtering from the target back onto itself as 

well as any material that may have been accidentally sputtered from the shield.     

 

6.2.1 Primary design 

Section 4.2 shows how choosing a small enough target size can greatly reduce the 

redeposition back onto the target. However, it is not possible in Magnum-PSI to fit in a target 

of any size. The target needs to be able to fit into the target holder which means it must be 30 

millimeter in diameter, which is too large looking at Figure 4.2 (above). To circumvent this 

limitation, there was chosen for a shielded design. This design, shown schematically in 

Figure 6.1, consists of three parts. In the center there is the actual copper target which is 

surrounded by a molybdenum shield. Between the two metals there is an additional layer of 

grafoil which increases the heat conduction and should help prevent overheating of the target.   

 

 

Figure 6.1: A schematic side and top view of the copper target and 

molybdenum shield 

This figure shows schematically the materials and dimensions used for the first 

target design. The copper base is shielded by the molybdenum except for the tip 

which is exposed to the plasma. Heat conduction is increased between the metals 

by a grafoil interlayer. The bottom is actively cooled.  

 



6.2.2 Secondary design 

The second design, in case the energy difference proved to be too small, has more freedom in 

the choice of shield material. Now the molybdenum clamping ring will be removed and a 

new material can be chosen from which a new shield and clamping ring will be constructed. 

The screws which are attached to the clamping ring are still made out of molybdenum and 

could not be replaced. To prevent them from sputtering they have been treated with a boron 

nitride spray [44]. An additional goal for the second design is to try and identify areas of net 

deposition or erosion on the shield. This design started out as a modular shield with either a 

spoke-like or concentric ring design with pieces that could be weighted individually. The 

target would then be held together by the clamping ring during the exposure. Ultimately this 

idea was rejected because it was expected to cause additional problems with handling and 

imperfections in the construction could have an impact on the redeposition caused by leading 

edges. Instead Rutherford backscattering spectroscopy (RBS) will be used as an additional 

diagnostic. The details are described in section 7.5, but it adds another restriction to the shield 

which is that it should be made out of a lighter element than copper to be analyzed by RBS. 

Combining the requirements lead to the use of carbon, specifically graphite, as the material of 

choice. The sputtering threshold by argon lies well above that of copper at 69 eV which gives 

an operating window of 56 eV where the copper should be sputtering but not the graphite. 

Instead of melting, the graphite starts to sublimate at 3700°C and it has a thermal 

conductivity of 170 Wm-1K-1 [43]. Increasing the lenience on the heat flux possibly allows 

other gases to be used. However, the difference in sputtering yield using argon in 

combination with copper and carbon seemed sufficient. Moving to helium or hydrogen meant 

increasing the target bias, which has an upper limit of 100eV in Magnum-PSI, as well as 

increased exposure times due to the lower sputtering yields [27]. The second design is shown 

schematically in Figure 6.2.  

 

      

Figure 6.2: A schematic side and top view of the copper target and 

graphite shield and clamping ring 

A schematic representation of the second design which incorporates the 

clamping ring into the shielded design. The materials and dimensions are 

shown including the molybdenum screws which will be covered by a boron 

nitride spray to prevent them from sputtering.     

 



6.3 Preventing tainting the viewports 

In Magnum-PSI, too much sputtering needs to be prevented as it will contaminate the 

viewports and decrease the signal strength of the Thomson scattering measurement. While it 

can be cleaned from the inside, it is a long and strenuous procedure which would be avoided 

if possible. To estimate the amount of material that could be deposited onto the windows, the 

total eroded volume was calculated using the expected erosion rate and the target size. This 

volume was then projected onto the exposed area of the vessel with an assumed 

homogeneous distribution. From this, the thickness of the expected deposited copper layer 

was calculated. The maximum allowable layer of material being deposited on the window 

surface was established to be 10 nanometers per series of experiments. This would be before 

a large drop off in signal strength was observed. Figure 6.3 shows the deposition on the 

window as a function of target radius for different amounts of eroded material.   

 

Figure 6.3: The contamination of the viewport by eroded material 

The average deposition onto the viewing window is plotted against the target 

radius for three different amounts of erosion. The red horizontal line is the limit 

of deposition per target, which sums up to 10 nanometers.    

 

The red line in Figure 6.3 indicates the maximum allowed deposition on the viewport if it 

would be split equally per target. Ideally, each target would roughly be eroded by the same 

amount. Most targets will be either one, or two millimeter in radius, with only a singular 

being three and five, so the amount of eroded material per target could be set at 50 microns, 

half the height of the copper pillar, without covering the windows too much.     

 

  



7  Additional diagnostics 

To find the erosion rate, the targets need to be measured before and after, or during the 

plasma exposure. Measuring the change in height or weight can be translated into the erosion 

rate using the exposure time. To ensure that the results are trustworthy and measured with 

high accuracy, three distinct measurement techniques will be employed. The first is 

weighting the targets before and after the exposure, the second one measures the height of the 

targets before and after. The third one is a quartz crystal microbalance which is present 

during the exposures and continually measures its mass gained. Additionally, two 

spectroscopic diagnostics: Energy dispersive X-Ray spectroscopy and Rutherford 

backscattering spectroscopy are used post-mortem to identify and quantify the deposition of 

different species on the target and shield. The following chapter goes in depth on describing 

these methods.  

7.1 Measurements using a mass balance 

Weighting the targets before and after exposure gives a direct indication of how much mass 

was lost during exposure. Using the material density ρcu, target size At and exposure time te 

allows for a calculation of the net erosion rate [m s-1]: 

 

 
𝐸𝑟𝑜𝑠𝑖𝑜𝑛 =

Δ𝑚

𝜌𝑐𝑢 𝐴𝑡 𝑡𝑒
 

(13) 

 

The measurements were performed on a Mettler Toledo NewClassic MF MS105DU 

microbalance. It has a measurement range of 30 mg to 120 grams with a precision of 0.01 mg 

and a repeatability stated as 0.08 mg [45]. The total error is calculated by using the standard 

deviation: 
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∑(𝑥1 − 𝑥̅)2

𝑛
  

(14) 

and error: 

 

 ∆𝑥̅ =
𝜎

√𝑛
 (15) 

 

The expected mass loss during the gross erosion measurement is based on sputtering yields 

calculated in section 4.3.  and is around 6 mg for the targets with a radius of 2 mm. All 

targets are measured as a complete assembly and as individual parts with every combination 

measured three times to improve accuracy. Before the measurements the copper targets were 

cleaned of any contamination in a vibrating bath of acetone where the components stayed for 

fifteen minutes. The targets were stored in a closed off unit and were only touched using 

gloves.  

7.2 Measurements using an optical surface profiler 

The chosen target only has a small region which is being eroded, this makes it possible to use 

a surface profiler to measure the height of that region relative to the original surface. For 

larger areas, the time required to perform these measurements increases significantly. The 

surface profiler used for the first experiment is the Sensofar Plµ2300 optical surface profiler. 

Optical profilers use a non-contact measurement technique which measures the optical path 



length difference between the surface and the reference. This is done by shining a light source 

which passes through an interferometer onto the target, creating an interference pattern which 

can be translated into a height difference. The copper tip will be the measured surface and the 

copper base which is shielded will be used as a reference. This surface should not be eroded 

during the measurement and should therefore have a constant height before and after the 

exposure. Both the baseline and the top of the copper are not perfectly smooth however. This 

means both need to be averaged to find a single value for the height of the pillar. In the 

experiment which measures the gross erosion, it is expected that quite a large amount of 

copper will be eroded (around 100 micron). The used setting has a scan step of 12.00 micron 

and a lateral resolution of 1911 nm. The complete data sheet can be found in Appendix C. 

The surface profiler does interpolate between steps which means the error in height is much 

smaller than the step size of 12.00 micron, around 1 micron. The final uncertainty is 

calculated in the same fashion as showed in section 7.1. For the second set of measurements, 

a different profilometer is used to improve accuracy. The KF3 Confocal Sensor located at 

research center Jülich [46]. This profilometer has a resolution of 20 nanometers with a 

standard deviation on reproducibility measurements of under 15 nanometers. As this 

measurement technique directly measures the height difference, it can be translated into an 

erosion rate using the exposure time.  

 

 
𝐸𝑟𝑜𝑠𝑖𝑜𝑛 =

Δℎ

𝑡𝑒
 

(16) 

7.3 Measurements using a Quartz crystal microbalance 

The sputtered mass can also be calculated from a quartz crystal microbalance which is 

present during the exposure. It is located at a distance of 25 cm from the target at an angle of 

45 degrees. When mass is deposited onto the quartz crystal the frequency with which it 

vibrates changes. This shift in frequency can be translated back into a mass change by using 

the Sauerbrey equation: 

 
Δ𝑚 = −Δ𝑓

𝐴√𝜌𝑞𝜇𝑞

2𝑓0
2  

(17) 

   

Where Δm is the mass change on the quartz crystal, f0 the resonant frequency, Δf the change 

in frequency, A is the active crystal area, 𝜌q and 𝜇q are the density and shear modulus of 

quartz crystal. This diagnostic requires a density input of the material that will be sputtered 

onto it from which it automatically calculates a thickness on the QCM and a rate of thickness 

gained. For this it is also crucial that only one element is sputtered onto it, as otherwise the 

density would be an amalgam of the different materials’ densities. The mass change can then 

be calculated using the same density that was put in. The mass change can be extrapolated to 

find the total mass which would have been deposited in the complete steradian area. This is 

done by multiplying the mass gain on the crystal by the fraction of the area which it occupies: 

 

 
Δ𝑀 =

Δ𝑚 ∗ 2𝜋𝑟2

𝐴
 

(18) 

 

Which uses the distance from the target r [m] and gives the total mass change ∆m [kg]. Using 

this method does assume that the eroded mass is distributed uniformly. This is most likely not 

the case looking at [47], but gives a good first approximation. In the experiment measuring 

the gross erosion, the QCM data gives information about the net erosion rate and can be used 

as a comparison to verify whether the expected fraction of net to gross erosion was estimated 



correctly. When measuring the net erosion, the three measurement techniques can be 

compared directly to see whether they are in agreement.  

7.4 Measurements using Energy dispersive X-Ray spectroscopy  

Energy dispersive X-Ray spectroscopy (EDX) is a diagnostic that will be used to identify the 

species present on the target after exposure. As well as give a quantitative analysis of the 

composition. This will be done to ensure no other material is present on the copper target, or 

if there is any material, to identify it and find out how much of the surface it is covering. In 

the setup, the target will be exposed to an electron beam which excites the surface atoms. 

This causes each atom to emit specific wavelengths in the X-ray spectrum which is analyzed. 

Peaks at different wavelengths are attributed to different elements. The location of the peaks 

indicates the different elements present and the relative intensity gives information about the 

atomic concentration. Each measurement only looks at a part of the target, indicated by the 

magnification so it is required to ensure this section is a proper representation of the entire 

target. This will be done by performing a set of measurements with increased magnification. 

If the results do not change between magnifications this condition is satisfied. The electron 

microscope used is the Phenom Pharos Desktop SEM which has a resolution up to 

2048x2048 pixels with a magnification range of 200-1,000,000x. The image is then analyzed 

by the Phenom Element Identification software which shows each detected element in 

combination with a certainty number ranging from 0 to 1.00 [48].       

7.5 Measurements using Rutherford backscattering spectroscopy 

Rutherford Backscattering Spectroscopy (RBS) can be used to measure the thickness of the 

material deposited on the target or shield, with a maximum thickness of 1 micron. 

Additionally, it can be used as an identification tool to find species deposited onto a heavier 

substrate. This method uses an ion beam which is pointed at the surface that will be 

evaluated, collects the backscattered ions and measures their energy. The ions will scatter 

elastically with nuclei in the target and inelastically with the electrons. After the elastic 

collisions the backscattered ions will have a characteristic energy which depends on the 

species with which they collided. Using tabulated values and comparing them to the 

measured ion energies can determine what species are on the target. Additionally, due to the 

inelastic collisions with the electrons, the broadening of the peak can be related to how deep 

the ion travelled into the target. The amount of energy lost by passing through a certain 

length of material is the stopping power which is also a known quantity. Using this data and 

the measured energy distribution, amount and species of the material can be calculated. 

RBS does have some limitations however. Due to the nature of the measurements, the 

material can only have a thickness of up to 1 micron as the used ions cannot penetrate deeper 

into the material. Additionally, the expected change in thickness should be in the same order 

of magnitude as the total thickness to ensure accurate results. If it is needed to have the 

copper on a substrate, the substrate must be a lighter material than copper itself as otherwise 

it would overshadow the copper results. Finally, the RBS is a very localized measurement. 

The beam size is in the order of mm2, which means that if an entire target needs to be 

evaluated it needs to be swept by the beam to get accurate results everywhere. Due to the 

limitation on the thickness of the target, it was decided against using RBS as a measurement 

for the erosion. It will instead be used to characterize the distribution of the sputtered copper 

on the graphite shield in the second measurement.     

 

 



8 Methods of the first experiment 

8.1 Measurement procedure 

It is crucial to the measurement that only the copper is being eroded and none of the 

molybdenum. This is made possible by the difference in threshold energies between the two 

materials. To make sure of this, the experiment will start with the dummy target without 

copper, seen in Figure 8.1, at floating potential. From here, the bias will be ramped up to 

gradually increase the ion impact energy.  

 

     

Figure 8.1: Picture of the targets and clamping ring 

The left picture shows the dummy where no copper is present, the right shows 

a target made after the schematic in Figure 6.1. The outer silver clamping ring 

is made out of molybdenum, as well as the material surrounding the copper 

center.   

 

By looking at the Optical Emission Spectrometer (OES) it can be determined when the Mo 

will start to sputter. Mo I has two distinctive lines at 379.82 nm and 386.41 nm which will be 

used as indicators. Using this method, the highest bias without any Mo sputtering will be 

determined, which will be used as the standard bias for the rest of the experiments. While this 

should not depend on the densities, the ion density could also be increased at this bias to 

confirm there really is no erosion as it would give a more significant signal. When this bias 

has been established the first group, consisting out of five standard targets, will be subjected 

to the same conditions except for an increase in density. The hypothesis is that an increase in 

density will decrease the mean free path of the sputtered particles and therefore more will be 

re-deposited as shown in equation 5 . The other group will test the effect of a varied bias 

which will give information about the erosion rate at different ion energies. The final two 

targets with an increased copper region will be exposed under the standard conditions to 

observe the effect of a larger area upon which the copper can be re-deposited. Increasing the 

radius should also increase the redeposition rate according to Figure 4.2. 

8.2 Measurement report 

The first thing that had to be done was determining the voltages where each material started 

sputtering. The threshold energies that are a first approximation are 13eV for Argon on 



Copper, and 28eV for argon on molybdenum as seen in Table 6.1. The ion energies are 

calculated by summing the target bias and floating potential and multiplying by the 

elementary charge. The floating potentials are measured for each target, but are 

approximately 2.5 V.  Target number 1 was used to test this and settings before each actual 

measurement. At around 16-18 eV the Mo lines started appearing which is likely due to the 

high energetic particles which make up the tail of the energy distribution. Now the bias had to 

be decreased ensure no Mo was being sputtered. However, trying this revealed that there was 

no bias where the copper lines were visible, but not the Mo lines. This is most likely due to 

the copper being only a small region which makes it hard to distinguish from the noisy signal. 

Due to the time restraints it was not possible to do longer exposure measurements to 

accurately determine this. From here there were three possible options to continue. The first 

option assumed that even though there is no signal, the copper should still be sputtered, at 

least when above the threshold energy. If this is the case, the measurements could still be 

performed in the planned way, making sure to stay below the energy where Mo lines are 

starting to appear. This however only gave a miniscule operating window of 4-6 eV. 

Additionally, the energies are extremely close to the threshold energies which increases the 

uncertainty as the sputtering yield changes rapidly around the threshold energy. On top of 

that, the exposure times would have needed to be increased to make sure enough material was 

being eroded even at lower energies. All in all, it was chosen that this option was not feasible.  

 

The second option was to have a last-minute change of gas species from argon to helium. 

With the risk of overheating the target. The main advantage of helium is that the threshold 

energies of copper and molybdenum are much further apart. Eth = 22 eV for copper and Eth = 

59 eV for molybdenum which gives a larger operating window of 37 eV. The main downside 

of using helium is the increased heat flux. A discharge was tried using helium but was rapidly 

shut down because the target was overheating, reaching temperatures of above 1000 C° 

within seconds. This option was then disregarded.  

 

The third option was to remove the molybdenum cover and directly expose the grafoil film to 

the plasma. The sputtering threshold of carbon sputtering by argon is higher at 69 eV which 

gives a larger operating range. The downside is that the grafoil has less contact area with the 

copper which makes it less efficient in dissipating heat. The grafoil also does not fit perfectly 

over the copper pillar as can be seen in the resulting pattern in Figure 9.1. This emergency 

option was discussed before the experiment, but it was not possible to construct the grafoil to 

properly fit around the copper pillar. On top of that the clamping ring is still made out of 

molybdenum which means that some molybdenum sputtering needed to be accepted.  

Moving forward the third option was chosen with the caveat that the same biasing (-50V) was 

to be used as in a previous experiment by V.Kvon which measured the net erosion rate. 

Because of the increase in biasing from the expected -20 V to -50 V, the exposure time was 

decreased to 30 seconds for every target. Due to the decreased exposure time it became even 

more crucial that the time was monitored accurately and that it is consistent over the different 

targets. Uncertainty in the exposure time would lead to a preventable error in the erosion rate. 

Usually the timing was done using the beam dump which takes a couple of seconds to fully 

retract or extend, making it hard to identify the exact start and end times. To circumvent this, 

the beam dump was retracted in advance of the measurement, exposing the target to the 

plasma. This was all done without any biasing on the target, so at a floating potential, 

meaning the erosion during this time would be completely negligible. Then the bias would be 

turned on and the timer would start at the same time. Thirty seconds later bias was turned off 

again, and the beam dump extended.  



During the measurement, arcing occurred at multiple targets. Arcing consistently took place 

during the first few seconds of the exposure and when it was observed the measurement was 

immediately stopped by removing the bias and subsequently closing the beam dump. The 

measurements were then resumed and on the second part of the exposure, none of the targets 

experienced any arcing. While being a somewhat detrimental effect, it was observed the 

arcing was mostly, if not only, affecting the grafoil and not the copper. This means that while 

restarting the exposure is far from ideal, the extended duration could be considered while 

calculating the erosion rate. Due to the limited time available, the experiments had to be done 

in two days instead of the originally planned four and it was not possible to use all of the 

targets. The targets meant for a bias scan were skipped in favor of the density scan and targets 

with increased radius. The used plasma conditions are shown in Table 8.1. Target 1 was used 

under varied conditions as it was used to find the critical biasing and set up the desired 

conditions for the actual measurements.  

 

 

 

Table 8.1: Plasma conditions during the first experiment. 

 Magnetic field 

[T] 

Target bias 

[V] 

Electron 

Temperature [eV] 

Electron Density 

[1020m-3] 

Exposure 

time [s] 

Target 1     Dummy 

Target 2 0.40 50 1.42 0.89 30 

Target 3 0.40 50 1.26 0.53 30 

Target 4 0.40 50 0.85 0.51 30 

Target 5 0.40 70 1.35 0.50 30 

Target 6 0.40 30 1.14 0.57 30 

Target 7 0.40 50 1.24 0.58 30 

Target 11 0.40 50 1.20 0.58 30 

Target 12 0.40 50 1.19 0.55 30 

  



9 Results of the first experiment 

The used targets were weighted and put under the surface profiler in the same way as 

described in section 7.2. Looking at a target in Figure 9.1 it can immediately be seen that the 

intended goal of solely sputtering copper has not been achieved. 

 

     

Figure 9.1: Copper target after exposure 

A picture of a copper target after exposure. The grafoil cover was not fitting 

perfectly which caused some material to be sputtered next to the center.  

 

  

The full data set is found in Appendix A. The mass difference before and after are 

summarized in Table 9.1.  

 

Table 9.1: Mass change per target measured by microbalance 

 Total mass𝛥  [mg] Copper mass𝛥 [mg] Grafoil mass𝛥 [mg] 

Target 1 −0.67 ± 0.04 2.22 ± 0.02 −2.89 ± 0.08 
Target 2 −0.09 ± 0.01 0.23 ± 0.02 −0.32 ± 0.05 
Target 3 −2.95 ± 0.03 −0.14 ± 0.05    −2.8 ± 0.1 
Target 4 −0.31 ± 0.02 −0.11 ± 0.01    −0.20 ± 0.04 
Target 5 −0.38 ± 0.02 −0.06 ± 0.03    −0.33 ± 0.08 
Target 6 −0.13 ± 0.02 0.09 ± 0.02 −0.22 ± 0.06 
Target 7 −0.45 ± 0.05 −0.10 ± 0.04    −0.4 ± 0.1 

Target 11 −1.10 ± 0.03 0.18 ± 0.02 −1.29 ± 0.07 
Target 12 −1.13 ± 0.02 −0.50 ± 0.02    −0.83 ± 0.06 

 

 

Table 9.2 shows the height difference for the copper pillars before and after the exposure as 

measured with the surface profiler.  



Table 9.2: Height change per target measured by the profilometer 

 Total 𝛥𝐻 [µm] 

Target 1 19 ± 3 

Target 2 19 ± 4  
Target 3 24 ± 2 

Target 4 19 ± 3 

Target 5 11 ± 4 

Target 6 25 ± 3 

Target 7 20 ± 2 

Target 11 6 ± 5 

Target 12 23 ± 12 

 

 

9.1 Discussion of the primary experiment 

Looking at Figure 9.1 it is clearly evident the experiment did not succeed in achieving the 

intended goal. On top of, and surrounding the copper pillar there is a silver-colored layer 

clearly visible. This means that not solely the copper has been eroded during the 

measurement, but also the surrounding material. This is can also be concluded when looking 

at the results from the pre and post measurements in Table 9.1 and Table 9.2. Where the 

expected height loss was in the order of 0.1 mm, or 100 µm. The expected mass loss for the 

targets with 1mm copper pillars was in the order of 1 mg. However, instead of losing height 

during the exposure, all of the targets have experienced an increase in height. From this it can 

be immediately stated that the redeposition rate during this measurement is not negligible. 

Even more so, because of the small area of the copper tip, the erosion from the tip appears to 

be lower than the amount of material being re-deposited onto it. This allows the height to be 

increased instead of staying constant or decreasing. Because the molybdenum cover was 

removed during the exposures, there was a small area around the copper tip which was also 

exposed to the plasma. These measurements rely on a constant reference to make a 

comparison before and after the exposure. It was verified that the height change directly 

around the pillar was minimal and negligible compared to the rest of the baseline. This, in 

combination with the way the reference was determined, which is by averaging the height of 

the entire baseline, it was concluded that this slight error was acceptable. The measurements 

using the mass balance suffered from similar problems. The mass of the copper increased or 

stayed similar on most targets, but saw a slight decrease on some targets as well. This 

inconsistency with the surface profiler results, in which all targets had increased height, 

makes comparing the two results difficult. There are a couple of possible reasons for why the 

mass change and the height change are not consistent. The first one is due to the deposition of 

material onto the copper target next to the pillar instead of on top of it. Which would make 

the assumption that any change of mass can be attributed to a height change invalid. 

However, looking at the profilometry, it can be seen that this effect is minimal. Second, it is 

evident that not only the copper has been eroded which means that a combination of species 

has been re-deposited back onto the copper pillar. This means that a direct translation from 

height to mass change through the area and density of the material is now less accurate 

because the exact density of the pillar is not purely that of copper anymore. The density 

would have to be a weighted mix of the densities of the present species for which the ratio is 

unknown. Grafoil has a lower density while the molybdenum one is higher than copper. 

Third, because of the last-minute change in parameters, the bias increase from -20V to -50V, 

and the change in target design, the removal of the molybdenum shield and exposing the 



grafoil, the target temperature was higher than predicted. The arcing that occurred during 

multiple exposures also came with a spike in target temperature. After removing the targets 

from the target holder, there was grafoil stuck to the backside of the copper targets. This 

grafoil is used to conduct the heat from the target to the cooling system. Due to the high 

target temperature some of the grafoil melted during the exposure and solidified on the back 

of the copper target. When separating the grafoil cover on the front of the target before 

weighting the same problem occurred. This grafoil was removed as carefully as possible 

before continuing weighting the targets and performing the surface profiler measurements, 

but it could have been that not all of it has been removed perfectly, or that the copper surface 

was damaged in the process. This may have contributed to a slight mass discrepancy. The 

mass of the grafoil on the other hand, was expected to increase during the exposure. The 

biasing applied was well below the sputtering threshold of carbon which means only 

redeposition from the copper and molybdenum is expected. Looking at the results, however, 

all of the grafoil covers experienced mass loss. This could have been caused by the covers 

sticking to the copper as previously stated. The mass loss could also have been caused by the 

arcing some targets experienced, as there was visible damage on those targets. This does not 

explain the mass loss in the other targets though. Another option that should be considered is 

that the grafoil did erode or sublimate at this bias. This is something that needs to be 

considered and verified for future exposures using carbon. Getting useful information about 

the gross erosion, or redeposition rate from this experiment seems very difficult as the most 

eroded material seems to be molybdenum instead of the copper that was desired. Instead of 

trying to salvage the results with unreasonable assumptions, it was chosen to focus on 

moving forward with the secondary design.     

9.2 Required improvements to move forward 

That the first experiment did not yield any definitive answers does not mean that nothing can 

be learned from it. The biggest lesson was that the materials in the setup need to be changed 

to achieve any kind of result. The sputtering threshold between the target and the ‘shield’ 

needs to be increased to account for the energy distribution of the incoming ions. Because of 

the relatively wide plasma shape of argon this includes changing the material of the clamping 

ring.  Additionally, the design needs to have better heat conduction to prevent the grafoil on 

the back from overheating and sticking to the target. This can be achieved both by having a 

simpler design which has a larger contact area to dissipate the heat more effectively and by 

removing the interlayer. This does mean the material needed to be machined to be relatively 

large, with a diameter of 60 mm, but also very thin at certain points, down to a couple tenths 

of a millimeter and not break when being handled. In summary, the relevant properties that 

are desired includes having a much higher sputtering threshold by argon than copper, a high 

heat conductivity and melting point and it should be machinable into a robust clamping ring. 

Additionally, it is preferred that the material has a lower mass than copper which allows for 

effective RBS on the target holder after the exposure. If the experiment was successful RBS 

could show the copper distribution on the clamping ring. These requirements led to the use of 

graphite as the material of choice with the design shown in Figure 6.2. With a sputtering 

threshold of 69 eV by argon it is well above that of copper (and molybdenum) at 12 eV (and 

28 eV). The melting point far exceeds that of copper at 3700 °C at which point it sublimates 

instead of melting. The thermal conductivity, while being lower than copper at 170 Wm-1K-1 

exceeds that of molybdenum. On top of that carbon is a lighter element than copper which 

opens up the possibility of using RBS. The main downside of using graphite is the brittle 

nature of the material. If it would crack or break during handling or installing it could have a 

negative impact on its behavior or just be unable to be used altogether. 

 



Another one of the difficulties during the experiment was getting the desired plasma 

conditions. In Magnum, most experiments are done with hydrogen and helium, for which it is 

better known which settings provide what plasma conditions. For argon this is much less the 

case. This shows itself in the much smaller range of densities used than was planned at the 

start of the experiment. The problem was magnified by the short time allotted for the 

experiments, which was only 2 days. While the experiments themselves are quite 

straightforward and short, getting everything set up and finding the right conditions proved to 

take more time than expected. For the future experiment this could be remedied by having at 

least one additional day to find the range of conditions possible. Doing this would provide a 

larger range of densities which would be more interesting and could be better used to draw 

conclusions from.       

 

  



10 Methods of the second experiment 

10.1 Measurement plan 

Because the second experiment will almost be a repeat of the first one, the measurement plan 

is similar as well, as can be read in Section 8.1 and varies only in the details. It starts by using 

a dummy target to find the biasing which starts to sputter the graphite. The OES will be used 

to watch to dominant C I lines at 505.21 and 538.03 nm [41]. If this bias has been established 

a full day will be used to find the possible range of densities and electron temperatures 

available with argon. Also, the settings that provide conditions at intermittent intervals will 

be saved for the actual measurements. Instead of varying different parameters, this set of 

experiments will focus on getting as many measurements at different densities. This was 

decided due to the limited number of targets which would not be able to get enough data 

points for multiple variables. It is also expected that the effect of a different density will be 

much greater than different electron temperatures. The final conditions will be adjusted and 

depend on the available range that is found during testing. The conditions that were used can 

be seen in Table 10.1.  

10.2 Measurement report 

The first the goal was to find the bias where the graphite started to sputter using a dummy. 

Starting at a -50 volts bias and going up to -90 volts, no carbon lines were observed on the 

OES, even at biases well above the sputtering threshold. To ensure this was actually the case 

and the carbon lines were not hidden or overshadowed by the argon spectrum, additional 

lines were also checked using the NIST database, but there still didn’t appear to be any. The 

goal for the second day was to establish the range of densities possible while using argon. 

These conditions would need to be free of arcing as that could affect the measurements 

depending on where the arcing occurred. Also, because of the copper presence in the source, 

the copper lines on the OES were monitored and made sure they were minimal. The main 

variables that could be changed are the magnetic field, the source current, and the gas flow. 

In general, increasing either the magnetic field or current also increases the density, but 

because there is no database for argon plasmas at different conditions this mainly came down 

to trial and error. The lowest density achieved was 0.3 ∗ 1020 m-3 at 0.2 T, 80 A with a gas 

flow of 15.0 slm of argon. The highest density was 5.7 ∗ 1020 m-3 at 0.55 T, 125 A and 10.0 

slm of argon. During this day the signal strength of the Thomson scattering declined by a 

factor of two which means that too much material had been deposited on the windows.  

Revisiting the OES data it appeared that molybdenum lines were present during some 

exposures. Molybdenum was only present in the setup in the screws and were covered with a 

boron nitride spray. During the first day, no deterioration of the TS signal was observed 

which most likely indicates that the spray was eroded off by the plethora of exposures done 

on the dummy. This should not be a problem for the measurements as long as the screws 

were not swapped between positions on the target holder.  

 

During the placing of the targets one of the graphite targets cracked while being screwed in. 

The cracks were localized around the screw and it was uncertain whether they ran all the way 

through the material. This target was noted and it would be tested last with the lowest flux to 

minimize the chance of it cracking further. Before every exposure on a real target the 

conditions were tested on the dummy to make sure they were as desired. Then the multi-

target holder would rotate to the correct position with the next target lined up with the plasma 

beam. All the diagnostics: OES, QCM, FIR, TS and the visual camera would be armed and 

the exposure would start. The first real target would be exposed to a high-density plasma and 



during the first couple of seconds the copper signal on the OES saturated. However, as the 

measurement continued, the signal started decreasing sharply which is not what was 

expected. This would only happen if the erosion rate decreases or the redeposition rate 

increases during the exposure. The first option could happen if all the copper was eroded, or 

the copper tip was being covered with another material. Moving on to the next target at lower 

density the OES signal showed opposite behavior, a low signal at the start which was 

increasing with time. At the time we could not explain the reason behind this happening. The 

third target at even lower densities showed the expected behavior with a constant copper 

signal on the OES. During the time it took to install the new targets, the previous ones were 

examined. As expected the target where the OES signal decreased shows the copper tip being 

covered in a black material. After weighting the targets, it appeared that one of the targets’ 

weight remained unchanged. Looking back on the logs it was clear that the same target was 

accidentally exposed twice, while another was left unexposed. After each set of targets, it was 

established whether the targets were covered in black and how much weight they lost. This 

information then decided if the condition for the next targets stayed the same or if it should 

be altered. Except for target 1 (the targets were not done strictly in order) where the cooling 

failed and the exposure had to be restarted, the rest of the exposures went without technical 

problems.  

 

Table 10.1: Plasma conditions during the second experiment. 

Target Magnetic 

field [T] 

Target 

bias [V] 

Electron 

Temperature 

[eV] 

Electron 

Density 

[1020m-3] 

Exposure 

time [s] 

1-1 0.20 40 0.34 0.34 447 

1-2 0.20 40 0.33 0.34 513 

2-1 0.55 40 1.09 4.43 40 

2-2 0.55 40 0.96 2.55 60 

3 0.55 40 0.49 0.69 360 

4 0.55 40 1.00 3.52 55 

5 0.55 40 0.85 2.08 95 

6 0.55 40 1.10 5.71 60 

7 0.55 40 0.86 2.19 150 

8 0.55 40 0.91 1.93 150 

 

 

 

   

  



11 Results of the second experiment 

Comparing the mass change of the targets is easier now compared to the previous experiment 

due to the nature of the targets. Instead of consisting of multiple eroding parts, we are now 

only interested in the copper. Looking at the copper targets after the measurements, shown in 

Figure 11.1, It can be clearly seen that targets 2, 4 and 6 have another material deposited onto 

them. 

 

 

 

Figure 11.1: A picture of all the targets after exposure 

The copper targets after they have been exposed. They are numbered 1 through 8 

starting top left. Targets 2, 4 and 6 are coated in a black.     

11.1 Mass balance results 

Looking at the complete results in Appendix A all of the targets have lost weight during the 

exposure, however targets that were coated in the black layer (2,4 and 6) lost considerably 

less than their counterparts. It should be noted that Appendix A shows the mass loss without 

any regard for the exposure conditions or target size, both of which have effect on the mass 

loss. Figure 11.2 gives a more complete picture where the erosion [µm/s] is compensated for 

both the target size and exposure time. The measured data is plotted vs the particle flux with 

the numbers indicating the corresponding used targets. The solid lines indicate the expected 

erosion including redeposition for targets of different sizes. 

 



 

Figure 11.2: The measured erosion rates, as well as the predicted values 

The measured erosion rates are shown at the fluxes at which they were 

exposed. Targets 2, 4 and 6 are covered in another material which means the 

calculated rates are not an indication of the actual erosion rates at those fluxes. 

The solid lines are the expected value for targets of a different radius. Number 

8 is expected to lie on the r = 5 mm line, 7 on the r = 3 mm line and the others 

on the r = 2 mm line.  

       

The solid lines in Figure 11.2 show the effect of two different phenomena which are working 

counteractive. An increase in density also increases the total amount of sputtering events 

which is calculated by multiplying the flux equation (7) by the sputtering yield equation (8). 

This is a linear increase with the density and this effect dominates the curve at low fluxes. An 

increase in redeposition in turn decreases the net erosion rate. The redeposition increases with 

1/𝑛𝑖
2 using equations (5) and (6) and this effect dominates at high fluxes. On the targets with 

a larger radius, this effect is expected to be larger as the redeposition is expected to be higher.      

 

While targets 1 and 3 seem to match the expected trend, targets 5, 7 and 8 are close together. 

Target 5 has a target radius of 2 mm, while targets 7 and 8 have a radius of 3- and 5-mm 

targets respectively. This could mean that the effect of a larger target size is not as impactful 

as predicted in section 4.2 as having the same net erosion at a similar flux also indicates an 

equal redeposition ratio. It should be noted that the erosion rates calculated for targets 2, 4 

and 6 are not indicative of the actual rates as there has clearly been other material deposited 

onto them. The redeposition rates can now be estimated using the theoretical values for the 

sputtering yield from Figure 3.1. The value used for calculating the expected values in Figure 

11.2 and the expected values in Figure 11.3 is 0.07 atoms/ion which is the approximated 

value at energies of 40 eV. The targets with a black layer (2,4 and 6) are omitted for 

readability.       

 



 

Figure 11.3: The measured and expected redeposition ratios 

The redeposition ratios calculated from the erosion rates shown in Figure 11.2. 

For this a sputtering yield of 0.07 is assumed.     

 

 

Looking at Figure 11.3 confirms that the redeposition rates of the targets that were exposed to 

higher fluxes are close together and the effect of the target size is smaller than expected. The 

lower density targets show quite different behavior. Target number 3 matches the expected 

redeposition ratio quite well, while target 1 deviates greatly. To better understand why this is, 

the QCM data was compared to the mass balance results.      

11.2 QCM results 

Besides the mass loss on the targets themselves, the mass gain on a Quartz Crystal 

Microbalance (QCM) present near the target was also monitored. The amount of material 

deposited was calculated from the thickness gained on the surface facing the target. The 

actual values can be found in Appendix A. Figure 11.4 shows the data from the QCM, 

relative to the measured target mass loss. This has been normalized using target 3 as shown in 

equation (19). 

  

 
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑅𝑎𝑡𝑖𝑜 =

∆𝑄𝐶𝑀

∆𝑚𝑎𝑠𝑠
∗

∆𝑚𝑎𝑠𝑠(3)

∆𝑄𝐶𝑀(3)
 

(19) 

  



    

Figure 11.4: The normalized mass ratio of the QCM and microbalance 

data 

The results from equation (19) for each target at their corresponding flux. 

Ratios around 1 are expected and the targets that have carbon deposited onto 

them are marked as black, while the others are clean. The clean targets range 

from 0.5-2.5 while the carbon coated ones have relatively much more QCM 

mass gain than mass loss as measured by the microbalance.   

 

 

This ratio for target 3 is set to 1 per definition and the value for the other targets is expected 

to lie around 1 as well. A perfect match is not likely as for different targets, the percentage of 

mass that ends up on the shield or on the QCM can vary which would have a small impact on 

this ratio. However, if there is a large mismatch between the material being eroded from the 

target and getting onto the QCM it could change drastically. This is what most likely is the 

case in targets 2,4 and 6 where the graphite that ended up on the target, also ended up on the 

QCM. Target number 2 was accidentally exposed twice under slightly different conditions, 

the second time at a lower density, which could why the mass ratio was not quite as high as 

targets 4 and 6. While the mass balance is only able to measure the mass change before and 

after the exposure, the QCM continually measures the rate at which it is gaining mass. To 

investigate the behavior of the targets during exposure the gain rate is viewed as a function of 

time. The QCM gain rate is expressed in a thickness gain calculated from the frequency and 

density of the material deposited onto it. At constant plasma conditions it is expected that the 

mass gain on the QCM is constant over time which indicates a constant erosion rate. 

However, during the exposure three distinct behaviors were found. 

 



 

Figure 11.5: The QCM gain rate in angstrom per second for target 3 

The gain rate of target 3 which is constant over the duration of the exposure. A 

constant gain rate is a good indication of a constant erosion rate, which is what 

is expected during an exposure with stable plasma parameters. This behavior 

was present during te low density exposures of targets 1 and 3.     

 

 

Figure 11.5 shows a constant QCM gain during the exposure of target 3 which is the expected 

result of an erosion measurement. This behavior was present at targets 1 and 3 which are the 

targets exposed to the low densities. Oddly enough, even though target 1 was exposed twice 

with the same plasma parameters, the QCM gain was constant over both measurements, but 

much lower the second time.    

 



 

Figure 11.6: The QCM gain rate in angstrom per second for target 2 

The QCM shows an increase in gain rate for the first exposure of target 2. This 

means that over the course of the exposure, the erosion rate most likely 

increased, or the redeposition ratio decreased. A reason for this could be an 

increased amount of carbon being eroded from the shield. This behavior was 

found in both exposures using target 2, and target 4. Notably, target 6, which 

also had carbon deposited on the top, did not show this trend.  

 

The second type of behavior, an increasing erosion rate, is shown in Figure 11.6. Targets 2 

and 4 showed this behavior which could be caused by the shield being sublimated. This 

undesired erosion effect could be increasing over time as the surface heats up. It should be 

noted that the QCM requires a density input to calculate the gain rate and total gain. This was 

input to be the density of copper which would lead to erroneous calculation in the case of 

other material landing on it as well. This scales linearly with the density however, so the 

trend will remain the same.     

 



 

Figure 11.7: The QCM gain rate in angstrom per second for target 7 

The QCM gain rate shows a decreasing trend during the exposure of target 7. 

Either the erosion rate decreased or the redeposition ratio increased during the 

exposure. This behavior was observed in targets 5, 7, 8 with medium density 

and in target 6 with high density and a carbon coating.     

 

Figure 11.7 shows the third trend, a decrease in erosion rate which occurred at the medium 

density targets 5,7 and 8 as well as in the highest density case in target 6. This decrease in 

gain rate could be caused by a decrease in sputtered particles, or an increase in the 

redeposition rate. To get more insight into what is happening during each exposure, the 

intensity of the copper lines on the OES were tracked during each exposure. These results are 

summarized in Table 11.1.  

     



Table 11.1: Summary of results per target 

Target Density 

*1023 

Erosion rate: 

QCM behavior 

Cu peaks: 

OES behavior 

Black top 

1_1 0.33 Constant Negligible No 

1_2 0.33 Constant, lower 

than 1_1 value 

Negligible No 

3 0.69 Constant Constant No 

8 1.93 Decreasing Saturated No 

5 2.10 Decreasing Saturated No 

7 2.20 Decreasing Saturated No 

4 3.52 Increasing Decreases Yes 

2_1 4.24 Increasing Decreasing Yes 

2_2* 2.95 Increasing Increasing Yes 

6 5.71 Decreasing Decr., Const., 

Incr. 

Yes 

* Target 2_2 was already coated in carbon before its exposure.  

There are three regimes clearly present in Table 11.1. Low densities with constant erosion 

rate and constant or negligible copper signal. Medium densities with a decreasing erosion rate 

with a saturated copper signal, which is most likely relatively constant as the decrease 

observed in other targets was 80-90%, and high densities with an increasing erosion rate and 

decreasing copper signal. Target 2_2 is an exception as the target was already covered in 

carbon when it was exposed. The highest density target number 6 also behaves different than 

would be expected.      

11.3 Profilometry results 

Additionally, the erosion rates can be determined from the measurements using the surface 

profiler. During the analyses it became evident that the measurements were not done on a 

perfectly level surface as can be seen in (X), which shows a line scan of the base.  

 



         
 

 

Figure 11.8: Height scan of target 8, and the indicated line that was used 

The top figure shows a height map of target 8 and the line that is used for the 

height scan in the bottom figure. There, a linear decrease can be seen which is 

most likely caused by a tilted surface. It can also be observed that closer to the 

pillar, a peak is already becoming visible.     

 

 

Over 8 mm, the height variation due to tilt is around 30 microns, which is in the same range 

as the expected height change due to erosion. To remedy this, instead of taking the entire 

surface, a line scan was used. This allowed the base to be manually leveled on both sides of 

the pillar to remove the tilt. Because of the expected circle symmetry, a line scan should give 

a proper indication of the total height of the pillar. The measured region and the profile post 

leveling are shown in Figure 11.9. 

 



       
 

 

Figure 11.9: The leveled height scan, including the indicated line 

The top figure shows a height map of figure 8 and the line that was used for the 

height scan in the bottom figure. The height scan was leveled at the base on 

either side of the pillar. The height of the total top region and bases were used 

to calculate the absolute height of the pillar. This was done both before, and 

after the exposure 

 

 

This procedure was done for each target, and the values of the final height changes are 

summarized in Table 11.2.  

 

  



Table 11.2: Final and expected height change per target 

 Total 𝛥𝐻 [µm] Expected ∆H [𝜇m] 

Target 1 −1 ± 4  −11.3 ± 0.1 

Target 2 8 ± 2  −2.1 ± 0.2 

Target 3 −8 ± 2  −18.4 ± 0.1 

Target 4 10 ± 3  −0.5 ± 0.1 

Target 5 4 ± 2  −7.4 ± 0.1 

Target 6 10 ± 4  −0.4 ± 0.1 

Target 7 −1 ± 2  −9.0 ± 0.1 

Target 8 0 ± 5  −10.9 ± 0.1 

 

Table 11.2 shows the results from the profilometry as well as the expected height change 

based on the mass change measured in section 11.1. This calculation assumed that the only 

error comes from the measurement error in the mass balance, so it assumes the size and 

density are perfectly known. Additionally, it assumes that only copper was sputtered and 

while this is clearly false, the density of graphite is much lower than that of copper, and 

because the ratio between eroded copper and deposited carbon is unknown, this seemed like 

good starting point. The measured height change does not look like it matches the mass 

balance results, but there seems to be a systematic error, perhaps caused by the leveling, that 

results in approximately a 10-micron shift. Shifting the measured height change down by 10 

microns causes the results to be in good agreement. However, due to the difference in 

accuracy between the profilometry results and the mass balance results, only the data from 

the mass balance will be used moving forward.          

 

11.4 FIR/Pyrometer results 

To ensure the surface temperature stays under the critical melting and evaporation 

temperatures, the target temperature has been monitored during the exposure. Because of the 

different materials, two different emissivity’s are preferred to be used for the different 

materials. However due to the materials being unpolished and no measurements were 

performed to find the emissivity’s it was unsure what the exact emissivity was. So, it was 

chosen to be 0.75 for the entire surface as taken from literature [49]. Figure 11.10 shows an 

infrared image map for target 8. 

 



           

Figure 11.10: Infrared image of target 8 

The image shows an example of an IR image which was used to find the 

surface temperatures. The blue indicates the colder region, and purple is the 

hottest. The area and line indicated with a 1 and 2 shows the regions used in 

Figure 11.11 

 

 

For both regions in Figure 11.10, the maximum temperature is displayed as a function of 

time. An example of this can be seen in Figure 11.11 which displays the temperature of target 

8 during exposure.  

 

          

Figure 11.11: The surface temperature of target 8 as a function of time 

The maximum temperatures of the regions 1 and 2 in Figure 11.10 are shown 

as a function of time, here represented as frames. The camera was operating at 

25 frames per second.  

 

Figure 11.11 shows that the maximum temperature becomes constant relatively fast looking 

at the entire region. This behavior was mimicked in all but the high-density targets (2,4 and 

6) where the temperature slowly increases over time. The maximum measured values of the 



temperatures are shown in Appendix A. For targets 2, 4 and 6 the maximum temperatures 

were 650°, 710° and 860°.  

 

There is also the pyrometer data, which only starts to measure when the temperatures reach 

around 700°C. The only pyrometer measurements correspond to the exposures of targets 2, 4 

and 6. The temperatures measured are in the range of 800-1200°C with a tolerance of around 

200°C. These tolerances are an indication that the measured signal cannot be trusted to 

provide accurate temperatures. After the measurements, another experiment discovered that 

the pyrometer might have an even larger error during exposures using argon, as the argon 

radiation can influence the calculated temperatures.        

  

After some reconsideration it was noted that the emissivity of the copper pin was probably 

estimated too high. However, the highest temperatures measured most likely still correspond 

to the graphite, and not the copper. The copper is directly attached to the active cooling 

element and has better heat conduction. The copper also would have started to melt around 

these temperatures which was not observed. The graphite should be able to withstand these 

surface temperatures without sublimating but perhaps an effect that was not considered 

decreased its sublimation point. This will be expanded upon in the discussion        

 

11.5 EDX results 

To confirm the black material deposited on the copper was carbon, EDX was performed on 

these targets. Additionally, some of the clean targets were also checked to ensure there was 

only copper on the surface. From targets 2,4 and 6 a region with a field of view of 26.9 µm 

was observed which contained an atomic concentration of carbon of 14.8% for target 2, 

26.7% for target 4, and 10.3% for target 6. The concentration of carbon being much higher 

for target 4 can be explained with help of the OES results. Target number 2 was accidentally 

exposed a second time at a lower density. During this measurement the copper signal on the 

OES increased which could indicate some of the carbon was removed from the tip which 

revealed more copper. The OES signal of target 6 also showed an increase in intensity during 

the end of the exposure which could mean the same thing. The certainty number was always 

at least 0.95 when identifying copper and carbon. Additionally, oxygen was observed in these 

targets. Figure 11.12 shows an example of a measured region with Figure 11.13 showing the 

spectrum and identified peaks.  

 



          

Figure 11.12: SEM image of target 4 

An image of target 4 with a field of view of 26.9 µm. Darker and lighter 

regions are clearly distinguishable on the surface. Pointer 2 is a region of 

decreased carbon concentration, while at pointer 3 a greater carbon 

concentration was measured.    

 

 

           

Figure 11.13: EDX Spectrum of target 4 

The relevant part of the measured EDX spectrum of the entire range of Figure 

11.12. The copper, carbon and oxygen peaks are clearly visible. The y-axis 

indicates the intensity and the x-axis is the energy, both in arbitrary units. 

 

 

Target 6 was also measured at a field of view of 269 µm which showed a concentration of 

15.08%. While this value is similar it is also an indication that the carbon is not spread evenly 

over the target. To confirm this, some darker and lighter spots were measured. An example of 

these spots can be seen at the pointers 2 and 3 in Figure 11.12. The darker spots on target 4 



had a carbon concentration of 45.3% while the lighter spot had a concentration of 15.6% 

compared to the total carbon concentration of 26.7% over the entire region. This behavior 

was similar on targets 2 and 6. 

 

The targets without a black top were also analyzed and in none of them any carbon was 

detected. Their surfaces also looked distinctly different as can be seen in Figure 11.14 which 

shows target 7.  

 

          

Figure 11.14: SEM image of target 7 

An image of target 7 with a field of view of 26.9 µm. Darker regions are clearly 

distinguishable on the surface. However, they are an indication of a height 

difference, not a different element. 

 

Figure 11.14 shows target 7 with a field of view of 26.9 µm. No carbon concentration was 

detected over the entire surface, only a tiny amount of oxygen. The darker regions were also 

investigated as individual spots but also in those regions there was no carbon present meaning 

the targets were purely copper. The difference in color here indicates a height difference. For 

illustration purposes Figure 11.15 shows a comparison of the height profiles of a carbon 

coated target (left) and a completely copper one (right) over a larger field of view. 

 



     

Figure 11.15: A comparison between the height profiles of targets 6 and 7 

Both images show the approximately the center of the target with a field of 

view of 269 µm. The left image is target 6 which is carbon covered and shows 

a much rougher surface compared to the clean copper target 7 at the right.                   

11.6 RBS results 

To get information about the redeposition behavior from the sputtered copper, RBS was used 

with 2 MeV alpha particles on the carbon shield. It was expected that the result would be 

relatively circle symmetric which is why a line scan was used. The graphite shield of target 8 

can be seen in Figure 11.16. 

 

          

Figure 11.16: Graphite shield 8 with copper deposition 

The shield from target 8. The copper is clearly visible on the shield, most of it 

located around the center where the copper was. The red line indicates the starting 

point of the line scan.   



The range of the scanner was not sufficient to cover the whole target holder in one sweep, so 

it was done in two takes. From a standard starting position, the measurements would perform 

a sweep back and forth, after which it would rotate the target 180° and perform the same 

measurement. The overlap should make it possible to combine the measurements. The 

dummy target was also scanned to see if there was any copper from the source which could 

give an additional uncertainty. The RBS takes a measurement every 1.5 seconds with a 

translation speed of 1mms-1. This is used to map the spectrum to the locations at the target. 

The sum of all these measurements can be seen as a raw spectrum in Figure 11.17. The 

copper peak is surrounded by a vertical dotted line. 

 

           

Figure 11.17: The raw RBS spectrum from carbon shield 8  

The raw data which shows the amount of counts versus the channel number 

they entered the spectroscope. The different channels correspond to the 

different energy levels of the incident ions. The dotted lines represent the 

boundaries of the area that the copper is expected to be found. For the yield, the 

counts in this region will be summed for each individual data point.      

 

The counts in this dotted area are assumed to be all copper and summed to find the yield. 

Doing this for every step gives a radial profile of the copper present on the carbon shield. 

Figure 11.18 shows the profiles for targets 5, 6, 7 and 8. The black lines show the forward 

path and the red lines show the return path. Because the measurement was based on timed 

measurements, the profiles have been shifted horizontally to overlap. This was done manually 

and might not be perfect in all cases. Luckily the holes in the shields where the copper targets 

were fitted make for easy radial calibration. 

 



 

Figure 11.18: The total counts at each data point for the carbon shields 

For carbon shields 5 (top left), 6 (top right), 7 (bottom left) and 8 (bottom right) 

the summed counts in the region indicated in Figure 11.17 are plotted against 

the measurement number. This is a spatial representation as every data point is 

taken at 1.5 mm intervals. The hole is centered around data point 23.         

 

The figures of targets 5, 7 and 8 show relatively similar trends with a lot of copper deposited 

around the target hole, and decreasing outwards from there. The yield is largest for target 8, 

which had the largest copper region and decreases with target size, which is expected. The 

plasma parameters these targets were exposed to are similar. Shield 6, which had its copper 

target coated with carbon, shows a vastly different result. Upon further inspection of the 

spectrum, it shows that there is an additional (unknown) peak which is adding to the copper 

counts as can be seen in Figure 11.19. Most likely this is the material of the target holder as 

the other measurements see a small increase at the start as well, where the bundle is next to 

the target on the target holder. This material could also be seen through the hole, which is 

now represented as a peak.  

 



            

Figure 11.19: The raw RBS spectrum from carbon shield 6 

This figure is using the same axes as Figure 11.17, but now for number 6. This 

was a target that was coated in carbon and no distinguishable copper peak can 

be observed. Other, unknown peaks are visible, but could also be seen in Figure 

11.17, which means it is likely that they originate not from the shield, but from 

the holder or inside the vacuum vessel. 

 

Finally, the dummy target shows another spectrum which is different from all the other 

targets. While there is no apparent copper peak, other materials do seem to be present as can 

be seen in Figure 11.20. 

 

           

Figure 11.20: The raw RBS spectrum from the carbon dummy 

This figure is using the same axes as Figure 11.17, but now for the dummy 

which has had no copper in it. This spectrum shows new peaks compared to the 

other targets which is an indication of different materials that were sputtered 

onto it during exposures.   

 



 

Because the dummy was exposed to more extreme conditions for longer times, the boron-

nitride coating could have come off from the screws. The molybdenum, which was also 

observed on the OES is a heavier element and the largest peak could come from that. To be 

certain, a more thorough simulation has to be performed which is outside of the scope of this 

project. No copper on the dummy does mean that the copper coming from the source seems 

to be negligible.                   

 

  



12 Summary and discussion 

For the calculations using the mass balance it was assumed the erosion rate is constant over 

the exposure duration. However, looking at the QCM data, this proved to be false in all but 

two of the targets. On top of that, in one of the cases where it was constant, the measurement 

experienced a technical failure and was restarted at the same conditions. This second run saw, 

while still constant, a significant drop in mass gain rate on the QCM. This means that out of 

all the targets, only a single one, target 3, actually represents the erosion rate at the stated 

conditions. All of the others are average erosion rates taken from a changing parameter. To 

try and compensate for this some steps can be taken. The most straight forward one is 

correcting the erosion rate of target number 1. Figure 11.4 shows that the redeposition of 

target 1is much larger than expected. This, in combination with the technical failure and the 

lower gain rate shown on the QCM the second exposure, could indicate that there should 

instead only be looked at the first exposure. While there was no mass balance measurement 

done in between, the total mass loss in this case can be extrapolated from the measured mass 

loss and the different gain rates on the QCM.  

 

 
𝐿𝑜𝑠𝑠𝑒𝑥𝑝 =

𝐺𝑎𝑖𝑛𝑒𝑥𝑝

𝐺𝑎𝑖𝑛𝑚𝑒𝑎𝑠
∗ 𝐿𝑜𝑠𝑠𝑚𝑒𝑎𝑠 

(20) 

 

Where 𝐿𝑜𝑠𝑠𝑒𝑥𝑝[mg] is the total expected mass loss based only on the first exposure, 𝐺𝑎𝑖𝑛𝑒𝑥𝑝 

[Å] is the total expected gain on the QCM and 𝐺𝑎𝑖𝑛𝑚𝑒𝑎𝑠[Å] and 𝐿𝑜𝑠𝑠𝑚𝑒𝑎𝑠[mg] are the total 

measured QCM gain and mass loss. 𝐺𝑎𝑖𝑛𝑒𝑥𝑝 is calculated using the 𝐺𝑎𝑖𝑛1 which is the gain 

on the QCM during the first exposure and the exposure times 𝑡1 and 𝑡2. 

 

 
𝐺𝑎𝑖𝑛𝑒𝑥𝑝 =

𝐺𝑎𝑖𝑛1

𝑡1
∗ (𝑡1 + 𝑡2) 

(21) 

 

Targets 5, 7 and 8 showed a similar trend looking at the QCM signal in Table 11.1. Instead of 

looking at the average erosion in these cases, an expected loss can also be calculated based on 

the starting and final values in the same manner as equations (20) and (21). The gain rates of 

the QCM for the first 40 and final 30 seconds are taken to calculate this. The error bars have 

been adjusted to compensate for this additional uncertainty. Figures of the erosion rates and 

redeposition ratios are repeated for the new values. The carbon coated targets are now 

completely left out. This can be seen in Figure 12.1 and Figure 12.2. 

 



 

Figure 12.1: The measured and expected erosion rate 

This is a reproduction of Figure 11.2, but now the carbon coated targets are left 

out, and the error bars have been adjusted for the change in erosion rate during 

the measurements. For target 1 there has only been looked at the first exposure.   

 

 

Figure 12.2: The measured and expected redeposition ratio 

This is a reproduction of  Figure 11.3, but now the error bars have been 

adjusted for the change in erosion rate during the measurements. For target 1 

there has only been looked at the first exposure.   

 

Looking at Figure 12.1 and Figure 12.2, the biggest shift from the original result is the 

calculated redeposition ratio of target 1 which drops down from around 40% to almost 0%. 

The increased error in targets 5, 7 and 8 make it harder to draw definite conclusions, but it 

does still seem that the effect of a smaller target diminishes at higher densities. As the values 

of the redeposition ratio converge at higher densities. This means the assumptions made in 



section 4.2 about the ratio of the means free path compared to the target size do not hold up at 

higher densities. While they appear to give the expected results at low flux looking Figure 

4.2, this is not confirmed as no other target sizes were tested at such low fluxes. Another 

possibility is that the assumptions in section 4.2 were correct, but the calculations of the mean 

free path were erroneous.        

 

Targets 1 and 3 give approximately the expected redeposition which means that now the 

sputtering yields can be calculated by using these values. This could be calculated for where 

the redeposition ratio is set at a value. For both targets the range 0% − 5% will be used. If 

the redeposition was a known quantity for both cases the sputtering yields would be for target 

1 at 𝑅 =  0%: 𝑌 = 0.0703 ± 0.5% and 𝑅 =  5%: 𝑌 = 0.0740 ± 0.5% and for target 3 at 

𝑅 = 0% ∶ 𝑌 = 0.0710 ± 0.8% and 𝑅 = 5%: 𝑌 = 0.0747 ± 0.8%. However, the exact 

redeposition ratio is unknown, but is expected to lie within the 0% − 5% range. This gives a 

final sputtering yield of 𝑌 = 0.0726 ± 4% atoms per ion, at 43eV by argon sputtering on 

copper. These can be used in combination with the flux to find the gross erosion rates. To put 

this range of sputtering thresholds into context, Figure 12.3 shows how the estimated curves 

can vary with this spread in the sputtering yield. Additionally, Figure 12.4 shows the final 

redeposition ratios for the measured points using 𝑌 = 0.0726 ± 4% instead of the previously 

used 0.07, which was extrapolated from literature. 

 

 

 

Figure 12.3: The effect of a spread in Y on the erosion rate 

The 4% error in the sputtering yield Y calculated has an effect on the expected 

erosion rates that were calculated. This is depicted by showing the spread in the 

erosion rate for targets of different radii. 

 



 

Figure 12.4: The final redeposition ratios  

The final redeposition ratios as calculated using the found values for the 

sputtering yield including its error.   

 

Looking at the results, the goal of determining the gross erosion rate through the sputtering 

yield has been accomplished. Even though only the results at lower densities seem to have the 

expected behavior caused by small target size to mean free path ratio it is still useful. For 

future redeposition experiments, an additional target could be constructed in a similar fashion 

as done here and exposed to the same biasing, but lower density. This way, an additional 

measurement of the sputtering yield can be made for the required set up which removes total 

reliance on highly sensitive modeled data. The results from the RBS analyses show that the 

copper deposition is strongest close to the copper region. This reason for this is expected to 

be twofold. Due to the random nature of the direction of the sputtering event, a normal 

distribution is expected centered around the origin which is the copper center. Additionally, 

because of the distribution of the plasma density the chance of redeposition is higher near the 

center where the density is at its peak. Additional RBS analyses on the carbon shields that 

were exposed to lower densities could give additional insight, because the redeposition, even 

onto the shield, is expected to be lower.          

13 Future work 

Still, a lot of unanswered questions remain. During the bias scan, the graphite was exposed to 

ion energies of up to 90 eV, and no carbon lines were observed. However, during the actual 

measurements at 40 eV it was being eroded. A possible explanation could come from the 

positioning of the OES, which was viewing the center of the target. During the tests where 

the higher biases were achieved, the actual copper target was not inserted which means there 

was a hole in the center. Moving the OES spot to actually be on the graphite, and not just in 

close proximity should improve the accuracy. Another uncertainty remains in the QCM gain 

rates. While constant at lower density, the varying behavior with other targets adds additional 

uncertainty. The behavior of the carbon coated targets 2 and 4 can perhaps be understood by 

looking at sublimation. Even though the sublimation point lies well above the temperatures 

observed during the exposure, there are studies that show that under certain conditions this 

temperature may be significantly lower at temperatures that could be reached during the 



exposure [50]. The increasing QCM signal could then be caused by the graphite which 

sublimates. Over the course of the exposure the surface temperature increases which also 

increases the rate of sublimation. The QCM behavior of target 6, which was the hottest, is 

hardest to explain, as it deviates from the other targets that experienced a carbon deposition. 

If sublimation did occur at this target it could at least explain the copper signal on the OES 

which first decreased, then stayed constant for a while and then started increasing again. 

After being sublimated, the carbon could get deposited onto the copper, which would reduce 

the copper erosion because it is now covered. The carbon would also be cooled by the copper 

until it heats up too much again and sublimates, revealing more copper. This sequence 

matches the OES pattern that was observed. The difference with the other colder targets that 

were covered in graphite could be that the graphite that was deposited onto the copper did not 

reach the evaporation temperatures. This is something that could be explored further by 

finding looking at the behavior of the materials at different temperatures to see where the 

transition into this effect occurs. What would also be an interesting follow up would be using 

larger targets where the effects discussed in section 4.2 are not relevant at all to find the 

actual redeposition ratios and see whether they match those of targets 5,7 and 8. A design that 

could be used would be similar to that in shown in Figure 6.2, but with a much larger copper 

area.   

  



14 Conclusions 

The most relevant conclusion is that even without prompt redeposition, the net erosion in 

Magnum-PSI was still reduced by redeposition due to momentum transfer and charge 

exchange. This means that it is expected that the same mechanisms will drive redeposition in 

detached divertor conditions. This is relevant mostly for liquid metals divertors where during 

detachment the prompt redeposition is expected to be low, while the liquid metal still gets 

evaporated. An increased redeposition ratio means that limits of the maximum heat flux onto 

the diverter can be increased while staying under the allowed flux of impurities from the 

divertor into the main plasma. This is because the evaporation increases with the surface 

temperature. The result of an increased operating window for the liquid metal divertors would 

be making it easier, or even at all possible, to realize. Additionally, it was shown that the 

sputtering yield could be measured in a set up where redeposition was minimized. This was 

done by reducing the target size compared to the mean free path of the sputtered particles. 

This, or similar designs allow the sputtering yields to be measured at the used ion impact 

energies and removes the complete reliance on modeled data which is highly sensitive to 

small changes in ion energies. Which means that having an additional measurement to find 

the sputtering yield could greatly increase the accuracy of the calculated redeposition ratio, 

which requires the sputtering yield.     
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16 Appendix 

16.1 Appendix A: tables 

16.1.1 Mass balance measurements from first experiment 

 



16.1.2 Mass balance measurements from second experiment 

  



16.1.3 Readout data from QCM measurements 

Target QCM ∆H[Å] Readout Error in 𝜟H [Å] Black top (yes/no) 

1_1 9 ±1  No 

1_2 2 ±1  No 

2_1 18 ±1  Yes 

2_2 9 ±1  Yes  

3 17 ±1  No 

4 27 ±1  Yes 

5 16 ±1  No 

6 19 ±1  Yes 

7 31 ±1  No 

8 41 ±1  No 

 

16.1.4 Summarized mass balance results 

Target Copper 𝜟mass  [mg] Error in 𝜟mass [mg]   Black top (yes/no) 

1 -1.28 ±0.01 No 

2 -0.23 ±0.02 Yes 

3 -2.08 ±0.01 No 

4 -0.06 ±0.01 Yes  

5 -0.84 ±0.01 No 

6 -0.05 ±0.01 Yes 

7 -2.28 ±0.01 No 

8 -7.67 ±0.01 No 
 

  



16.1.5 Maximum temperature reached as measured by the FIR 

Target Max T region 1 [°C] Max T region 2 [°C] 

1_1 240 360 

1_2 200 370 

2_1 570 650 

2_2 500 620 

3 - - 

4 630 710 

5 390 480 

6 710 860 

7 420 510 

8 410 480 

 

 

  



16.2 Appendix B: Charge exchange and excitation cross sections 

Article in which charge exchange cross sections are modeled by R.K. Janev and D. 

Jakimovski 

 

Charge exchange and excitation cross sections for 

Ar+ + Cu collisions 
R.K. Janev1 and D.Jakimovski2  
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2Department of Natural Sciences and Mathematics, Sts. Cyril and Methodius University, 
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     Abstract   

The two-center atomic orbital close-coupling (TC-AOCC) method is employed to study the 

charge exchange and excitation processes in Ar+ +Cu collisions in the energy range 0.03-

20keV/u. The lower four bound states on each of the atomic centers are used in the atomic 

expansion basis. One-electron model potentials are used to describe the interaction of the 

active electron with the ionic core, that reproduce the bound state energies (averaged over the 

state configurations and fine structures) with an uncertainty better than 4%. The state-

selective electron capture and excitation cross sections for the states included in the 

expansion basis are calculated and discussed in terms of operating dynamic mechanisms.  

 

    Introduction 

The charge exchange (electron capture) and excitation processes have been subject in recent 

several decades to numerous experimental and theoretical studies (see, e.g., [1-3] and 

references therein). The motivation for this research activity stems from the role of these 

processes in many laboratory and astrophysical plasmas. In particular, these processes 

determine the plasma radiation, electrical properties, plasma particle transport and chemical 

kinetics, its energy and momentum balance and the information about their collision 

characteristics (cross sections) is a prerequisite for (the plasma diagnostics. 

In the present work we study the processes 
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Ar Cu Ar Cu

Ar Cu
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+ +
+ → +

+
→ +

                     (1) 

where the star on Ar and Cu designates the ground or an excited state. The ground and states 

of Ar and Cu have the configurations: Ar(3s23p6|1S0), Cu(3p63d104s|2S1/2). The excited states 

A* and Cu* in Eq. (1) included in our calculations are:  Ar(3p54s), Ar(3p54p), A(3p53d) and 

Cu(3d104p), Cu(3d105s), Cu(3d105p). We note that the five 3p electrons in the excited Ar(4s), 

Ar(4p) Ar(3d) states, give rise to two, five and six configuration energy terms, each having 

two fine-structure components (see [4]). In contrast, the ten 3d electrons in Cu(4p), Cu(5s) 

and Cu(5p) states form a closed subshell and the 4p,5s, 5p Cu states have only two fine-

structure components each. In the In the cross section calculations of processes (1) as 

energies of the excited Ar and Cu states where taken the averaged over the pertinent 

configuration and fine-structure energies. The ground and excited state energies of Ar(nl) and 

Cu(nl) are given (in atomic units) in Table 1, together with their energy differences |∆E|. It 



should be noted that the ground states Ar(3p) and Cu(4s) are energetically strongly non-

resonant, |∆E|=8.033eV, while the states Ar(4s)-Cu(4p), Ar(4p)-Cu(5s) and Ar(3d)-Cu(5p) 

are energetically quasi-resonant. This indicates that the direct electron capture from Cu(4s) to 

the ground Ar(3p) state will be highly improbable in the collision, whereas the excited states 

of Ar and Cu will be strongly coupled, enabling electron exchange between them. 

 

Table 1. Binding energies (in a.u.) of atomic states included in TC-AOCC expansion basis 

 

Ar(3p5 nl) Enl (a.u) Cu(3d10 nl) Enl (a.u.)        |  |∆E|  (eV) 

            3p 0.57918               4s 0.28395         | 8.033 

            4s 0.14990               4p 0.14427         | 0.153 

            4p 0.093181               5s 0.08741         | 0.157 

            3d 0.061799               5p 0.05894         | 0.078 

  

The TC-AOCC method for description of processes in ion-atom collisions with one active 

(valent) electron is described in detail elsewhere [2, 5]. For many-electron collision systems, 

the one-(active) electron atomic states (wave functions and energies) are determined by 

solving the stationary Schrödinger with a model potential that adequately reproduces the 

energies of the bound states included in the orthogonal basis over which the time-dependent 

wave function of active electron is expanded. For the Ar and Cu states the model potentials 

that reproduce the energies of the states listed in Table 1 have the analytic form: 

                                            
0 3

( ) ( )
1 2

Z Z r
V r Z Z r e

r

−
= − − +                                     (2) 

where the parameters Zi for Ar have the values Z0=1, Z1=8.57634, Z2=1.67879, Z3=1.00638, 

and those for Cu are Z0=1, Z1=4.85777, Z2=4.10501, Z3=0.68176.  

In order to satisfy the Galilean invariance of scattering equations the eigenfunctions ( )r , 

obtained from the eigenproblems with the potentials (2), have to be multiplied by suitable 

translation factors ( , ; )r v t  (v is the collision velocity), and introduced in the expansion  

                            ( , ) ( ) ( , ) ( ) ( , )
Cu Ar

r t a t r t b t r t
i i j j

i j
   = +                      (3) 

where  = . Inserting Eq.(3) in time-dependent Schrödinger equation and adopting the 

classical straight-line approximation for description of nuclear motion, one obtains a system 

of coupled first-order equations for the amplitudes  ai(t) and bj(t). Solving this system of 

equations under the initial conditions 1( ) , ( ) 0i i ja b− = − = , from the squares of 

amplitudes ai(t) and bj(t) at t→∞, and integrating them over the ompact parameter b one 

obtains the cross sections for excitation to state i and electron capture into state j  

             2

,i
0

2 | a ( ) |exc i bdb 


= + ,              2

,
0

2 | ( ) |cx j jb bdb 


= +                         (4)  

 

Cross section results  

 

In Fig. 1 the capture cross sections to the ground 3p and excited 4s, 4p and 3d states of Ar 

and their sum (total) are shown in the energy range 10- 104eV. In Fig.2 the excitation of Cu to 

the 4p, 5s and 5p states are displayed in the same energy range. 



 

fig1-Ar-Cu-cx.eps
 

Fig.1. Electron capture to the ground 3p6 and excited 3p54s, 3p54p and 3p53d states of Ar, and 

their sum (total), in Ar++ Cu collisions. 

 

Fig.1 show that for E<1keV/u the capture dominantly goes to the Ar(3p^5 4s) excited state. 

Below E~50eV/u the sharp rise of 4s capture cross section is due to the dipole 4p-4s 

interaction, transferring the charge exchange population of 4p state to the 4s state. The mild 

oscillations of 3s and 3d cross section in the energy region around 1keV/u are due to 

interference effects between the charge exchange channels and are also reflected in the 

excitation cross sections due to the coupling of electron capture and excitation channels. 

 



 

fig2-Ar-Cu-ex.eps
 

Fig.2. Excitation cross sections to 4p, 5s and 5p states of Cu in Ar++Cu collisions. 
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