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Abstract

Van der Waals materials and ultrafast magnetization dynamics are both of inter-
est in spintronic research and applications. This work bridges the gap between
these fields by presenting the first observation of ultrafast demagnetization in
a Van der Waals material. The measurements were conducted on Fe3GeTe2, a
novel Van der Waals ferromagnet that exhibits an intrinsic, thickness-dependent
transition from three to two-dimensional magnetism. The findings contribute to
the field of Van der Waals spintronics by illustrating excitation and probing of
ultrafast spin dynamics in a Van der Waals material. Moreover, being a comple-
mentary material, further studies on ultrafast demagnetization in Fe3GeTe2 can
contribute to an increased fundamental understanding of the heavily debated
microscopic origin(s) behind ultrafast demagnetization.

Bulk and thin Fe3GeTe2 were studied using static and time-resolved tech-
niques. The bulk Curie temperature was measured as 191± 2 K, slightly below
its literature value. Combining this result with energy dispersive X-ray spec-
troscopy on the bulk crystal indicates that this deviation is due to a (spatially
varying) iron deficiency in the crystal. Thin Fe3GeTe2 was studied by measuring
the ferromagnetic hysteresis of uniform magnetic domains. The measurements
were performed with and without magnetic field-cooling, where it was found
that field-cooling likely suppresses magnetic domain formation and therefore
stabilizes magnetostatic behavior compared to the results obtained for cooling
down without an applied field.

Time-resolved measurements were conducted to obtain the electron-phonon
relaxation timescale τE and demagnetization timescale τM . Typical values at a
temperature of 90 K with a laser fluence of 25.7 µJ cm−2 yield τE = 0.20± 0.01 ps
and τM = 13.6± 0.3 ps. Their relative magnitude corresponds with the qualita-
tive observation of type II magnetization dynamics, i.e. τE < τM . It is further-
more observed that the coupling between the spin dynamics and electron-phonon
dynamics is relatively weak compared to other transition metals, as indicated
by the relatively long magnetic timescale.

Finally, the characteristic timescales were measured as a function of tem-
perature, for which the obtained result is well in correspondence with existent
models. The microscopic three-temperature model was fitted to the obtained
result, yielding the material-dependent constant R = 0.085± 0.005 ps−1. Com-
paring R to the electron-phonon relaxation rate close to the Curie temperature
τE0 yields R� 1/τE0, indicating type II dynamics are intrinsic to FGT over a
wide temperature and laser fluence range.

Overall, the results obtained in this work provide a solid basis for further
investigations of ultrafast magnetism in Fe3GeTe2 and other Van der Waals
materials.
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Chapter 1

Introduction

In 2004, work by Novoselov et al. about the electric field effect in graphene [1]
solidified the basis for a completely new field in physics. In their work they
describe the electric field effect in ‘atomically thin layers of graphite’ (which are
referred to as graphene) and showed two major findings. First, they showed that
micrometer sized, atomically flat layers of graphite can be fabricated by using
only a simple piece of scotch tape. Moreover, their work also highlighted one of
the, as became apparent later, many unique properties of graphene [2] and other
layered materials [3], such as electrons appearing massless in graphene [4] and
thickness-dependent behavior of the band structure in MoS2 [5, 6]. In the years
following their initial work, the combination of unique properties and accessible
means of fabrication spiked interest in these materials. Already in 2009 several
papers were appearing every day [7] and in 2010 the Nobel Prize in Physics was
awarded to A. K. Geim and K. S. Novoselov for their efforts regarding graphene
[8].

As the title of the earlier mentioned work already reveals, graphene is a
single, atomically thin layer of graphite, belonging to the group of so-called
‘Van der Waals (VdW) materials’. Such materials consist of two-dimensional
(2D) crystalline planes of only one or a few atoms thick, stacked on top of
each other by Van der Waals bonds. The inter-plane VdW bonds are relatively
weak compared to the much stronger intra-plane bonds, which are typically of
covalent or ionic origin. It is this difference in bonding strength that allows
for efficient cleaving using scotch tape, resulting in monolayers of graphite or
graphene.

Furthermore, due to the nature of the inter-plane VdW bonds, fundamental
differences arise between (hetero)structures of stacked VdW planes and ‘reg-
ular’ epitaxial films. In contrast to covalent or ionic bonds, VdW bonds do
not rely on any bonding mechanism between specific atoms or ions. Therefore,
two-dimensional planes of VdW materials can be stacked on top of each other
regardless of lattice matching and relative orientation [9, 10]. Additionally, the
lack of dangling bonds1 leaves the surfaces of VdW materials near-perfect, pre-
venting the emergence of trap states due to surface defects between two adjoined
materials, an often undesired complication in other types of heterostructures [9].

1Interfaces between two different crystals will often contain atoms with unsatisfied valence,
i.e. not all their possible electronic bonds are satisfied. Those incomplete bonds are commonly
referred to as dangling bonds.
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Following the activity around graphene, and looking for opportunities to use
graphene in VdW heterostructures, a search began for other VdW materials.
Among them are for example the insulator hexagonal boron nitride (hBN) and
the semiconductor molybdenum disulfide (MoS2) [11]. The discoveries of these
new materials led to new physics and applications [9, 10, 12, 13]. Some exam-
ples include advancements in superconduction and other many-body phenomena
[13–15], strong thickness-dependent behavior of the electronic structure [5, 6]
and the formation of superlattices by creating Moiré patterns2 [16–18]. Fur-
thermore, opportunities for VdW materials in spintronic applications have also
been highlighted [19–21]. However, Van der Waals materials that are mag-
netic themselves have only recently come under attention [22–25]. This is in
surprising contrast to the large amount of research performed in the field of
(opto-)spintronics [26–30] and also to the extensive use of magnetic materials
in everyday life devices.

A contributing factor to the lack of magnetic VdW materials can be found
in the more fundamental limitations that arise in the search for new, usable
VdW materials. In the first place, decreasing layer thickness generally leads to
a decrease in melting temperature, limiting the amount of materials that retain
their 2D character at room temperature. Furthermore, most bulk materials
are encapsulated in a naturally formed protective layer, e.g. by oxidation of
the outer layers. Evidently, the formation of such a layer is not desirable for
surfaces of only one or few atoms thickness. In common epitaxial processes,
materials and structures are therefore often grown in vacuum conditions and
covered with a protective layer. While epitaxial growth of VdW materials has
been demonstrated using molecular beam epitaxy and chemical vapor deposition
[31], the quality of these methods does not (yet) match the quality of manual
exfoliation via the scotch tape method [10, 31, 32]. As an alternative, a protec-
tive layer is often created by manual encapsulation in hBN [33, 34], although
this approach is not scalable and often complicates the fabricating process by
requiring fabrication under inert atmospheres.

Lastly, specifically in the case of magnetic materials another limitation arises.
As follows from the Mermin-Wagner theorem [35, 36], order in continuously
symmetric systems of two or less dimensions cannot arise spontaneously at finite
temperatures. This means that in magnetic systems, no ordered magnetic phase
exists in two or less dimensions if the magnetism follows a Heisenberg (or any
other continuously symmetric) Hamiltonian. For an ordered phase to arise, it
is necessary that an additional mechanism (e.g. anisotropy) is present to break
the continuous (Heisenberg) symmetry [23]. For example, the well-known 2D
Ising model [37] incorporates such symmetry breaking and indeed gives rise to
the existence of an ordered phase.

1.1 Van der Waals ferromagnet Fe3GeTe2

Despite those limitations, several magnetic VdW materials have been discovered
recently [23–25]. This work intends to further explore the magnetic properties of
VdW materials, specifically by studying Fe3GeTe2 (FGT). FGT is a ferromag-
netic (FM) metal where the magnetic moments are carried by the conduction

2A specific type of superlattice that is created by overlaying similar periodic 2D structures
with a certain translational and/or rotational mismatch.
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Figure 1.1: (a) Side view of the FGT crystal structure. To construct the bulk
unit cell (denoted by the dashed box) at least two layers are required. (b)
Top view of the three different triangular lattice planes that are present in a
single layer of FGT. A full monolayer consists of five stacked planes in the order
Te-Fe-Fe/Ge-Fe-Te. The unit cell is denoted by the dashed box.

electrons, i.e. the magnetism is itinerant, and the Curie temperature (TC) is
around 220−230K [38–44]. A hard magnetic phase emerges for sufficiently thin
layers of FGT [44, 45], meaning that a (substantial) non-zero magnetization
persists after removal of an applied magnetic field.

Bulk FGT crystallizes in a layered hexagonal crystal structure of space group
P63/mmc [38] and its atomic structure is shown in Figure 1.1a. A single layer
of FGT is approximately 0.8 nm thick [44] and consists of an iron-germanium
lattice sandwiched between tellurium atoms. The bulk lattice is subsequently
formed by stacking the planes in the c-direction through a VdW gap between
the tellurium atoms. Finally, as follows from the space group symmetry, at least
two layers are needed to form the bulk unit cell, as also indicated by the dashed
box in Figure 1.1a.

Zooming in on a monolayer of FGT reveals that it is essentially formed by
five two-dimensional triangular lattice planes stacked on top of each other (see
Figure 1.1b). The central plane contains a first type of iron ions (Fe-I) which
form a hexagonal lattice together with the germanium atoms. Located above
and below this Fe-Ge plane are two identical triangular lattice planes formed by a
second type of iron ions (Fe-II). Finally, this three-plane structure is sandwiched
between two identical triangular lattice planes containing tellurium atoms. It is
expected that the Fe-I ions are Fe2+ and the Fe-II ions are Fe3+ ions [38].

The magnetism in FGT follows from the exchange splitting of the Fe 3d
orbitals at the Fermi level [40, 42], which is a common source of magnetism
also found in other transition metal ferromagnets. In addition, FGT has strong
magnetocrystalline anisotropy, with its easy axis along the c-direction and the
hard axis in the ab-plane. In bulk FGT, this leads to the formation of opposing
stripe domains with their magnetization along the c-axis [44, 46–48]. Eventually,
if the thickness is decreased sufficiently (< 100nm), a hard, single-domain phase
emerges with perpendicular magnetic anisotropy (PMA). The related thickness-
temperature phase diagram is shown in Figure 1.2, indicating the single-domain
(SD) FM phase, the multi-domain (MD) FM phase and the paramagnetic (PM)
phase.

It is furthermore observed that as the thickness decreases below 4 nm, the
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Figure 1.2: The magnetic phase diagram of FGT as a function of thickness
and temperature T , indicating the single-domain (SD) and multi-domain (MD)
ferromagnetic and paramagnetic (PM) phases as a function of thickness and
temperature. Adapted from [44].

Curie temperature drops from its bulk value of ∼ 220 K to ∼ 130 K. This drop is
associated with a transition from three- to two-dimensional magnetism, yielding
3D bulk magnetism for 6 or more layers, a crossover phase for 2-5 layers and 2D
Ising magnetism for single layer FGT [44]. This remarkable property makes FGT
an interesting material for more general, fundamental studies on magnetism and
spintronics, in addition to its potential use as a VdW ferromagnet.

Studies on the magnetic properties of FGT have mostly been limited to static
measurements, such as measuring the magnetization as a function of applied
field [41, 44, 45, 49]. In this work, the ultrafast, (sub-)picosecond magnetization
dynamics of FGT are investigated using time-resolved pump-probe spectroscopy,
which to the author’s best knowledge also constitutes the first observation of
ultrafast demagnetization in any magnetic VdW material.

1.2 Ultrafast magnetization dynamics

A femtosecond pump-probe scheme is used to both excite and probe the mag-
netization dynamics in FGT on ultrafast timescales. By using laser pulses with
a pulse length in the range of tens of femtoseconds, a resolution well below 1
picosecond can be obtained for both exciting and probing the dynamics within
FGT.

This scheme was successfully employed to measure ultrafast magnetization
dynamics in nickel for the first time in 1996 by Beaurepaire et al. [50]. The
timescales associated with this process were determined to be in the order of
picoseconds or hundreds of femtoseconds [50–53], which was in remarkable con-
trast to earlier measurements and theoretical models for e.g. demagnetization
processes in gadolinium [54, 55], with associated timescales in the order of 100 ps.
In the following years, measurements were performed on other transition metal
ferromagnets such as iron and cobalt, showing a similar results as in nickel [53].
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On a phenomenological basis, the results were explained in terms of the so-
called three-temperature model [50]. This model describes the thermodynamics
of the demagnetization process in terms of three subsystems, the electron, spin
and phonon (or lattice) subsystem, and their mutual interactions. However, this
model lacks proper arguments for the microscopic origin behind the demagne-
tization process, does not account for conservation of angular momentum and
lacks an explanation for the order of magnitude difference in timescales between
rare-earth ferromagnets such as gadolinium, which have magnetic 4f orbitals,
and transition metal ferromagnets such as iron, cobalt and nickel, which have
magnetic 3d orbitals. Microscopic models can typically be divided into local
[56] and non-local [57] approaches, but the exact mechanisms behind ultrafast
demagnetization and their respective contributions remain subject of discussion
until present day [27, 58–60].

Despite the discussion regarding its microscopic origin, significant experi-
mental progress has been made since the initial discovery of ultrafast demag-
netization in nickel, which has been developing towards device applications in
recent years. Furthermore, so-called femtomagnetic processes are also high-
lighted for their potential use in spintronics [60, 61]. Examples of (recent)
experimental progress include all-optical excitation and probing of spin waves
[62], all-optical magnetic switching in ferrimagnetic alloys [63, 64], all-optical,
polarization-dependent writing of ferromagnetic bits [65, 66] and the excitation
of terahertz spin waves in ferromagnetic bilayers [67–69].

However, ultrafast demagnetization and its derived femtomagnetic processes
have not been previously observed in Van der Waals materials, leaving a gap that
will be filled by the results presented in this work. Furthermore, being a comple-
mentary material exhibiting ultrafast demagnetization, studies on FGT could
also lead to more fundamental insight in the processes behind femtomagnet-
ism, in particular due to its intrinsic transition from two- to three-dimensional
magnetism.

1.3 This thesis

This work aims to combine femtomagnetism with Van der Waals materials, two
topics that have been individually highlighted for their potential use in spintron-
ics. To do so, the demagnetization of ferromagnetic Fe3GeTe2 is investigated
using femtosecond pump-probe spectroscopy. Due to FGT being a transition
metal ferromagnet, it proves a viable candidate for ultrafast demagnetization,
as is confirmed by the results obtained in this work (see chapter 4).

To interpret the results, the necessary theoretical concepts regarding two-
dimensional magnetism, magnetic ordering, phase transitions and femtomagnet-
ism will be discussed and applied to FGT in the following chapter. Subsequently,
the experimental methods used for sample preparation and qualification, and
(time-resolved) magneto-optical measurements will be elaborated on. The ob-
tained results and their interpretation will be discussed in chapter 4, including
the main result regarding the first observation of ultrafast demagnetization in
a Van der Waals material. Finally, a summary and conclusion of the work is
given in chapter 5, including implications of the experimental findings and an
outlook for future research regarding femtomagnetism in VdW materials.



Chapter 2

Theory

This chapter will discuss the relevant theoretical concepts regarding the ex-
periments performed. At first, general concepts involving magnetic ordering,
phase transitions and the influence of dimension on these mechanisms will be
discussed, which is largely illustrated by using the Ising model as an example.
Next, magnetism in FGT will be treated, with special attention to the influ-
ence of sample thickness on magnetic ordering and critical behavior. Finally,
the basic concepts of ultrafast magnetism are discussed in the context of the
(microscopic) three-temperature model, serving as a tool to interpret the results
of the time-resolved measurements.

2.1 Magnetic order and phase transitions

As briefly mentioned in the previous chapter, the dimension of a system can have
large effects on its magnetic ordering. This section treats how dimension affects
the magnetic ordering and critical behavior of a system, using the Ising model as
an example. The usefulness of the Ising model related to this work is two-fold;
it helps towards an intuitive understanding of the mechanisms behind simple
magnetic ordering, while, in particular considering FGT, the model provides
a reasonable depiction of reality. Furthermore, the Mermin-Wagner theorem
and its consequences for two-dimensional magnetism are discussed. Finally, the
effects of various magnetic mechanisms on domain formation and hysteresis in
magnetic materials will be discussed.

2.1.1 Ising Model

First, the Ising model [37] will be discussed, which relies on two essential as-
sumptions about the magnetism in a material; (i) the microscopic magnetic
moments si are fixed on an n-dimensional lattice and (ii) they are only allowed
to align along one direction, either spin up (si = µ) or spin down (si = −µ),
with µ the absolute value of a magnetic moment. In particular the former con-
straint might initially seem an ill approximation of reality. Considering FGT is
metallic and the magnetic moments are carried by the conduction electrons, the
microscopic magnetic moments can move around relatively freely rather than
being strongly pinned down on a rigid lattice. Still, due to the crystallinity of

6
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the FGT lattice, the electrons are localized according to a periodic probability
distribution. Especially in the absence of a current, the electrons will remain
at relative rest and the maxima of this distribution can be approximated as
an Ising lattice. Furthermore, restricting the orientation of magnetic moments
along a certain axis is justified by considering the strong magnetic anisotropy of
FGT, which heavily favors alignment of magnetic moments along the c-direction
(out of plane).

The Hamiltonian H of an Ising system with N lattice sites can be written
as

H = −1

2

N∑
i=1

N∑
j=1

Jijsisj − h
N∑
i=1

si, (2.1)

where the first term describes the interaction between magnetic moments using
the interaction constant Jij and the second term describes the interaction with
a uniform applied magnetic field h. The factor 1/2 is introduced to correct for
double counting of each lattice site.

The Ising model is commonly simplified by taking only nearest-neighbor
interactions into account. This approach is justified by considering that Jij
describes the exchange interaction, which is caused by the overlap of electronic
orbitals and therefore short-ranged. Furthermore, Jij is also independent of
lattice site number and will be replaced by the general exchange constant J .
With these assumptions, equation 2.1 can be simplified to

H = −1

2
J

N∑
i=1

z∑
j(i)=1

sisj − h
N∑
i=1

si, (2.2)

where j(i) now represents the nearest neighbors of lattice site i and z is the
total amount of nearest neighbors of each lattice site.

Finally, it makes sense to define the magnetization by

M =
1

N

N∑
i=1

〈si〉 = 〈si〉, (2.3)

where it is used that every lattice site has the same expectation value 〈si〉 due
to the translational invariance of the system. For ferromagnets such as FGT
(J > 0), the magnetization also acts as the order parameter of the system,
meaning that for M = 0, the system is in a disordered state and for M 6= 0, the
system is in an ordered state.

Equation 2.2 was initially solved in one dimension by Ising for h = 0, from
which followed that ordering is not allowed at finite temperature [37]. He extrap-
olated this result to higher dimensions and incorrectly concluded that the Ising
model does not allow magnetic ordering in any amount of dimensions. Later,
it was shown by Peierls that the 2D Ising model actually does incorporate an
intrinsic phase transition [70], after which the presence of magnetic order in 2D
was also confirmed by the exact solution from Onsager [71]. This already serves
as an indication of the possible vast influence of the dimensionality of a system
on (magnetic) ordering.
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2.1.2 Weiss Model

The work of Ising was preceded by work from Weiss [72], who proposed the
existence of a ‘molecular field’1 to be responsible for the ferromagnetic behavior
of a material. His theory is often referred to as ‘Weiss field theory’ and is
equivalent to the result of a mean-field approximation for the Ising Model. In
a mean-field approximation, interactions between individual spins are replaced
by an average interaction that acts the same on each individual lattice spin.

The accuracy of such a mean-field approximation generally increases for an
increasing amount of nearest neighbors of a single lattice spin. Now, consid-
ering that the amount of nearest neighbors usually grows with the dimension
of a system, mean field theory is expected to be increasingly accurate as the
dimension of a system increases. Indeed, many 3D systems are well-described
by the Weiss-model [73], which is therefore useful for characterization of the
bulk FGT crystal as discussed in section 4.1. To obtain the Weiss model from
the Ising model, the mean-field approximation is illustrated in the following.

Considering the Hamiltonian of equation 2.2, the spins si can be rewritten
as

si = M + δsi, (2.4)

with δsi the deviation of si from its expectation value M . This gives

H = −1

2
J

N∑
i=1

z∑
j(i)=1

(M + δsi)(M + δsj)− h
N∑
i=1

si. (2.5)

Subsequently, equation 2.5 can be further simplified by assuming small devia-
tions δsi and using only the linear terms, i.e. δsiδsj = 0. Using this approxi-
mation and omitting the constant gives

H = −(JMz)

N∑
i=1

si − h
N∑
i=1

si = −heff

N∑
i=1

si, (2.6)

with heff = JMz+h the effective field, being a superposition of the applied field
h and the mean field of the spin-spin interactions JMz, where it is recalled that
z was defined earlier as the amount of nearest neighbors of a single magnetic
moment.

Using the result from equation 2.6 the partition function Z can be con-
structed as follows,

Z = Tr [exp(−Ei/kBT )]

=
∑
s1=±µ

· · ·
∑

sN=±µ

exp

[
−h+ JMz

kBT

N∑
i=1

si

]

= [2 cosh(µ(h+ JMz)/kBT )]
N
,

(2.7)

where Ei is the energy of microstate i, kB is Boltzmann’s constant and T is the
temperature.

1Note that the terminology ‘molecular field’ is of historical origin, it does not correctly
describe the physical concepts involved.
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Figure 2.1: The solutions M/µ of the Weiss model from equation 2.8 plotted as
a function of T/TC . All stable solutions are indicated by the solid black lines,
the unstable solution M = 0 for T < TC is indicated by the dashed line.

The free energy Ω can be calculated using Ω = −kBT lnZ and can subse-
quently be related to the (normalized) magnetization via

m = M/µ = − 1

µN

∂Ω

∂heff

= tanh[µ(h+ JMz)/kBT ].

(2.8)

Setting h = 0 in equation 2.8 will determine the spontaneous magnetization
as a function of T . The solutions for equation 2.8 with h = 0 are shown in
Figure 2.1. As follows, only one solution exists for T > µ2zJ/kB , giving m = 0.
For T < µ2zJ/kB equation 2.8 has three solutions, two non-zero solutions with
same absolute value but of opposite sign, and a third solution where m = 0.
However, the solution m = 0 is unstable for T < µ2Jz/kB [74] and it follows
that a net magnetization arises below T = µ2zJ/kB .

This implies that the system goes through a phase transition at this tem-
perature, since the order parameter (M) changes from zero to a non-zero value
(or vice versa) when passing this temperature. Hence, it makes sense to define
the Curie temperature or critical temperature as

TC =
µ2zJ

kB
, (2.9)

so equation 2.8 becomes

m = tanh

[
µ

kBT
h+

TC
T
m

]
, (2.10)

from which the magnetization can be determined in terms of temperature, ap-
plied magnetic field and the material-dependent parameters µ and TC .

2.1.3 Critical behavior and the significance of dimension

A common procedure when considering phase transitions is to express the crit-
ical behavior of a system, i.e. its behavior close to the critical point, as a power
of (T − TC). Continuing with the result obtained in the previous section, the
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Table 2.1: The values for some of the critical exponents for the 2D Ising, 3D Ising
and mean-field universality class. β is the critical exponent of the magnetization
and γ is the critical exponent of the magnetic susceptibility. Experimental
values were obtained by experiments on 3D fluid systems, belonging to the
same universality class as the Ising model. Adapted from [74].

Exponent Mean Field 2D Ising 3D Ising Experiment 3D Ising
β 1/2 1/8 0.325 0.316− 0.327
γ 1 7/4 1.24 1.23− 1.25

applied field h is set to 0 in equation 2.10, which is then expanded around small
m and T close to TC , yielding

m ≈ (T − TC)β , (2.11)

where β is a so-called critical exponent, equal to 1/2 in the mean-field approxi-
mation.

Besides the magnetization, another quantity of interest is the magnetic sus-
ceptibility χ which will be used in section 4.1 to determine TC of the bulk
crystal. The power-law behavior of χ can be obtained in a similar way to that
of m, using the definition χ ≡ ∂M/∂h and approximating the result around
small m, h and T close to TC ;

χ ≈ |T − TC |−γ , (2.12)

where γ is another critical exponent, equal to 1 in the mean-field approximation.
Such critical exponents are often found in proximity to phase transitions and

in general, the critical exponent β describes the behavior of the order parameter
in any system and γ describes the behavior of its susceptibility to an external
perturbation. Besides β and γ, several other critical exponents are used to
describe the critical behavior of other quantities such as the heat capacity or
correlation length. A remarkable property of such critical exponents is their
universality, in the most general case their value only depends on three aspects
of a system: [74]

• the symmetry group of the Hamiltonian,
• the dimensionality of the system, and
• the range of the interactions.

Systems sharing these aspects will show the same critical behavior, and are of-
ten grouped together in what is called a ‘universality class’. As a consequence,
systems that initially seem to bear little to no resemblance can behave surpris-
ingly similar in terms of critical behavior. For example, even though the in-
volved physical quantities and interactions are completely different, the critical
behavior of the liquid-gas transition is identical to that of the 3D paramagnetic-
ferromagnetic phase transition [74].

Considering that dimension is one of the only three aspects that plays a
possible role in defining a universality class, it should become clear that it has
essential influence on the behavior of a system. Indeed, referring back to the
Ising model it is well-known that the critical behavior changes when going from
two to three dimensions [74]. In the case of FGT, such a change has also been
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observed [44], indicating three- and two-dimensional FGT crystals belong to
different universality classes and the ordered phase will therefore behave funda-
mentally different close to the critical temperature. Furthermore, the mean-field
approximation poses its own universality class, showing yet another type of crit-
ical behavior. A comparison of β and γ for the 2D, 3D and mean-field Ising
model is shown in Table 2.1, of which some values will later be related to the
experimental results obtained for FGT.

2.1.4 The Mermin-Wagner Theorem

Another illustrating example of the importance of dimensionality is given by
the Mermin-Wagner theorem [35, 36]. This theorem states that ordering is not
allowed in any continuously symmetric system of two or less dimensions. At
first glance, this might seem a death warrant to two-dimensional magnetism,
especially considering the result is exact; it applies to any physical system and
its consequences cannot be avoided. However, the result is nuanced and often
misunderstood, as will be elaborated on below.

First, the theorem only accounts for continuously symmetric systems, i.e.
systems where the order parameter can return to its original value via a contin-
uous rotation and/or translation. This means that when discussing magnetic
order, it is valid for systems following e.g. a Heisenberg Hamiltonian, where the
individual spins are free to point in any direction. On the other hand, mech-
anisms such as magnetic anisotropy break this continuous symmetry, opening
up possibilities for magnetic order to arise. The Ising Hamiltionan discussed in
sections 2.1.1 and 2.1.2 is an example of a system incorporating such symmetry
breaking and indeed leads to the existence of an ordered phase in two dimen-
sions. Furthermore, magnetic order in two-dimensional FGT is stabilized by
its strong uniaxial anisotropy, giving a practical example of such a symmetry
broken system.

A second misunderstanding involves the wrong conclusion that absence of
order also leads to absence of phase transitions. To understand this, a closer
look is taken at the definition of an ‘ordered phase’. As discussed earlier, a
system is considered to be ordered when the order parameter is non-zero and
disordered when it is equal to zero. This does however allow the existence
of ‘quasi-ordered’ phases, where the order parameter is zero, but order is still
present in some other form.

An example is encountered in the XY model, a model where the magneti-
zation is free to point in any direction of a 2D plane and is thus continuously
symmetric. As described by the Berezinskii–Kosterlitz–Thouless (BKT) tran-
sition [75–77], a system following the XY Hamiltonian can undergo a phase
transition from a completely disordered state to a quasi-ordered state, where
the order parameter remains zero but some level of order appears by the forma-
tion of planar vortices, as shown in Figure 2.2.

2.1.5 Domain formation and magnetic hysteresis

At follows from the earlier discussed Ising and Weiss model, magnetic order
arises below the Curie temperature in ferromagnetic materials, i.e. materials
where J > 0. However, in reality macroscopic magnetic order is not always
observed in ferromagnets, or the magnetization appears smaller than what would



CHAPTER 2. THEORY 12

Figure 2.2: An illustrative impression of a planar vortex. The arrows denote
the direction of the in-plane magnetic moments.

a b c

Anisotropy

Figure 2.3: An illustration of the stray field for a (a) uniformly magnetized
medium, (b) patterned magnetic medium consisting of four domains and (c)
patterned magnetic medium consisting of two domains.

be expected from the earlier treated models [73]. This apparent lack or reduction
of magnetic order is due to magnetic domain formation of opposing magnetic
domains.

Magnetic domain formation follows from the collective magnetic dipole inter-
action, which is caused by the overlapping stray fields of individual spins. The
energy associated with this interaction is referred to as magnetostatic energy
and can be reduced by minimizing the stray field, which is the field generated
by the magnetic moments outside of a material. Comparing the situation of a
uniform magnetic domain as depicted in Figure 2.3a to the configuration shown
in Figures 2.3b-c illustrates an intuitive picture of how magnetostatic energy is
reduced by the formation of opposing magnetic domains.

On the other hand, the exchange energy in a ferromagnet favors parallel
alignment, which is not satisfied at the domain walls, i.e. the borders between
opposing magnetic domains. The energy cost associated with such a domain wall
is also referred to as the ‘domain wall energy’, which in ferromagnets generally
depends on the exchange energy, possibly in combination with other magnetic
mechanisms.

Therefore, a combination of reducing both magnetostatic and domain wall
energy leads to the domain formation as illustrated in Figures 2.3b-c, where
parallel alignment of the spins is largely maintained, but reduces the stray field
around the sample to decrease the magnetostatic energy. The exact size of the
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magnetic domains is determined by a competition between the magnetostatic
energy and domain wall energy. For example, for relatively small domain wall
energy the situation depicted in Figure 2.3b may arise, while for larger domain
wall energy the domains develop as sketched in Figure 2.3c, where a relatively
larger portion of the stray field is maintained to reduce domain wall energy.

Lastly, many magnetic materials experience some form of magnetic anisot-
ropy, which means that the magnetization has a preference to lie along a specific
axis or in a specific plane. As discussed earlier, FGT has a strong, uniaxial,
magnetocrystalline anisotropy along the c-direction, which also was implicitly
included in the Ising model by demanding the magnetic moments to align ei-
ther up or down. Consequentially, the anisotropy axis typically determines along
which axis opposing magnetic domains prefer to align.

In many materials formation of domains aligned along the anisotropy axis
is indeed observed in bulk crystals. However, sufficient reductions in thickness
along the anisotropy axis might alter the magnetic behavior, for example leading
to the emergence of a single-domain phase [44, 78], as is also observed in FGT.
This is due to a reduced amount of magnetic dipoles contributing to the stray
field, which reduces the overall amount of energy gain that can be achieved by
domain formation. For materials with sufficiently high exchange and anisotropy
energy, domain formation can be suppressed in sufficiently thin films, yielding
a single-domain phase in thin material layers [73].

Furthermore, anisotropy also influences the magnetostatic behavior of a fer-
romagnet under the application of an applied field. Due to the Zeeman effect,
the magnetization of a magnetic material will generally prefer to align with the
direction of an applied magnetic field. However, in the case of an anisotropic
material, the magnetization has an intrinsic directional preference along a cer-
tain axis or in a certain plane, so the behavior is different for fields applied along
an anisotropy axis compared to fields applied perpendicular to an anisotropy
axis.

Considering fields applied perpendicular to the anisotropy axis, i.e. the
horizontal axis in Figure 2.3, a competition arises between the anisotropy energy
and the Zeeman energy due to the applied field. For small fields, this generally
results in a canting of the magnetization towards the field direction. Increasing
the magnitude of the applied field increases the amount of canting and for high
enough fields the magnetization is eventually pulled into the field direction.
The magnitude of the applied magnetic field needed to pull the magnetization
perpendicular to its anisotropy axis can be used as a measure of anisotropy
strength and is usually referred to as the anisotropy field.

In addition, a field can also be applied along the anisotropy axis, i.e. along
the vertical axis in Figure 2.3. In the MD phase, the magnetization will again
saturate as the field is increased, leading to a SD phase. However, due to the
lack of a counter-acting anisotropy mechanism along this axis, saturation will
typically occur for much smaller fields compared to the situation where the field
is applied perpendicular to the anisotropy axis.

An M,H-curve for the SD phase, where the magnetization uniformly points
into one direction, is shown in Figure 2.4, illustrating the emergence of mag-
netic hysteresis. It is seen that for a certain, large enough field, a sudden switch
of the magnetization towards the magnetic field occurs. This sudden switch
is into contrast with the slow, coherent switching encountered in the previous
situations. This is because the magnetization needs to rotate past the anisot-
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Figure 2.4: An example of a hysteresis loop measured in a single-domain ferro-
magnet, where the magnetization M is plotted as a function of the applied field
H. The arrows denote the direction of the loop and Hc denotes the coercive
field.

ropy barrier, creating an initial barrier for the switching that first needs to be
overcome by the applied magnetic field. The field for which this switch occurs
is referred to as the coercive field, indicated by Hc in the figure.

2.2 Magnetism in Fe3GeTe2

In the previous section, general concepts regarding phase transitions and mag-
netic order were discussed. In this section, these concepts will be applied in
more detail to FGT specifically. At first, the influence of crystal thickness (in
the c direction) and field-cooling on the magnetic ordering in bulk FGT is dis-
cussed, followed by a description of the magnetic behavior of the single-domain
phase appearing in thin FGT.

2.2.1 Magnetic ordering in bulk FGT

As follows from literature, magnetic ordering in FGT is largely dominated by
three properties, the thickness in the c-direction [44], its strong magnetocrys-
talline anisotropy [39, 40, 42, 44–46, 79] and the effects of field-cooling [38, 39,
47]. As mentioned earlier in section 1.1, thin films of FGT (< 200nm) exhibit a
hard, single domain magnetic phase and as thickness increases, a multi-domain
phase emerges. Zooming in on the magnetic structure of the bulk phase, there
is, however, more to unravel.

In the first place, previous measurements on magnetization as a function
of temperature have shown a difference between field-cooling (FC) and zero-
field-cooling (ZFC) behavior of bulk FGT for magnetic fields applied along the
c direction [38, 39, 47]. During a ZFC measurement, a ferromagnetic initially
at a temperature above TC is cooled down below TC , while the magnetization
is measured as a function of temperature. A FC measurement is obtained fol-
lowing almost the same procedure, but now a magnetic field, typically in the
order of 100mT, is applied along the c-direction when cooling down, while the
magnetization is again measured as a function of temperature. For single crys-
tal FGT, both curves are shown in Figure 2.5 and a clear splitting between the
curves arises below approximately 180 K.
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Figure 2.5: The ZFC and FC curves for bulk FGT, measured with the magnetic
field along the c direction. Adapted from [39].

This type of splitting between ZFC and FC curves typically occurs in strongly
anisotropic ferromagnets and follows from domain formation as discussed in
section 2.1.5. When bulk FGT is cooled down past TC during ZFC and for
sufficiently slow cooling rates, opposite magnetic domains will form with their
magnetization along the anisotropy axis, in accordance with the theory from
section 2.1.5. However, in the FC case, the applied field (along the c-axis) intro-
duces an additional energy component favoring alignment not only along this
axis, but also specifically in the direction of the applied field. Therefore, the ap-
plied field suppresses domain formation and consequentially causes an increase
of the magnetization [80]. After removing the field, the anisotropy barrier sta-
bilizes the magnetic moments in their current orientation, causing the obtained
alignment to persist.

A magnetic scanning tunneling microscopy (STM) picture of the ZFC and
FC domains is shown in Figure 2.6a and 2.6b, respectively. Indeed, below TC
magnetic domain formation is found for ZFC in bulk FGT, as is indicated by
the striped lines in Figure 2.6b, providing a top view of the domain formation
depicted in Figure 2.3b. Moreover, these domains disappear for field-cooled
samples [44, 46, 47], revealing that domain formation is indeed the mechanism
behind the splitting between the ZFC and FC curves in Figure 2.5. However,
as the crystal thickness increases to micrometer order, surface anomalies appear
within the stripe domains for ZFC and a more complicated domain pattern
arises for FC [46, 47].

For ZFC, the earlier discussed stripe domains can be distinguished clearly in
Figure 2.6a. However, two additional effects occur as well; a repetitive pattern
of bubble-like domains appears within the stripe domains and secondly, the
domain walls between stripe domains appear wavy. In the case of FC the stripe
pattern disappears as illustrated by Figure 2.6b, which can be expected from the
earlier discussed effects of field-cooling. However, the magnetic structure still
contains other clear features, from which two domain types can be distinguished.

First, the bubble-like domain from the ZFC phase also appears in the FC
phase as indicated by the black circle in Figure 2.6b. These domains are scat-
tered over the surface as opposed to the ZFC domains, where they follow a
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Figure 2.6: STM scans of the ZFC (a) and FC (b) magnetic domains of FGT.
Note that the surface of FGT itself is flat and the contrast denotes solely mag-
netic contrast. The black (blue) circle overlaid on the FC picture indicates the
bubble-like (double-walled) domain. The sample has a thickness of ∼ 100µm.
Adapted from [47].
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Figure 2.7: Different types of flux closure domain, where (a) and (b) provide
a side view and (c) and (d) provide a top view of four different domain types.
In (c), the pictured domains penetrate the entire material, although their wavy
character is gradually lost towards the bulk, while in (d) the pattern only ap-
pears on the surface and evolves towards the bulk in a similar fashion as the
spike pattern in (b).

distinct pattern along the stripe domain lines. In addition to these bubble-like
domains a second type of domain is formed, which is referred to as a so-called
double walled domain and is indicated by the blue circle. Within this domain,
the magnetization direction completes 360 degree turn from the outside of a
circle towards it center, creating a ring of opposite magnetization.

From the images in Figure 2.6a-b, it becomes clear that field-cooling affects
the magnetic structure of FGT, however the magnetic domain patterns do not
reflect the simple picture sketched in section 2.1.5. The additional features in
the magnetic structure of both the ZFC and FC measurements follow from the
formation of so-called flux closure domains, which provide an additional way
of reducing magnetostatic energy. Such domains typically occur for increasing
thickness, due to the difference in scaling between the involved magnetic energy
contributions [80–82]. For example, the domain wall energy scales with the
surface between two domains while anisotropic and magnetostatic energy scale
with the total volume of a domain. A few examples of different types of flux
closure domains are illustrated in Figure 2.7a-d and will be discussed below.
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The simplest case of a flux closure domain is shown in Figure 2.7a, which
illustrates the formation of perpendicular in-plane domains on the surface of a
magnetic material. Such domains help closing the magnetic field loops already
inside the material, leading to a reduction field outside the material. However,
for highly anisotropic materials such as FGT, a large energy cost is associated
with the domains oriented perpendicular to the anisotropy. Highly anisotropic
materials can exhibit domain formation as illustrated in Figure 2.7b, where
instead of an entire domain switch, a spike-like domain intruding the surface of
a material is formed to reduce magnetostatic energy [80]. This is indeed what
is seen in FGT, where the bubble-like domains follow this spike character.

The evolution from the simple stripe domains from section 2.1.5 to the more
complicated spike-like domains illustrated in Figure 2.7b is exemplary of a gen-
eral trend; as a material grows thicker, its (surface) domain structure becomes
increasingly complicated [82]. Increasing the thickness of a crystal may lead for
example to the wavy domain pattern shown in Figure 2.7c, as follows from the
model by Goodenough [82]. This pattern is similar to the pattern in Figure
2.3b, except the walls are now curved instead of straight.

Combining the wavy pattern with the spike domains leads to, depending on
the competition between the involved magnetic energy terms, either an array
of spike domains within the wavy domains or to a surface domain pattern as
illustrated in Figure 2.7d [82], where the surface domains fall off towards the
bulk in a similar manner as the spike domains. Comparing these patterns to
the ZFC and FC domain images for FGT, the former corresponds to the ZFC
domains and the latter to the double-walled FC domains, obtained for an applied
field along the c-direction. As follows, the domain patterns in both the ZFC and
FC case follow from the same origin, but the applied magnetic field distorts the
energy balance in such a way that it leads to a different domain shape between
both situations.

2.2.2 Magnetic behavior of thin FGT

According to Figure 1.2, a single-domain phase arises in FGT when the thick-
ness is reduced below ∼ 100 nm. This thickness range is of particular interest
for this work, since the used measurement setup does not have a sufficiently
high resolution to resolve individual domains in the MD phase of thin FGT
[44]. In the following, the evolution of the coercive behavior, Curie tempera-
ture and critical exponent β will be discussed as a function of flake thickness
and temperature, as well as their implications on the magnetic behavior of thin
FGT.

The coercive behavior of the SD and MD phase has been characterized in
earlier work [44] by measuring hysteresis loops as described in section 2.1.5.
The results are shown in Figure 2.8, showing the hysteresis loops for a flake of
3.2 nm (a) and 48 nm (b) thick at various temperatures. For the 3.2 nm flake,
the hysteresis loop becomes increasingly small, after which it disappears at the
Curie temperature. Therefore, the magnetism in the thin flake goes through a
direct transition from the SD phase to the PM phase as temperature increases.

On the other hand, above a certain temperature a linear tail towards the
saturation magnetization develops at the end of the hysteresis curve for the
48 nm flake. As temperature increases further, the tail occurs for increasingly
smaller fields, eventually appearing already before the field has returned to zero.
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Figure 2.8: The evolution of the hysteric behavior as a function of temperature
for FGT flakes of (a) 3.2 nm and (b) 48 nm thickness. Adapted from [44].

As follows, no net magnetization prevails at zero field, although some minor
loops remain at the edges of the curve. The vanishing magnetization at zero
field is associated with the formation of the MD phase [44], as also discussed in
section 2.1.5. As the temperature passes TC , the minor loops disappear as well
and the magnetization enters the paramagnetic phase.

In general, two regimes can be distinguished in thin FGT flakes. Flakes
with thickness in the order of a few nanometers will undergo a direct transition
from the SD to PM phase, while flakes with thickness in the order of tens of
nanometers will undergo an intermediate transition to the MD phase before
entering the PM phase. Comparing to the phase diagram in Figure 1.2, a rough
estimate for the thickness of a flake can therefore be determined by measuring
the temperature of either the SD-PM or the SD-MD phase transition.

Furthermore, from five layers down to a single layer, the Curie temperature
starts to decrease from around 215 K towards 130 K. This decrease is associated
with a crossover from three- to two-dimensional magnetism, which is confirmed
by the behavior of the critical exponent β, as shown in Figure 2.9. From Figure
2.9, the bulk value of β appears to be around β = 0.25 − 0.27 [44]. However,
this value is subject to some conflicting reporting, where other authors have
determined either a similar value of β = 0.25 [39] or a larger value of β = 0.327
[83], which is more in line with the value of the 3D Ising model, β = 0.325, also
listed in Table 2.1.

Nonetheless, Figure 2.9 clearly predicts the formation of a crossover regime
for flakes between 2 and 5 layers thick, where TC steadily declines and β =
0.20± 0.02 takes an intermediate value between its bulk and monolayer value.
Finally, for the monolayer β = 0.14± 0.02, which corresponds within its error
margin to that of the 2D Ising model, β = 0.125, listed in Table 2.1. This
indicates not only a transition from 3D to 2D magnetism, but also a remarkable
correspondence between the critical behavior of the Ising model and FGT.
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Figure 2.9: The evolution of the critical exponent β as a function of FGT
thickness. The critical exponents of the two (β = 1/8) and three (β = 0.325)
dimensional Ising model are shown by the dashed red and blue lines, respectively.
Adapted from [44].

2.3 Three-temperature model

A first approach to modeling the ultrafast dynamics of magnetic materials can
be achieved by means of the phenomenological three-temperature model (3TM)
[50]. This model divides the thermodynamic system of a material in three sub-
systems as indicated by Figure 2.10, the electron subsystem with temperature
Te, the spin subsystem with temperature Ts and the phonon subsystem with
temperature Tp. The magnetization is then determined through the M versus
T dependence from for example the Weiss model, where T is replaced by Ts.
Subsequently, the interaction between the various systems is described by phe-
nomenological coupling parameters Gep, Ges and Gsp for the electron-phonon,
electron-spin and spin-phonon interactions respectively.

Now, the thermodynamics of a magnetic system can be described by three
differential equations [50],

Ce(Te)
dTe
dt

= −Gep(Te − Tp)−Ges(Te − Ts) + P (t),

Cs(Ts)
dTs
dt

= −Ges(Ts − Te)−Gsp(Ts − Tp),

Cp(Tp)
dTp
dt

= −Gep(Tp − Te)−Gsp(Tp − Ts),

(2.13)

where Ce, Cs and Cp denote the heat capacities of respectively the electron,
spin and phonon system. Since a laser source is used to excite the dynamics,
initial heating will be due to hot electrons created by the absorbed laser pulse,
so a source term P (t) is included in the electron bath. It should be noted that
including the source term in this manner assumes instant electron thermalization
[53], while in reality thermalization occurs on a timescale of around 100 fs [51,
53] .

The system described by equation 2.13 can be modeled numerically to study
its general behavior. As a boundary condition to equation 2.13, it is assumed
that the system is initially in thermal equilibrium, i.e. Te = Ts = Tp = T0,
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Figure 2.10: A schematic overview of the 3TM model, denoting the temperature
baths of the electron, spin and phonon subsystem and the coupling parameters
Gep, Ges and Gsp describing the interactions between the baths. A laser pulse
is used to denote the source term P (t).

where T0 is the ambient temperature. Using the earlier discussed Weiss model,
the result for Ts(t) can be substituted as the temperature in equation 2.10
(h = 0) to determine the time-dependent magnetization M(t). For the source
term P (t) a Gaussian pulse is used.

In Figure 2.11a-b, a typical result of numerically modeling equation 2.13 is
shown, where parameters are chosen in such a way that a result similar to the
demagnetization of nickel is obtained. Figure 2.11a shows the temporal evo-
lution of the involved temperatures and Figure 2.11b shows the corresponding
evolution of the magnetization. As follows, the magnetization experiences a
sharp dip, followed by a stabilization at a higher value as the three subsystems
mutually relax. As will be discussed later in this section, this type of demag-
netization is usually referred to as type I and its characteristics follow from the
relative magnitude of two distinct characteristic timescales. These timescales
can be derived analytically by solving equation 2.13 under certain conditions,
as will be described following a similar approach as in [53, 84].

First, instead of using the source term P (t), heating of the electron sys-
tem is assumed instantaneous. Therefore, the source term can be omitted from
equation 2.13 and its effect can be absorbed into the boundary condition of
Te at t = 0. Furthermore, Ce, Cs and Cp are assumed to be independent of
temperature, which is valid in the limit of low laser fluence2 [53]. Further-
more, it is assumed that the heat capacity Cs of the spin system is small and
that the dynamics of the electron and phonon system are dominated by their
mutual interactions. These assumptions effectively reduce equation 2.13 to a
two-temperature system described by

Ce
dTe
dt

= −Gep(Te(t)− Tp(t)),

Cp
dTp
dt

= −Gep(Tp(t)− Te(t)),
(2.14)

2Laser fluence is the energy of the laser pulse divided by the area of the pumped region.
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Figure 2.11: A simulated result from equation 2.13 with (a) the evolution of
the electron temperature Te (red), spin temperature Ts (grey) and phonon tem-
perature Tp (blue) as a function of time and (b) the temporal evolution of the
magnetization M divided by its saturation magnetization M0. The magnetiza-
tion curve in (b) was obtained by substituting Ts(t) from (a) in equation 2.10
(and setting h = 0). The demagnetization follows a type I profile, typical for
τE > τM .

which can be solved analytically, yielding the general solution

Te(t) = A+Be−t/τE ,

Tp(t) = A−BCe
Cp
e−t/τE ,

(2.15)

where τE = −Gep(1/Cp + 1/Ce).
The initial conditions are given by Tp(0) = T0 and Te(0) = T0+∆Th,e, where

T0 is the temperature of the system before excitation and ∆Th,e describes the
initial heating of the electron system. Furthermore, the quantity Te(∞) =
Tp(∞) ≡ T0 + ∆T1 is defined to simplify the resulting expression. Lastly, the
ratio Ce/Cp can be determined in terms of ∆Th,e and ∆T1 by considering that

Ce(Te(0)− Te(∞)) + Cp(Tp(0)− Tp(∞)) = 0, (2.16)

yielding
Ce
Cp

=
∆T1

∆Th,e −∆T1
. (2.17)

Equation 2.15 can subsequently be rewritten as

Te(t) = T0 + ∆T1 + (∆Th,e −∆T1) e−t/τE ,

Tp(t) = T0 + ∆T1

(
1− e−t/τE

)
.

(2.18)

Now, having obtained expressions fro Te(t) and Tp(T ), these expressions can
be substituted back into equation 2.13, which can then be solved for the spin
temperature, giving

Ts(t) = T0 + ∆T1 −
(τE∆T2 − τM∆T1) e−t/τM + τE (∆T1 −∆T2) e−t/τE

τE − τM
,

(2.19)
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Figure 2.12: A simulated result from equation 2.13 with (a) the evolution of
the electron temperature Te (red), spin temperature Ts (grey) and phonon tem-
perature Tp (blue) as a function of time and (b) the temporal evolution of the
magnetization M divided by its saturation magnetization M0. The magnetiza-
tion curve in (b) was obtained by substituting Ts(t) from (a) in equation 2.10
(and setting h = 0). The demagnetization follows a type II profile, typical for
τE < τM .

where 1/τM = Ges/Cs + Gsp/Cs and ∆T2 = ∆Th,eτMGes/Cs. The appear-
ance of two distinct timescales follows, the electronic timescale τE , which de-
scribes the relaxation between the electron and phonon system and the magnetic
timescale τM , which solitarily describes the relaxation from both the electron
and phonon subsystem with the spin subsystem.

2.3.1 Type I and type II demagnetization

As shortly referred to earlier, the type of demagnetization process is distin-
guished by the relative magnitude of the two characteristic timescales, τE and
τM . The characteristic profile of type I demagnetization was shown in Figure
2.11b along with the associated temporal evolution of the three subsystem tem-
peratures in Figure 2.11a. The situation in Figure 2.11a is characteristic for
τE > τM , originating from rapid thermal relaxation between the electron and
spin system via the fast τM process, as illustrated in Figure 2.11b, followed by
a slower relaxation of the phonon system towards a mutual equilibrium. What
follows is an initial dip in magnetization due to the rapid increase in spin tem-
perature followed by a longer relaxation towards a higher equilibrium value.

On the other hand, the situation for τE < τM is shown in Figures 2.12a-b,
which is referred to as type II demagnetization. It is observed that the initial dip
in the magnetization (Figure 2.12b) has vanished and instead the magnetization
steadily declines towards its new equilibrium. As follows, in the type II situation,
the electron and phonon subsystem first relax towards a mutual equilibrium via
the faster τE channel. The relaxation of the spin system with the other two
systems then occurs via the longer τM process, leading to the steady decline of
magnetization as observed in Figure 2.12b.

Comparing the type I to the type II process, the relative magnitude be-
tween the two timescales dictates which system is first to reach equilibrium
with the heated electron system, illustrating the mechanism behind the two
distinct shapes of the type I and type II demagnetization curves.
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2.3.2 Microscopic theory behind 3TM

While the exact contributions of the relevant microscopic mechanisms behind
the 3TM remain under debate, microscopic models have been proven useful for
describing trends and general behavior [85–87]. In this work, the microscopic
three temperature model (M3TM) [56] will be employed, which is based on a
localized approach using phonon-mediated spin-flip scattering. Although it has
been shown that non-local contributions might also affect the demagnetization
process [57, 58, 88], a description based on local processes sufficiently explains
the observations in this work.

The M3TM builds onto the phenomenological 3TM, maintaining the de-
scription of three interacting thermodynamic subsystems, but replacing the phe-
nomenological parameters by quantum-mechanical descriptions of he subsystem
energies and scattering processes. The model uses simple approximations for
each subsystem; the electron subsystem is described as a free electron gas, the
phonon system is described using the Debye model and the spin system is again
described by the Weiss model.

The interactions between various subsystems are substituted by two scat-
tering processes; regular electron-phonon scattering between electrons and lon-
gitudinal phonons and a scattering mechanism based on an Elliott-Yafett type
of scattering. The latter describes how, due to spin orbit interaction, there is a
small chance for an electron to flip its spin during an electron-phonon scattering
event, therefore providing a channel between the spin system and the electron
and phonon systems.

This model can be solved analytically under similar assumptions as the phe-
nomenological 3TM, yielding the following equation of motion for the (normal-
ized) magnetization [56, 61];

dm

dt
= R

Tp
TC

m

[
1−m coth

(
m
TC
Te

)]
, (2.20)

where Tp and Te are the respective temperatures of the phonon and electron
system, TC is the Curie temperature and R is a material-dependent constant,
which serves as a scaling factor between the electron-phonon and spin dynamics,
as discussed in the following.

When R is compared to the electron-phonon relaxation rate at the Curie
temperature τE0, it serves as an indicator of the dominant type of dynamics
in a material. Figure 2.13 shows an overview of the relevant dynamics for a
range of R values multiplied by τE0. The other axes indicate the temperature
T divided by TC and the q value, which is related to the laser fluence and
describes the amount of demagnetization lying between 0 (no demagnetization)
and 1 (complete demagnetization).

In general, comparing R to τE0 can be used to qualify the dominant type of
dynamics in a material, yielding three different regimes as also illustrated in Fig-
ure 2.13. For R� 1/τE0, type I demagnetization is dominant, for R ∼ 1/τE0, a
transition from type I and II dynamics occurs for increasing temperature and/or
fluence and finally, for R� 1/τE0, type II magnetization is dominant.

A useful approach for determining R experimentally is by measuring the
magnetic timescale τM as a function of temperature. Using the M3TM model
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Figure 2 | Type I and type II magnetization dynamics. a, Type I dynamics
at T=0.5 TC for a fictitious material (Cp= 5γTC) with a large spin-flip rate
(R= 5.0τE0

−1), leading to single-step demagnetization within the
electron–phonon equilibration. Results for demagnetization at low (blue)
and high (red) laser fluence are shown (q=0.2 and 0.8, respectively), as
well as a scaled version of the low-fluence result (blue dotted). The time
axis is normalized to τE0, defined as τE at T≈ TC. b, Two-step
demagnetization (type II) as observed for materials with a small value of
R(0.2τE0

−1). c, Generalized phase diagram, for materials with a certain
relative spin-flip rate RτE0 as a function of fluence q and ambient
temperature T0/TC (see text). The curved plane (top side blue, bottom side
red) separates regions of type I and type II dynamics. The opaque planes
represent different materials (RτE0= 5.0, 1.0 and 0.2, respectively), where
green represents type I behaviour, and purple type II behaviour.

parameter 〈b2〉 of the Elliott–Yafet theory is then defined as

〈b2〉=min(〈ψk|↑〉〈↑|ψk〉,〈ψk|↓〉〈↓|ψk〉) (2)

where the bar denotes a suitably defined average over all states
involved in the Elliott–Yafet scattering processes18,19.

Classification of ultrafast dynamics
Despite its simplicity, equation (1) predicts a rich variety of features.
Figure 2a shows time traces in the limit of large R. In this regime,
denoted as type I dynamics, demagnetization completes before
electron–phonon equilibration is achieved. At low fluence (blue
solid line), one observes a rapid demagnetization, followed by a
pronounced recovery of M at the electron–phonon equilibration
timescale τE. Carrying out experiments at a fixed fluence as a
function of ambient temperature T0, a critical slowing down of the
demagnetization when approaching TC is observed (not shown, see
also ref. 9). Fixing T0, but repeating the experiment at a higher
laser fluence, the demagnetization is stronger but proceeds slower
(Fig. 2a, red line; the blue dotted line represents the low-fluence data
scaled to the minimum of the high fluence). Similarly, the recovery
slows down significantly10,20.

The magnetization dynamics changes markedly in the limit
of small R, leading to type II dynamics. In this regime, the de-
magnetization efficiency is insufficient to establish a full thermal
equilibrium of the spin system during electron–phonon equili-
bration. As at higher electron temperature the demagnetization
is more efficient, it means that after an initial rapid decay (black
dotted line in Fig. 2b), around t ≈ τE a transition occurs to a
lower demagnetization rate. Moreover, right after laser heating,
the spin system seeks to equilibrate to the temperature of the
heated electron gas, whereas after electron–phonon equilibration it
continues to equilibrate towards amoremoderate temperature. For
bothmechanisms, the timescale of the initial drop inmagnetization
is equal to the non-magnetic τE, during which the demagnetization
proceeds faster (blue dotted line).

Applying our theory to different materials measured at equal
ambient temperature T0, the explicit expression of the prefactor
in equation (1), RmTp/TC, shows that the ratio TC/µat has a
decisive role, which we will refer to as the figure of merit for
the demagnetization time. For materials with similar asf, a smaller
figure of merit will cause a slower demagnetization and thereby the
tendency to show two-step, type II dynamics. Figure 2c shows a
generic phase diagram predicting the type of dynamics for arbitrary
laser fluence and ambient temperature T0. Rather than plotting
as a function of actual laser fluence, the maximum quenching of
the magnetization (q= 1−mmin/m0, where m0 is the normalized
magnetization atT=T0) is used. The curved plane separates regions
of type I and type II dynamics. Materials with a large figure of merit,
leading to a large R� τE0

−1 (such as represented by the top plane,
R= 5.0τE0−1, where τE0 is defined as τE at T ≈ TC), show type I
dynamics for all conditions, whereas materials with small R� τE0−1
show type II dynamics (bottom plane, R=0.2τE0−1). Materials with
an intermediate R≈ τE0−1 can be driven from type I to type II at
large fluences or ambient temperatures close to TC (for example,
middle plane, R= 1.0τE0−1).

Type I dynamics: Ni and Co
To make contact between our microscopic description of the
demagnetization dynamics and experiments on elementary ferro-
magnetic transitionmetals, we carried out TRMOKEmeasurements
on Ni and Co thin films, at fluences ranging from small (from
ref. 21) to high enough to cause a quenching of most of the
magnetization (this work, see the Methods section). All of these
experiments were carried out at T0 equal to room temperature. A
typical magnetization trace for Ni at low fluence is shown in Fig. 3a.
Following the fitting procedure outlined in theMethods section, we
find asf= 0.19±0.03 at low fluence.

Wenext discussmeasurements onNi at higher fluences (Fig. 3b).
Fitted curves based on our model reproduce the evolution of the
time traces as a function of fluence remarkably well. Figure 3d
shows a plot of the values of τM extracted at each fluence,
and compares them to theory. A perfect match is found for
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Figure 2.13: The type of magnetization dynamics indicated as a function of
temperature T divided by TC , the product RτE0 and the q value, which de-
termines the relative amount of demagnetization. The curved plane represents
the transition between type I and type II dynamics and the horizontal planes
denote the values RτE0 = 0.2, 1.0, 5.0. Adapted from [56].

τM can be expressed for T close to TC as follows [61],

τM =
1

2R

(
1− T

TC

)−1

, (2.21)

which is valid in the low-fluence limit and will be used in chapter 4 to fit the
evolution of τM as a function of temperature to determine R for FGT.



Chapter 3

Experimental methods

In this chapter the experimental methods used in this work are elaborated on.
In the first section, the sample preparation procedure is outlined, discussing
the mechanical exfolation of FGT flakes. Subsequently, the magneto-optical
Kerr effect will be treated first on a phenomenological basis after which its
microscopic origin will be discussed. In section 3.3, schemes for implementing
static and time-resolved MOKE measurements will be discussed including the
relevant modulation techniques. Finally, two other experimental techniques
used in this work are discussed in the last section, being SQUID magnetometry
and energy dispersive X-ray spectroscopy.

3.1 Sample preparation

Thin flakes of FGT were prepared by mechanical exfoliation from the bulk crys-
tal. Since thin layers of FGT are only moderately air-stable [89], exfoliation
is performed by use of the scotch-tape method in a glove box under an in-
ert N2 environment, with O2 content < 0.1 ppm and H2O content < 1 ppm.
Exfoliation is performed using regular scotch tape, after which the exfoliated
flakes are deposited on a degenerately boron doped Si/SiO2 substrate. The
boron doping is mainly used to enhance optical contrast between flakes of dif-
ferent thickness, but also assists in conducting heat away from the flakes after
laser pulse excitation. Before exfoliation, magnetic markers of the composi-
tion Ta(15)/Pt(15)/Co(1)/Pt(4) were deposited on the substrate using electron
beam lithography and sputter deposition. The markers serve multiple pur-
poses, they assist in localizing the FGT flakes and focusing the laser beam (see
Appendix A.1), and their magnetic properties are used for initial pump-probe
alignment during the time-resolved measurements.

After exfoliation on the substrate, samples were transported in a sealed
nitrogen container to a glove bag, where they are examined under a microscope
to determine the position and obtain an estimate of the thickness of exfoliated
flakes. Taking into account the phase diagram shown in Figure 1.2, flakes should
typically be thinner than 100nm to ensure a single-domain FM phase. The flake
thickness can be determined by optical contrast, as is also common for other
VdW materials [90, 91]. Via this method, the flakes can be roughly characterized
in three different classes, as depicted in Figure 3.1a-c. If a flake appears to be

25
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(a) (b) (c)

Figure 3.1: An illustration of the three different thickness classes that can be
distinguished by optical contrast. (a) A typical flake with thickness in the order
of a few nanometers, (b) a typical flake with thickness in the order of several
tens of nanometers and (c) a bulk-like flake with thickness greater than 100
nanometer.

clearly darker compared to the substrate (Figure 3.1a), the thickness will be in
the order of several nanometers. If the brightness of the flake is comparable
or slightly brighter compared to the substrate (Figure 3.1b), it will have a
thickness in the order of tens of nanometers. Finally, bulk-like flakes with a
thickness > 100nm will appear much brighter when compared to the substrate
(Figure 3.1c). The latter are of little purpose to the investigations in this work,
concerning the focus is on measurements on the single-domain phase of FGT.
Thin flakes are identified under the microscope and their location is noted with
respect to the earlier deposited markers.

After having identified suitable flakes and their position, samples are trans-
ported back into the glove box, again using the sealed nitrogen container. While
still in the glove box, individual samples are mounted in an airtight, continuous
flow, sample-in-vacuum cryostat with optical access (for details, see Appendix
B.2). A small amount of vacuum grease is used to fixate the sample and en-
sure proper thermal contact with the cold finger of the cryostat. Afterwards,
the cryostat is removed from the glove box, while the sample space remains
sealed, and mounted in the optical setup as described in section 3.3. Sub-
sequently, the cryostat, including the sample space, is pumped towards high
vacuum (∼ 10−7mbar), while ensuring no air flow is present towards the sample
space of the cryostat. Following this procedure, the sample will be shielded from
air during the entire preparation process to ensure optimal sample quality.

3.2 Magneto-optical Kerr Effect

In this thesis, the so-called magneto-optical Kerr effect (MOKE) will be used as
the main experimental method to probe the magnetization of FGT by exploiting
the interaction between light and magnetism. A first observation of interaction
between light and magnetism was presented by Faraday in 1846 [92], in which
it was reported that linearly polarized light passing through a material that is
subject to an applied magnetic field, experiences a rotation in polarization. This
work was further explored by Verdet, who observed a linear relation between
amount of rotation and applied magnetic field [93]. Some years later, Kerr
observed a similar effect for light reflecting upon a magnetic material, where
light experiences both a rotation in polarization and change in ellipticity upon
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reflection [94]. Both the Faraday and Kerr effect find their origin in the same
microscopic mechanisms, which will first be described on a phenomenological
basis. Afterwards, the microscopic origin will be discussed as well.

3.2.1 Phenomenological description of MOKE

In a phenomenological description, MOKE can be separated into two different
parts. First, the polarization of linearly polarized light will experience a rotation
upon reflection off a magnetic material, often referred to as Kerr rotation. This
rotation follows from the light slightly penetrating a material upon reflection. Its
origin is equivalent to that of Faraday rotation and is known as magnetic circular
birefringence (MCB). MCB describes how the amount of magnetization in a
material causes a difference in refractive index, and thus in propagation velocity,
for left- and right-hand circularly polarized (LCP and RCP, respectively) light.
Considering that linearly polarized light can be expressed as a superposition
of LCP and RCP light, the difference in refractive index will induce a relative
phase shift between the two, which translates to a rotation of the linear plane
of polarization.

The second part of MOKE comprises a change in ellipticity for light reflecting
upon a magnetic material. This change in ellipticity follows from magnetic
circular dichroism (MCD), which describes a difference in absorption for LCP
and RCP light caused by the magnetization of a material. This means that an
initially linearly polarized light ray will gain ellipticity, due to a relative change
in amplitude between LCP and RCP components of the light.

Both parts of MOKE can be captured in a single complex rotation angle

Θ = θ + iε, (3.1)

where θ is the Kerr rotation following from MCB angle and ε is the Kerr elliptic-
ity following from MCD. Both the real and imaginary part of this induced angle
commonly scale linearly with the magnetization of a material [95]. For simple
systems θ and ε also scale with the off-diagonal components of the dielectric
tensor, yielding a direct relation between the complex MOKE rotation angle Θ
and the dielectric tensor of a material.

Lastly, MOKE is not only proportional to the magnitude of the magneti-
zation, but also to its relative orientation to that of the incoming light [95].
Figure 3.2 shows the three possible configurations for MOKE measurements,
polar MOKE for out of plane magnetization, longitudinal MOKE for in-plane
magnetization along the direction of light travel and transversal MOKE for
in-plane magnetization perpendicular to the direction of light travel. In the lin-
earized situation, MOKE only scales with the magnetization component parallel
to the direction of light travel, corrected by the (complex) angle of refraction
inside the material [95].

It follows that for perpendicular incident light, only the out-of-plane (OOP)
magnetization component is measured. Since transversal MOKE is a non-linear
effect it is usually much smaller, meaning that for non-perpendicular incidence
mainly the polar and longitudinal component of MOKE are obtained. Finally,
in the linearized situation for polar MOKE, the relation between the complex
angle Θ and magnetization M yields

Θ = ζM, (3.2)
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a b c

Figure 3.2: Illustration of the three different configurations for MOKE, with
(a) polar, (b) longitudinal and (c) transversal MOKE. The red line depicts
the incoming and reflected light, the blue arrow depicts the direction of the
magnetization vector.

where ζ is a (complex) proportionality constant related to MCB and MCD [95].
Equation 3.2 can be used to directly relate the measured (complex) rotation

angle to the magnetization of a material. However, in practice the conversion
can be cumbersome, for example due to the non-trivial behavior of the refractive
index for very thin layers. Therefore, usually only the relative change in M is
calculated and equation 3.2 is used to justify the linear relation between Θ and
M .

3.2.2 Microscopic origin of MOKE

In the previous section, MOKE was discussed on a phenomenological basis,
but the origin of MCB and MCD was left untreated. As will be explained in
this section, the origin of those effects lies in the electronic transitions of a
material and their optical selection rules. To provide an illustrative picture,
the transitions from an unpolarized p-band to a spin-polarized 3d-band will be
examined. Figure 3.3 provides a simplified picture of the energy levels of a p- and
3d-band and the allowed optical transitions between the two. To exemplify the
mechanisms under discussion, energy level broadening due to band formation is
not illustrated.

Starting with the source of the magnetism in the material, the exchange
splitting of the 3d band between up and down spin is shown by the energy
difference ∆Eex, which in the case of d-band splitting is typically is in the order
of 1 eV [73]. Subsequently, both sub-bands are further split into five bands due
to spin-orbit (SO) coupling. Each of the SO split bands is associated with a
separate orbital angular momentum projection, with quantum number m` in
the range m` = −2,−1, 0, 1, 2. The magnitude of the SO splitting ∆ESO is
typically around 0.05eV when considering the 3d band [97].

To determine the relative position of the different bands the SO Hamiltonian

HSO = ηL · S (3.3)

is used, where η is a positive, material-specific SO coupling constant, L is the
total angular momentum and S is the total spin. Minimizing HSO constitutes
that the lowest energy sub-band in the spin down band corresponds to the
largest value for m`, while for the spin up band the opposite holds and the
lowest energy sub-band corresponds to the smallest value for m`. Lastly, the
p-band remains intact and is degenerate in both spin and angular momentum,
resulting in a single p-band with m` = −1, 0, 1.

Parts of this section were adapted from [96].
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Figure 3.3: A simplified picture of the energy levels of a p- and 3d-band and
the allowed optical transitions between the two. The splitting mechanisms are
the exchange splitting ∆Eex and the SO splitting ∆ESO. The spin of a band is
depicted by the ↑ (↓) for spin up (down), the choice for the spin down band as
majority band is arbitrary and the opposite situation is physically equivalent.
The allowed optical transitions are depicted by the arrows in red (green) for
LCP (RCP) light. Note that the transitions towards the two m` = 0 levels is
allowed for both LCP and RCP, hence their mixed color pattern of both red
and green. Band broadening of the energy levels was omitted for clarity.
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Due to conservation of angular momentum, the transitions between the p
and 3d band are optically polarized, i.e. certain bands are accessible by only
LCP or RCP light. This can be explained by looking at the angular momentum
projection of the p electrons along the spin angular momentum of a photon,
σ± = ±1, where the + (−) stands for LCP (RCP) light. It is assumed that
the spin-flip probability is negligible, i.e. ∆s = 0, meaning that only the orbital
angular momentum projection m` of the electron changes upon absorption of
the photon. The photon will either add or subtract one quantum of angular
momentum depending on its polarization, yielding

m`,p −m`,3d = ±1, (3.4)

where the subscripts p and 3d denote m` of the p ground state and 3d excited
state following a transition.

It follows from the selection rule given by equation 3.4 that for a photon
with angular momentum σ± = ±1, the excited states with m`,3d = ∓1, 2 are
not accessible, leaving only three allowed transitions for each polarization as
illustrated by the red (LCP) and green (RCP) arrows in Figure 3.3. As a conse-
quence, a difference in absorption between LCP and RCP light arises depending
on the wavelength of the light and the SO and exchange splitting. The latter
is also responsible for the magnetism in a material and via this way the dif-
ference in absorption for LCP and RCP light provides a direct probe to the
magnetization of the material, leading to the earlier discussed magnetic circular
dichroism.

The origin of magnetic circular birefringence can also be found in the optical
transitions of a material, however its connection is not as intuitive as for MCD.
This follows from birefringence being related to the electronic structure in a less
straightforward way compared to dichroism. On the contrary to dichroic effects,
birefringent effects occur for light that has a wavelength not in resonance with
the relevant electronic transitions. In general, the refractive index is propor-
tional to the resonance between the photon energy of the incoming light and
the energy gap between optical transitions [98, 99]. For the earlier discussed po-
larized transitions, this results in a different resonance conditions for LCP and
RCP light. Consequentially, the refractive indices for LCP and RCP light will
not be equal leading to the earlier discussed MCB. An in-depth description of
(magnetic) circular birefringence is outside of the scope of this work, but more
details on the relation between the electronic structure and birefringence can
be found in [98] and a classical description description of MCB can be found in
chapter 20 of [100].

3.3 Setup for (TR-)MOKE measurements

This section discusses a practical implementation of MOKE to measure the
(time-resolved) magnetization of a material. A general experimental approach
for measuring static MOKE will be discussed first and will subsequently be
extended to include time-resolved measurements.



CHAPTER 3. EXPERIMENTAL METHODS 31

P

A

S

PD

Figure 3.4: A schematic overview of the static MOKE setup. Light passes
through a polarizer P, reflects on a sample S, passes the analyzer A and is
captured by a photodetector PD. The top graph indicates initial light polariza-
tion and the other graph indicates the light polarization after reflection off the
sample.

3.3.1 Simple MOKE scheme

A schematic illustration of the most basic MOKE setup is shown in Figure 3.4,
employing a crossed-polarizer configuration to measure the polarization induced
by the sample. The evolution of the electric field vector will be traced using the
Jones matrix formalism [101], largely following the approach described in [61]
and [102]. Unpolarized light passes first through a polarizer P, resulting in a
linear polarization, which in terms of Jones vectors is given by

E0 =

(
E0

0

)
, (3.5)

where E0 is the electric field after initial polarization and E0 is its absolute
value.

Subsequently, the light reflects off the sample gaining a complex rotation Θ
following from equation 3.1. A rotation of a linearly polarized wave over an
angle α can be expressed in the Jones formalism as a rotation matrix

R(α) =

(
cosα − sinα
sinα cosα

)
. (3.6)

Since Θ is usually small, in the order of millidegrees [95], equation 3.6 can be
simplified using the small angle approach (sinα = α, cosα = 1). Further-
more, the reflectivity r of the sample is also accounted for by multiplying the
reflectivity matrix by

√
r. The resulting reflection matrix S of the sample then

yields

S =
√
rR(Θ) ≈

√
r

(
1 −(θ + iε)

θ + iε 1

)
. (3.7)

Lastly, the light travels through the analyzer A, which is another polarizer
under a different angle compared to P. The Jones matrix of a polarizer under
an angle α is given by

P (α) =

(
cos2 α cosα sinα

cosα sinα sin2 α,

)
(3.8)
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which can be used as an expression for the analyzer.
After the light passed the last analyzer, its Jones vector Edet at the pho-

todetector PD is given by
Edet = P (α)SE0, (3.9)

from which the intensity at the photodetector Idet can be calculated

Idet = |Edet|2

= E2
0R
[
cos2 α+ (ε2 + θ2) sin2 α+ θ sin 2α

]
≈ I0R

[
cos2 α+ θ sin 2α

]
,

(3.10)

where I0 = E2
0 is the initial intensity, |. . .| denote the absolute value and θ

and ε are again assumed to be small. It follows that the relative contribution
of θ to the signal at the detector is maximized for α = π/2, however, this
would remove θ entirely from equation 3.10 due to the multiplication by sin 2α.
Therefore, equation 3.10 is expanded around α = π/2, yielding

I ∝ 2θ∆α+ ∆α2, (3.11)

where ∆α denotes the small deviation from α = π/2 and I is now proportional
to the Kerr rotation angle θ.

3.3.2 Polarization modulation

In principle, the approach described above can be used to measure Kerr rotation.
However, the rotation angle is usually small, so a modulation technique is used
to improve the signal-to-noise ratio (SNR). A straightforward way to do so is
by using a photoelastic modulator (PEM), which modulates the polarization
of the light. The result is an oscillation of the polarization between linearly
and elliptically polarized light at a certain modulation frequency ω, which is
set to 50kHz for all MOKE measurements in this thesis. Locking in on the
modulation frequency ω using a lock-in amplifier (LIA) then reduces polarization
independent effects, which for example include the regular reflectivity of the
sample and electronic noise from the detector.

The PEM is placed after the light has passed through the polarizer, as
indicated in Figure 3.5. The Jones matrix of a PEM with its fast axis along the
x-axis and its modulated axis along the y-axis is given by

RPEM(t) =

(
1 0
0 eiA cosωt,

)
(3.12)

where t is time and A is the retardance, denoting the modulation amplitude in
terms of phase difference between RCP and LCP light components. To ensure
the light is modulated between LCP and RCP light for A = π/2, the PEM
should be placed under an angle of 45◦ with respect to the polarization of the
incoming light [51]. The Jones Matrix M(t, α) describing the PEM under an
angle α can be obtained by M(t, α) = R(α)RPEM(t)R(−α).

Furthermore, the PEM also induces a time-dependent birefringence on the
light, which should be filtered by placing the analyzer correctly. For Θ = 0, the
intensity on the detector should therefore be constant, yielding(

dIdet
dt

)
Θ=0

= 0, (3.13)
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Figure 3.5: A schematic overview of a static MOKE setup similar to that in
Figure 3.4, but now includes a photoelastic modulator (PEM).

giving

αPEM = αA +
πn

2
, (3.14)

where αPEM and αA are the angles of the PEM and analyzer respectively and n
is an integer. Equation 3.14 states that the analyzer should be aligned parallel
to one of the two PEM axes. Since all configurations from equation 3.14 are
equivalent, the analyzer and PEM are chosen to be aligned parallel.

The intensity on the detector can now be determined analogous to equation
3.10, again using that θ and ε are small, giving

Idet =
I0R

2
(1 + 2θ cos [A cos(ωt)]− 2ε sin [A cos(ωt)]) . (3.15)

Which can be expanded into spherical harmonics using the Jacobi-Anger ex-
pansion [103], giving

Idc = I0R

[
1

2
+ θJ0(A)

]
,

I1f = −2εI0RJ1(A) cos(ωt),

I2f = −2θI0RJ2(A) cos(2ωt),

(3.16)

where Idc, I1f and I2f are the the zeroth, first and second harmonic respectively
and Jn is the nth Bessel function of the first kind. It follows that ε and θ can
readily be extracted by entering the output of the photodetector in the lock-in
amplifier and locking in on the first (ε) or second (θ) harmonic of the PEM
frequency ω.

3.3.3 Time-Resolved MOKE measurements

The MOKE scheme as described in the previous section provides a good method
of measuring static magnetic behavior. However, it does not offer time resolution
to study the ultrafast magnetization dynamics of FGT, which is expected to
occur on (sub-)picosecond timescales. Pump-probe spectroscopy can be used
to access the dynamics on these ultrafast timescales by employing femtosecond
laser pulses [53]. The idea behind pump-probe spectroscopy is illustrated in
Figure 3.6, where as an example the simulated curve from Figure 2.11 is used.
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Figure 3.6: An illustration of how pump-probe spectroscopy can be used to
measure the magnetization using ultrafast laser pulses. The pump pulse excites
the dynamics at t = 0 and the probe pulse measures a small part of the excited
dynamics at a later time. The curve can experimentally be constructed by
varying the delay between pump and probe pulse.

A pump pulse arriving at t = 0 excites the the dynamics as described in section
2.3. Shortly after arrival of the pump pulse, a probe pulse arrives at time t = ∆t,
probing the state of the system at that instance. Since each pump pulse will
excite the same dynamics, repeating the measurement for different values of ∆t
allows reconstruction of the curve in Figure 3.6.

A schematic illustration to implement such a scheme is shown in Figure 3.7.
A mode-locked oscillator is used to generate a pulsed laser beam, with pulse
lengths of around 60 − 70fs and a repetition rate of 82MHz (for details, see
Appendix B.1). A beam splitter (BS) is then used to split each pulse into a
high-intensity pump and low-intensity probe pulse and a relative delay between
the two is induced by inserting a mechanically controlled delay line in the pump
path. By adjusting the length of the delay line (DL), the relative difference
between the arrival time of the pump and probe pulse can be controlled with
a resolution of ∼ 3 µm fs−1. Both beams are then focused through a single
objective onto the sample, which is inside the previously discussed cryostat. The
focus was determined by measuring the spot size of the laser beam in accordance
with Appendix A.1. Afterwards, the reflected pump beam is blocked and the
probe beam is guided to a photodiode.

To measure the magnetization, the same scheme as discussed in section 3.3.2
is introduced in the probe path. However, since the demagnetization signal is
usually small compared to the magnetization itself, it has proven useful to filter
pump-induced effects using a dual modulation scheme. To do so, a mechanical
chopper is placed in the pump path and the pump beam is modulated at a
frequency sufficiently far away from the PEM frequency, in this thesis a typical
frequency of ∼ 70Hz is used. The output from the first LIA is then sent through
a second LIA that is referenced at the chopper frequency. Since it is the pump
beam that is modulated by the chopper frequency, only the pump-induced effects
present in the probe signal will be extracted by the second LIA.

The extracted pump-induced signal contains, besides MOKE, other pump-
induced effects such as transient reflectivity [51]. Fortunately, such effects can
be filtered out by considering that the magnetic part of the signal switches sign
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Figure 3.7: A schematic illustration of the used pump-probe scheme. A pulsed
laser beam is split by the beam splitter BS into a high-intensity pump and low-
intensity probe beam. The pump beam passes the delay line DL and chopper,
after which it enters the objective and is focused on the sample, its reflection
is subsequently blocked by a beam blocker. The probe beam goes through a
similar scheme as depicted in Figure 3.5, passing a polarizer P and photoelastic
modulator (PEM) before being focused on the sample, after which the reflection
passes the analyzer A and is captured by the photodector PD. Electromagnetic
coils (C) are placed around the sample to apply magnetic fields.

for opposite magnetization directions, while the non-magnetic part does not.
Subtracting the signals obtained for opposite magnetization directions therefore
returns only the magnetic part, whereas addition returns the non-magnetic part.
To be able to switch the magnetization, two electromagnetic coils (labeled C in
Figure 3.6) are placed around the sample. These coils are furthermore used to
perform static characterization by measuring hysteresis loops. The maximum
out-of-plane magnetic field angle that can be obtained in this configuration is
around 20◦, since for larger angles the coils will block the laser beam. However,
due to the high anisotropy of FGT it is expected that the OOP component of
the field will play a dominant role in aligning the magnetization.

The resulting curve yields the time-dependent magnetization signal after
excitation by a laser pulse. As a final step, the time-dependent curve can be
normalized to determine the amount of demagnetization with respect to the
initial magnetization. To do so, hysteresis loops are measured while the sample
is actively being pumped by the pump beam. First, a hysteresis loop is measured
with the probe at negative time delay, e.g. by placing the probe at t = −0.5 ps in
Figure 3.6. A second loop is then measured around maximum demagnetization,
e.g. t = 0.25 ps in Figure 3.6. An example of such a measurement is illustrated
in Figure 3.8, where it is seen that the quenching of the magnetization shows
up as a reduction in the step size of the hysteresis loop. The ratio between both
step sizes gives the relative amount of demagnetization at t = 0.25 ps, which can
be used to normalize the entire curve with respect to the magnetization before
arrival of the pump pulse 1.

1A correction should be made to account for the Gaussian shape of the pump and probe
beam, which is discussed in Appendix A.2
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Figure 3.8: An example of two different hysteresis loops measured with the
probe beam at various time delays. The red curve is measured before arrival of
the pump pulse, e.g. at t = −0.5 ps in Figure 3.6 and the blue curve is measured
after arrival of the pump pulse at maximum demagnetization, e.g. at t = 0.25 ps
in Figure 3.6.

3.4 Other experimental techniques

Besides (TR-)MOKE, two other techniques were used for the measurements
in this work, being SQUID magnetometry and energy dispersive x-ray spec-
troscopy. Both techniques will be elaborated on in this section.

3.4.1 SQUID

The bulk FGT crystal is characterized using a superconducting quantum inter-
ference device (SQUID). A SQUID is a magnetometer operating on a modified
principle of magnetic induction, using superconducting rings containing Joseph-
son junctions [104–106]. In this way, sensitivities greater than 10−12A m2 can
be achieved [73]. The SQUID will be used to characterize the magnetization of
bulk FGT as a function of temperature and applied field, which will be useful for
determining its bulk Curie temperature. The operating principle of the SQUID
is elaborated on in the following.

First consider a Josephson junction, which consists of two superconducting
materials and an insulating barrier between them (see Figure 3.9a), which is thin
enough to allow tunneling of electrons across the barrier. In the superconducting
state (considering T = 0), the electrons on each side of the junction are described
by a single wave function ψi with i = 1, 2 for the left and right side of the
junction, respectively. It follows [107, Ch. 21] that the current J across the
barrier under an applied voltage V is described by the Josephson equations

J = J0 sin δ,

δ(t) = δ0
2e

~

∫
V (t)dt,

(3.17)
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Figure 3.9: (a) A Josephson junction consisting of two superconductors with a
thin insulating barrier in-between. (b) A superconducting ring split up by two
Josephson junctions, which is the basic working principle of a SQUID.

where J0 is a junction-dependent constant, δ is the phase difference between ψ1

and ψ2, δ0 is δ at t = 0, e is the elementary charge and ~ is the reduced Planck’s
constant h/2π. This leads to a peculiar consequence; in the case of a constant
applied voltage V0, the current across the barrier will oscillate very rapidly.
For example, applying 1V across the barrier yields a frequency of 1015s−1,
which effectively means no measurable current is present. However, without
any field applied a non-zero current emerges depending on the initial phase
difference between the electrons on each side which. Rather counter-intuitively,
this current disappears when a voltage is applied.

Subsequently, two Josephson junctions are integrated into a superconducting
ring, as depicted in Figure 3.9b. Applying a magnetic field perpendicular to the
ring will result in a quantization of the magnetic flux through the ring in terms
of the magnetic flux quantum Φ0 = π~/e [108–110]. Any deviations from (a
multiple of) this quantum will be screened by a screening current appearing
inside the loop. The magnitude of this screening current is equal for both the
top and bottom path, however it is of opposite sign between the two paths.
This means that it adds to the Josephson current through one junction and
subtracts from the Josephson current through the other junction. Concerning
that the charge density is approximately constant, this yields a difference in
phase difference between the electron wave functions of the two paths [107,
Ch. 21]. Recalling equation 3.17, the current for each different path will therefore
be modified and the output current will be constructed by simply adding both
currents for the individual paths. However, due to their phase difference induced
by the magnetic field, they no longer interfere completely constructively, leading
to a reduction in magnitude of the output current.

The difference of magnitude between input and output current is therefore
directly associated with the magnitude of the screening current, going from its
minimum value to its maximum value in the range of only half a magnetic flux
quantum. This means that measuring the voltage associated with the difference
between the input and output current [106] provides a sensitivity to magnetic
field variations well below Φ0/A, with A the area of the ring.

The description above provides a basic scheme to measure the magnetization
using a SQUID. The SQUID used for this work has its functionality improved
by using multiple coils, vibrating-sample techniques [111] and the possibility to
apply a magnetic field up to 7T during measurements.
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3.4.2 Energy-dispersive X-ray spectroscopy

Energy dispersive X-ray spectroscopy (EDX, EDS or EDXS) is a technique
used to measure the elemental composition of a material by measuring element-
specific transitions between inner-shell electrons. In this work, it will be used
to characterize the local chemical composition of bulk FGT crystals. EDX
is usually performed inside an electron microscope, for which in this work a
scanning electron microscope (SEM) was used.

The SEM is used to irradiate a sample with a high-energy beam of electrons,
ejecting inner-shell electrons from an atom and leaving a vacancy in the specific
shell. This vacancy is subsequently filled by another electron from a higher
energy shell, accompanied by the emission of an X-ray. By measuring the X-ray
spectrum during bombardment, certain element-specific peaks will appear in
the spectrum depending on the elemental composition of the material. These
peaks can subsequently be fitted from which the relative abundance between
elements can be obtained.

EDX has several advantages over other techniques. It can be installed with
relative ease in most SEM systems by attaching an X-ray spectrometer and
a measurement is fast and straightforward, taking only several minutes. Fur-
thermore, since a SEM is used to excite the electrons, the technique can be
applied at a relatively local scale allowing for spatially resolved elemental anal-
ysis, although scattering within the sample usually limits the resolution to a few
micrometers [112]. Lastly, EDX is also relatively precise, with accuracies up to
0.1% [112].



Chapter 4

Results and discussion

Having discussed the relevant theory in chapter 2 and the employed experi-
mental methods in chapter 3, the obtained experimental results can be readily
discussed. Measurements were performed on FGT crystals and flakes from two
growth batches, batch I and batch II respectively. In the first section, the bulk
characterization of batch II will be described by using results obtained with
SQUID and EDX measurements, yielding the Curie temperature and elemental
composition of the crystals. Subsequently, thin flakes of FGT are characterized
using static MOKE, which is used to verify the perpendicular magnetic anisot-
ropy, discuss domain formation in FGT and study the effects of field cooling.
Finally, the results obtained using TR-MOKE are discussed, yielding the first
observation of ultrafast demagnetization in a VdW ferromagnet. The evolution
of the characteristic timescales involved in the demagnetization process are then
investigated as a function of temperature, concluding the experimental content
of this work.

4.1 Characterization of the bulk crystal

Before the start of this work, the Curie temperature of the crystals from batch
I was characterized using SQUID, yielding TC = 217± 5 K, corresponding well
to the literature value of 220 K - 230 K. In the following, a similar procedure
and its results are described to characterize the Curie temperature of the batch
II crystals.

To measure TC , the crystal is mounted into the earlier discussed SQUID mag-
netometer, which can measure the magnetization M of the crystal as a function
of temperature T . To determine the Curie temperature, the magnetization of
the crystal was measured within the temperature interval between 10 and 300
Kelvin. To suppress domain formation and ensure a uniformly magnetized sam-
ple, a field of 500 mT was applied along the c-direction during the measurement,
i.e. a field-cooling measurement was performed. The result is shown in Figure
4.1 and the Curie temperature can be determined by fitting the earlier obtained
Weiss magnetization curve from equation 2.10, yielding µ = 6.5± 0.2µB and
TC = 197.7± 0.2 K, where the errors denote the standard error derived from
the fit.

However, a clear deviation between fit and experimental data develops as the

39
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Figure 4.1: The magnetization (red) and inverse magnetic susceptibility (blue)
of bulk FGT measured as a function of temperature. Data was collected using a
SQUID. During the magnetization measurement, a field of 500mT was applied
to align the domains in the FMII phase and the Weiss model was fitted through
the magnetization data. The susceptibility for each data point was obtained by
doing a small field sweep in a SQUID and calculating χ from the M ,H-diagram
for each data point. Equation 4.1 was fitted through the susceptibility data.

temperatures further decreases below TC . Furthermore, according to literature
µ should be anywhere in-between 1µB and 4.5µB [41], which is well below
the fitted value. Repeating the fit for µ = 1µB and µ = 4.5µB yields TC =
205.2± 0.2 K and TC = 200.3± 0.1 K, respectively. As follows, the Weiss model
yields a good first estimate of TC but does not yield a reliable value for TC
despite its seemingly small standard error when fitting. Both TC and its small
error value as obtained from the fitted curve are therefore misleading, since the
fitted model itself does not sufficiently describe reality.

To obtain a more reliable value of TC , an additional approach was used by
measuring the magnetic susceptibility χ as a function of temperature. For this,
the magnetization was measured during a small field sweep between −10 to
+10 mT of the applied field H. The susceptibility can then be determined by
fitting the relation M = χH. Repeating this procedure at various temperatures
yields the result as shown in Figure 4.1, where the inverse susceptibility is
plotted as a function of temperature. In the FM phase, χ is large, so χ−1 can
be taken approximately zero, while in the PM phase χ can be described using
the in section 2.1.3 discussed power law behavior from equation 2.12, yielding

χ−1 ∝

{
(T − TC)γ , T ≥ TC
0, T < TC

, (4.1)

where γ is the critical exponent of the susceptibility.
Equation 4.1 can be fitted through the susceptibility data in Figure 4.1,

yielding TC = 191± 2 K and γ = 1.3± 0.1. The value of γ corresponds well
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500 µm

Figure 4.2: A SEM image of the bulk FGT crystal used for EDX measurements.
Measurements were performed at three areas inside the colored rectangles.

with the literature value for the 3D Ising model as listed in Table 2.1, however
the Curie temperature is found to be around 20 % below its literature value.
A similar reduction of TC has also been observed in earlier work and is often
associated with an iron deficiency of the Fe-II site [38, 41, 45], which forms the
hexagonal lattice with Ge atoms.

To verify such a possible iron deficiency, EDX was performed on a piece
of bulk crystal shown in Figure 4.2. Measurements were conducted on three
different areas of 50 µm × 50 µm, as indicated by the colored rectangles. The
resulting composition was normalized on the abundance of tellurium1, yielding
Fe2.73(4)Ge1.17(2)Te2, Fe2.99(4)Ge1.04(1)Te2 and Fe2.94(4)Ge1.11(2)Te2 for the red,
green and blue rectangle respectively. As follows, the crystal is indeed iron
deficient, explaining the deviation of TC from its literature value. In addition,
the deficiency is found the be non-uniform across the crystal, which has possible
effects on the magnetostatic behavior of thin FGT as will be discussed in section
4.2.

4.2 Magnetostatic measurements on thin FGT

Subsequently, thin flakes were exfoliated from the bulk crystal and deposited
on the substrate in accordance with the procedure listed in section 3.1. Initial
measurements were performed on a flake exfoliated from batch I crystals, for
which a microscope image is shown in Figure 4.3a. The red encircled region was
identified to be sufficiently thin using optical contrast as described in section
3.1, and is therefore used for measurements.

First, the magnetic remanence of the flake was measured, which is the
amount of magnetization that persists after the application and subsequent
removal of a magnetic field. The result is shown in Figure 4.3b-c after applica-
tion of a positive (b) and negative (c) field. The measurement was obtained by

1This approach is validated by considering that the abundance of Te was mostly constant
over the different measurements, with an average of 2.00± 0.03, where the standard deviation
is attributed to the measurement error.
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a b c Kerr ellipticity (a.u.)
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Figure 4.3: (a) A microscope image of the investigated FGT flake from batch I,
obtained with a Zeiss Axio Scope.A1 microscope. The red encircled region was
used for MOKE measurements. (b-c) Magnetic remanence scans obtained at
T = 79 K by measuring the Kerr ellipticity after an applied field of (b) 300 mT
and (c) −300 mT under an angle of 13◦ with respect to the in-plane axis. A
735 nm laser with a FWHM spot size of ∼ 3.5µm was scanned across the flake
to locally measure the Kerr ellipticity.

scanning the probe beam across the sample, and measuring the Kerr ellipticity
ε at each position.

Considering the magnetization is uniform across the thin part of the flake
and switches sign after applying positive and negative fields, the thin part of
the flake forms a seemingly uniform magnetic domain that can be switched by
applying a magnetic field. An example of a hysteresis loop measured within this
magnetic domain is shown in the inset of Figure 4.4, revealing a sharp, single
switch and a remanent net magnetization at H = 0, both associated with the
hard, SD phase of FGT as discussed in section 2.2.2.

Since the easy axis lies along the c-direction of FGT, the magnetization is
expected to be out-of-plane. This is verified by measuring the coercive field
as a function of field angle, for which the result is shown in Figure 4.4. The
coercive field was determined from the horizontal offset of an error function
fitted through one of the steps of a hysteresis loop, as indicated by the fitted
dashed line in the inset of Figure 4.4. If the magnetization is OOP, the coercive
field should scale with the OOP component of the applied field2. The relation
HC = H/ sin(φ) follows, whereHC is the coercive field, H is the applied field and
φ is the angle under which the field is applied. Fitting this relation, including
an offset φ0 to account for misaligning, yields the dashed line in Figure 4.4 and
indeed confirms that the magnetization points, at least approximately, OOP,
with φ0 = 2.7± 0.2◦.

Further measurements were performed on a flake from batch II, for which
a microscope image is shown in Figure 4.5a and its remanence scans in Figure
4.5b-c. The red encircled domain appears uniform and will be used for further
investigations.

Hysteresis loops were measured inside the uniform domain after ZFC for
which the result is shown in Figure 4.6a. The three loops shown were measured
consecutively in a time interval < 10 minutes and its features are discussed
as follows. First, the switching behavior is sharp, indicating a hard switch of
a single, uniformly magnetized magnetic domain as follows from section 2.2.2.
All loops also show consistent plateaus for up and down magnetization at high

2Assuming a negligible contribution of the in-plane field component to the coercive be-
havior.
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Figure 4.4: The coercive field plotted as a function of the angle under which
the magnetic field is applied, with the relation HC = H/ sin(φ) fitted by the
dashed line. The inset shows a typical hysteresis loop (φ = 14◦), where an
error function is fitted to determine the coercive field. All data was obtained at
T = 79 K by using a 735 nm laser.
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Figure 4.5: (a) A microscope image of the investigated FGT flake from batch II,
obtained with a Zeiss Axio Scope.A1 microscope. The red encircled region in-
dicates the investigated domain. The red semi-transparent and opaque ellipses
respectively denote typical pump and probe spot sizes during a pump-probe ex-
periment. (b-c) Magnetic remanence scans obtained at T = 79 K by measuring
the Kerr rotation after an applied field of (b) 300 mT and (c) −300 mT under an
angle of 13◦ with respect to the in-plane axis. A 735 nm laser with FWHM spot
size of 2.9 µm×1.7 µm (horizontal × vertical directions) was scanned across the
flake to locally measure the Kerr rotation.
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Figure 4.6: (a) Hysteresis loops measured with MOKE after (a) ZFC and (b)
FC, the magnetization is obtained by measuring the Kerr rotation θ. The loops
in each graph were measured consecutively within a 10 minute time period. FC
was performed with an applied field under an angle of 17◦ with respect to the
plane.

fields, further indicating that all measurements portray the same, single mag-
netic domain. Second, all loops have a certain bias, i.e. they are asymmetric
around zero field, and third, the shape of the loop is not consistent throughout
independent measurements, the coercive field changes on both sides between
each measured loop, even leading to a shift from negative to positive bias be-
tween the first and second loop.

The variable hysteric behavior as well as the apparent bias for positive or
negative field is rather peculiar, but is most likely explained by considering the
formation of magnetic domains within the flake. If any neighboring domains
are present in the vicinity of the measured domain, those domains might exert
an additional(effective) field on the measured domain, leading to a biased loop
as a function of solely the applied field. Indeed, already in the remanence scans
displayed in Figures 4.5b-c domain formation manifests itself, showing that the
magnetization is not uniform across the entire flake. Different parts of the
flake, separated by cracks or differences in thickness, appear to have different
magnetization. Moreover, in some parts the magnetization does not switch after
the application of opposite magnetic fields, indicating a variable coercive field
for different magnetic domains.

In addition to domain formation in the plane of the flake, domain formation
might also occur along the c-direction, as is also observed in other VdW ferro-
magnets such as CrI3 [113]. An example of such a configuration is illustrated
in Figure 4.7, where one layer forms an up domain and two layers form a down
domain. The domain boundary would typically form around structural defects,
for example induced by slight oxidation of the flake [89]. Now, if one of the do-
mains remain unperturbed by the applied magnetic field, for example because
its coercive field exceeds the applied field, this domain will exert a bias on the
switching of domains above or below the unperturbed domain.

Lastly, even though the measured part of the flake is thin, the formation of
flux closure domains as discussed for bulk FGT in section 2.2.1 might still play
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Figure 4.7: Configuration for possible layered magnetism in FGT, the blue
arrows denote the magnetization direction of each layer.

a role, complicating the magnetic domain structure. Comparing the shape of
the hysteresis loop to the hysteresis loops depicted in Figure 2.8a-b from section
2.2.2 indicates no formation of large-scale magnetic domains, so only the forma-
tion of surface flux closure domains such as the spike or double-walled domain
from section 2.2.1 might contribute towards the variable hysteric behavior.

Following the results for ZFC and the hypothesis of domain formation in-
fluencing the hysteric behavior, the FC case was studied as well. As described
in section 2.2.1, FC suppresses domain formation and generally leads to more
uniform magnetic domains, which may lead to more stable and uniform hysteric
behavior.

The resulting hysteresis loops measured after FC under a field of +250 mT
under an angle of 17◦ are shown in Figure 4.6. The first loop was measured
directly after FC, yielding a symmetric two-step switch. However, additional
loops measured consecutively after the first loop show that on the positive field
side, the loop evolves to a single-step switch, while on the negative field side the
loop remains identical. After the third loop, the hysteresis loop remained stable
for the rest of the measurements over a time period of at least multiple days.

The two-step switch indicates the presence of two magnetic domains with
different coercive fields, confirming the hypothesis that domain formation plays
a role in the magnetostatic behavior. Furthermore, the initial stabilization of
the hysteresis loops is probably induced by the applied magnetic field during
measurements and the asymmetric shape of the loop might be due to a more
complicated domain structure surrounding the measured domain.

A possible explanation for the source of the domain formation might be
found when considering the earlier discussed EDX results, indicating variations
of iron content throughout the crystal. It has been shown earlier that the iron
content has a large effect on the magnetic anisotropy in FGT [41] and therefore,
a local variation in iron content would yield a local variation in anisotropy. The
border of regions with different anisotropy could then act as a domain wall [114]
and induce domain formation. However, EDX was only performed on typical
length scales of tens of nanometers, so higher resolution measurements would
be necessary to test this hypothesis.

Overall, more conclusive experimental evidence would be necessary for a
proper conclusion regarding the source of domain formation, as well as to inves-
tigate along which direction(s) the domains form. As for now, the main takeaway
from the static analysis emphasizes the importance of FC for more consistent
magnetostatic behavior and the apparent formation of magnetic domains.
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Figure 4.8: A typical result of a demagnetization measurement, conducted at
T = 79 K with a laser fluence of 26 mJ cm−2. The magnetic signal is obtained by
subtracting the positive field curve from the negative field curve and dividing
by two. The dashed curve illustrates the fitted 3TM model with a modified
version of equation 2.19, as described in the main text. The wavelength of both
the pump and probe pulse was 735 nm, and the pump and probe FWHM spot
size were 9.6 µm× 6.6 µm and 3.3 µm× 2.0µm., respectively

4.3 Time-resolved measurements on thin FGT

Finally, time-resolved measurements were performed using the pump-probe tech-
nique discussed in section 3.3.3. All time-resolved measurements were performed
on the earlier discussed flake from batch II, which is also shown in Figure 4.5a.
A typical demagnetization curve is shown in Figure 4.8, where the magnetic
signal is obtained as discussed in section 3.3.3 by subtracting the negative field
signal from the positive field signal and dividing by two. The characteristic
details of the demagnetization curve will be discussed in the following.

First, it is observed that the demagnetization curve resembles the profile of
type II dynamics (see section 2.3), which indicates relatively fast thermal relax-
ation between the electron and phonon system compared to a slower thermal
relaxation of the spin system, i.e. τE < τM .

Furthermore, after the arrival of each pump pulse, the pumped region of the
flake will slowly cool down by conducting heat away to the rest of the flake and
the substrate, which causes the slightly declining tail at the end of the signal.
This process typically occurs at much larger timescales compared to relaxation
between the various subsystems and can therefore only be really visually dis-
tinguished after internal relaxation between thermodynamic subsystems. In
addition, due to the long diffusion timescale, some heat remains when the next
pump pulse arrives. This results in an average heating of the pumped region,
which shows up as the vertical offset in opposite direction for the negative and
positive field curves.

Finally, a small bump is observed before arrival of the pump pulse, denoted
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Figure 4.9: A detailed measurement of the first few picoseconds from the curve
shown in Figure 4.8. The blue and black circles correspond to the same data set,
plotted on a linear (blue) and logarithmic (black) scale. The logarithmic plot
allows for clear visual distinction of the two timescales τE and τM , as illustrated
by the red and green curves respectively.

by the arrow in Figure 4.8. This bump occurs due to the generation of sec-
ondary pump and probe paths by internal reflections of optical components
in their respective paths. Due to these internal reflections, the path becomes
slightly larger, which induces a relative delay between the main and secondary
paths. The specific bump observed in front of the main signal follows from a
secondary probe pulse measuring the effects induced by the main pump pulse.
One might expect a similar bump on the opposite side of t = 0, induced by the
main probe pulse measuring a secondary pump pulse. However, the energy of
the secondary pump pulse is probably too small to excite any distinguishable
dynamics compared to the dynamics excited by the main pump pulse.

The demagnetization curve from Figure 4.8 can also be normalized to obtain
the relative amount of demagnetization. Such normalization can be achieved
by measuring the step size of a hysteresis loop at time delays before and after
arrival of the pump pulse as discussed in section 3.3.3. Normalization yields a
maximum demagnetization of 15± 2 % for the curve shown in Figure 4.8, for
which the result is illustrated by the 90 K curve in Figure 4.11. Normalization
was performed using the step size of a hysteresis loop measured at a delay
of −6 ps as maximum magnetization, so the bump and average heating were
excluded from normalization and only the effect induced by the pump pulse was
taken into account.

To obtain more details on the demagnetization process, a modified version
of the earlier obtained analytical solution of the 3TM model from equation 2.19
can be fitted through the demagnetization curve. The original equation is mod-
ified to account for heat diffusion by replacing ∆T1 by ∆T1/

√
t/τ0 + 1. The

resulting equation is then convoluted with the Gaussian probe pulse Γ(t, σ) =
exp
(
−t2/σ2

)
/σ
√
π, providing a relation that can be fitted through the demag-
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Figure 4.10: Demagnetization in FGT measured as a function of laser fluence.
All measurements were performed at T = 79 K. The wavelength of both the
pump and probe pulse was 735 nm, and the pump and probe FWHM spot size
were 12µm× 6.5 µm and 2.9 µm× 1.7µm., respectively

netization curve. The resulting fit is shown by the dashed line in Figure 4.8,
and its derived parameters yield two distinct timescales τE = 0.20± 0.01 ps and
τM = 13.6± 0.3 ps, giving τE < τM , which is in line with the earlier hypoth-
esized type II dynamics, although it is noted that the timescale τM is slightly
larger when compared to other 3d ferromagnets such as nickel [50, 61, 85] and
CoPt [84].

The presence of two distinct timescales can also be visually distinguished
when zooming in on the first few picoseconds of the demagnetization curve,
as shown in Figure 4.9. In the inset, the absolute value of the same data is
plotted on a logarithmic scale and two distinct timescales manifest themselves
as illustrated by the red (τE) and green (τM ) curves.

Additional insight in the ultrafast magnetization dynamics of FGT can be
obtained by measuring the demagnetization as a function of laser fluence. The
respective demagnetization curves are shown in Figure 4.10, constituting two
qualitative observations. First, the amount of demagnetization increases with
pump fluence, as expected due to the larger amount of heat being injected
in the system and thus leading to an increased amount of demagnetization.
Furthermore, the length of the magnetic timescale seemingly decreases with
decreasing fluence, which is also in correspondence with the microscopic three-
temperature model as discussed in section 2.3.2.

Unfortunately, proper fitting was increasingly difficult as fluence decreases,
which is due to the loss of distinct features for decreasing fluence. Therefore,
the lower fluence curves could not be properly fitted and a more quantitative
comparison remains unresolved, although the qualitative behavior is seemingly
in line with predictions from the (M)3TM models. For future work, it is sug-
gested to implement additional experimental measures to decrease the amount
of fitting parameters and thus achieve increased fit quality.
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Figure 4.11: The normalized demagnetization curves measured at various tem-
peratures. At 150 K, the pump pulse completely demagnetizes the sample, lead-
ing to the formation of a multi-domain state. In order to remagnetize the sample
in-between pulses, a small field of 30 mT was applied under an angle of 17◦. Nor-
malization of the 150 K was performed by using the average normalization factor
obtained from the other three curves and is therefore subject to a larger error.

In addition, the dynamic behavior was studied as a function of temperature.
Taking into account the account the fluence-dependent results, a sufficiently
high fluence of 25.7 µJ cm−2 was used to preserve the distinct features of the
demagnetization curve. The respective curves are shown in Figure 4.11 and
their characteristic features are discussed in the following.

First, the amount of demagnetization measured at 100 K does not seem to
be in line with the ‘expected’ data when compared to the other three curves.
The other curves show a consistent increase in amount of demagnetization as
the temperature raises, but the 100 K curve reaches only slightly above the 79 K
curve and stays well above the 90 K curve. This apparent deviation most likely
follows from experimental factors, rather than intrinsic behavior of FGT.

More specifically, the change is most likely due to the probe beam being
aligned to slightly different parts of the flake, caused by contractions and ex-
tensions of the sample holder due to thermal fluctuations. Such deviations are
estimated to be limited to mostly a few micrometers. Still, the single-domain
part of the flake is only a few micrometers larger compared to the full width
at half maximum (FWHM) size of the probe beam, for which a typical size is
indicated by the opaque ellipse in Figure 4.5a. Therefore, even a small mis-
alignment of only a few micrometers could cause part of the probe beam to
be incident on e.g. the substrate instead of the single-domain region. In this
case, the demagnetization appears to be smaller due to the probe reflecting of
a smaller part of the flake. Based on hysteresis loop step sizes, an estimate can
be made of the actual relative position of this curve, which is indicated by the
dashed curve in Figure 4.11.
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Figure 4.12: The evolution of the two characteristic timescales τE and τM as
a function of temperature. Relation 2.21 is fitted through the τM data points,
both with (dashed line) and without (solid line) including a horizontal offset
to account for the average heating effect. Error bars are obtained using the
standard error of the fit.

Fortunately, besides the influence on the apparent amount of demagnetiza-
tion, other parameters such as the characteristic timescales will remain relatively
unaffected. This is due to the pump beam being considerably larger than the
probe beam, which is visualized in Figure 4.5a where the typical pump (probe)
beam size during a pump-probe experiment is indicated by the semi-transparent
(opaque) ellipse. As a result, the pump intensity is approximately uniform over
the smaller probed region, leaving the characteristic timescales of the demagne-
tization process relatively unaffected.

Indeed, having a closer look at Figure 4.11 already hints that towards TC ,
the characteristic timescale τM timescale increases consistently, as also expected
from theory and earlier measurements on other 3d-band ferromagnets [61, 85].
To achieve a more quantitative comparison, both timescales were extracted
again by fitting the earlier described modified version of equation 2.19, for which
the results are plotted as a function of temperature in Figure 4.12.

As follows, τM indeed increases as the temperature approaches TC , while τE
remains relatively constant, which is in line with M3TM predictions [61]. Fur-
thermore, equation 2.21 can be used to fit the magnetic timescale as a function
of temperature. However, using the equation in its bare form does not result in
a proper fit through the data, as indicated by the dashed line in Figure 4.12.
This discrepancy might be explained by considering that equation 2.21 does
not account for the earlier observed average heating effect, which is due to the
pumped region not cooling down entirely in-between pulses.

In a simple approximation, the increase in temperature due to average heat-
ing depends solely on the average power of the pump beam, which is constant
over the various temperature measurements. Therefore, the average heating
effect can be accounted for by replacing the temperature in equation 2.21 by
Teff = T + ∆Tavg, where ∆Tavg is the increase in temperature due to average
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heating and is used as an additional fitting parameter. The resulting fitted
curve fits reasonably well as illustrated by the solid line in Figure 4.12, yielding
∆Tavg = 23± 1 K.

This temperature difference can also be estimated based on the step size
of hysteresis loops following a similar procedure as for the curve normalization
described in section 3.3.3. A first hysteresis loop was measured with the pump
beam blocked, meaning that the magnetization is probed in absence of average
heating. A second hysteresis loop was subsequently measured while pumping
the sample, but at a time delay t < 0, i.e. before arrival of the pump pulse. In
this way, the impact of average heating on the magnetization is measured.

The relative difference in magnetization due to average heating can then be
compared to the experimentally obtained M,T -curve for bulk FGT as shown in
Figure 4.1, for which a third order polynomial was fitted between 75 K and 130 K
to determine the magnetization as a function of temperature in this regime. This
function is then used to determine the temperature difference induced by average
heating, yielding ∆Tavg = 16± 7 K, which is in reasonable correspondence with
the value obtained from fitting τM .

Furthermore, the material-dependent constant R = 0.085± 0.005 ps−1 is
obtained from fitting τM as a function of T , which is compared to the electron-
phonon relaxation rate to determine the dominant demagnetization process as is
described in section 2.3.2. 1/τE0 can be estimated by taking its value close to TC ,
for which the value obtained at 150 K will be used, yielding 1/τE0 ≈ 5± 2 ps−1.
Comparing this to R yields R � 1/τE0, meaning that the demagnetization
process will be dominantly of type II in accordance with the observed behavior.

These results conclude the time-resolved investigations, which mainly re-
volve around the first measurement of ultrafast demagnetization in a Van der
Waals material. The dynamics of the demagnetization process were furthermore
qualitatively studied as a function laser fluence and quantitatively as a function
of temperature. The demagnetization was characterized to be of type II and
its characteristic behavior as a function of fluence and temperature is in well
agreement with the previously developed 3TM and M3TM models, as well as
with earlier measurements on other 3d-band ferromagnets.
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Conclusion and outlook

To conclude, the main result obtained in this thesis features the first observation
of ultrafast demagnetization in a ferromagnetic Van der Waals material, being
Fe3GeTe2, and a temperature-dependent study of the timescales involved in this
demagnetization process. Furthermore, a static study on both bulk and thin
FGT was performed. The conclusions and outlook regarding both results will
be discussed in more detail below.

5.1 Static measurements

SQUID investigations of bulk FGT crystals yielded a slightly lower Curie tem-
perature compared to its literature value. In earlier works, a similar decrease
was observed and related to an iron-deficiency in the crystal. This result was
confirmed by performing EDX on the crystal, indeed yielding an overall iron-
deficiency of the sample. Additionally, the iron deficiency was found to vary on
length scales of tens of micrometers between 0 and 10 percent. Since measure-
ments were not performed on smaller length scales, more local variations cannot
be excluded and should be investigated in future experiments.

Furthermore, the magnetostatic behavior of thin FGT flakes was investigated
using MOKE. Hysteresis loops for both zero-field-cooling and field-cooling were
measured, yielding various peculiar observations. In the ZFC case, hysteresis
loops were shown to have a field bias up to tens of milliteslas and inconsistent
coercive fields over various measurements. Furthermore, for the FC case a two-
step switch was observed, which after a few loops stabilizes towards a consistent,
but asymmetric shape of the hysteresis loop. The two-step switch remained for
negative field, while for positive field it was replaced by a single-step switch with
slightly higher overall coercivity. It is furthermore suspected that FC suppresses
the formation of more complicated domain structures.

Still, a more in-depth study of the magneto-static behavior would be needed
for drawing proper conclusions. It remains for example unclear whether the
domains form along the (out-of-plane) c-direction or in the ab-plane and what
the mechanisms are behind domain formation, as well as what the mechanisms
are behind the asymmetric switching in the FC case and irregular coercive fields
in the ZFC case.

More insight in the magnetostatic behavior and domain formation can be

52
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Figure 5.1: The stable ZFC hysteresis loop as isolated from Figure 4.6b. The
arrows indicate possible field values where it would be interesting to perform
spatial domain mapping of the flake.

obtained by spatially mapping the magnetic domains for various fields corre-
sponding to different plateaus in the hysteresis loop, as indicated by the arrows
in Figure 5.1. Mapping in the ab-plane can be performed using MOKE and
various other techniques; magnetic force microscopy (MFM) to increase the
spatial resolution and scanning electron microscopy with polarization analy-
sis (SEMPA) to investigate the chirality of more complicated domain patterns.
Complex MOKE [61, 102] can be used as an initial approach to spatial mapping
along the c-direction.

Furthermore, EDX can be used for micrometer-scale mapping of the iron
deficiency in both bulk and thin FGT, for which the results can be compared
with spatial maps of the magnetization obtained by the earlier mentioned tech-
niques. Such investigations might lead to more insight in the influence of iron
deficiencies on the magnetic behavior of the material. It has for example been
observed in earlier work that the anisotropy strongly depends on the Fe content
[41], which would lead to local variations of the anisotropy for a spatially varying
iron deficiency. Such local variations might be one of the mechanisms behind
the domain formation in thin FGT. Moreover, measuring and controlling such
local anisotropy variations is of potential use in spintronic memory devices and
logic circuits [114–116].

5.2 Time-resolved measurements

Subsequently, time-resolved measurements were performed yielding the obser-
vation of ultrafast magnetization dynamics in FGT. It has been found that
the demagnetization profile is of type II across all measurements, which is con-
firmed by comparing typical values of the magnetic timescale τM = 13.6± 0.3 ps
to typical values obtained for the electron-phonon relaxation timescale τE =
0.20± 0.01 ps, yielding τE < τM . It is also noted that the magnetic timescale
τM is relatively long when compared to other transition metal ferromagnets.

The evolution of these timescales was studied qualitatively as a function laser
fluence and quantitatively as a function of temperature, and it was found that in
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Figure 5.2: An illustration of how precession can be induced using a ferromagnet
with out-of-plane anisotropy and an in-plane applied field. (a) First the applied
field H cants the magnetization (blue) towards a new equilibrium (dashed line),
(b) ultrafast heating by a laser pulse quenches the magnetization and changes
the anisotropy, resulting in a new equilibrium axis and (c) due to LLG dynamics,
the magnetization will precess around its new equilibrium value.

both cases the behavior corresponds well with the (microscopic) three tempera-
ture model and earlier results obtained in other transition metal ferromagnets.
More specifically, it was found that the magnetic timescale diverges as T ap-
proaches TC , as expected from the M3TM. This temperature dependence was
fitted, while accounting for average heating, returning a value for the material-
specific constant R = 0.085± 0.005 ps−1. Comparing R to the electron-phonon
relaxation timescale close to the Curie temperature then gives R << 1/τE0,
indicating type II magnetization is dominant in FGT, in correspondence with
earlier qualitative and quantitative observations.

Building onto the results obtained in this work, additional fluence and tem-
perature dependent studies can be conducted on FGT to provide more insight in
its ultrafast magnetic behavior. Moreover, such a study would be of particular
interest for few-layer FGT, in the thickness region where the transition from
bulk to two-dimensional magnetism occurs. Due to this transition, the critical
exponent β will change, leading to different temperature-dependent behavior of
the magnetization.

It is therefore expected that different magnetization dynamics arise between
the two-dimensional phase in monolayer FGT, the crossover phase in 2-5 layer
FGT and the bulk phase in > 5 layer FGT, which would lead to a thickness-
dependent demagnetization process. Consequentially, the demagnetization pro-
cess can be investigated across various dimensions in a single material. Compar-
ing such investigations with existing microscopic models may lead to increased
fundamental understanding of the microscopic mechanisms behind ultrafast de-
magnetization.

Another possible extension to this work is investigating coherent spin waves
excited by a pump pulse. For this, a magnetic field can be applied along the
in-plane direction in the ab-plane. Initially, this magnetic field will slightly cant
the equilibrium orientation of the macroscopic magnetization, as depicted in
Figure 5.2a. Now, a pump pulse is used to raise the local temperature, not only
leading to quenching of the magnetization but also changing the temperature-
dependent magnetic anisotropy [45, 62]. Therefore, a new equilibrium position
arises as shown in Figure 5.2b, after which the magnetization starts to precess
around the new equilibrium position according to the Laundau-Lifshiftz-Gilbert
(LLG) dynamics [117, 118], as depicted in Figure 5.2c. This precession can be
measured with the probe pulse and is equivalent to its ferromagnetic resonance
[62, 119], which is useful for studying the magnetic anisotropy in FGT, as well as
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some dynamic phenomena such as its Gilbert damping factor and field-assisted
switching.

FGT can also be used in VdW heterostructures, where the ultrafast magne-
tization dynamics can be exploited for e.g. spin current injection in other VdW
materials [19, 57, 120, 121] or excitation of terahertz spin waves [67–69], for
example by combining Fe3GeTe2 with the in-plane ferromagnet Fe4GeTe2 [122].

To summarize, the results obtained in this work open up possibilities for com-
bining femtomagnetism with Van der Waals materials, two fields that have been
highlighted individually for their impact on spintronics. It has been found that
the Van der Waals ferromagnet Fe3GeTe2 exhibits ultrafast demagnetization of
type II and behaves in corresponding with existent models of ultrafast magne-
tization dynamics. This work provides the basis for more detailed investigation
of ultrafast magnetization dynamics in FGT, which has potential applications
in Van der Waals spintronics and could lead to increased fundamental insight
in the microscopic mechanisms behind the ultrafast demagnetization process.
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Appendix A

Size and shape of the laser
spot

A.1 Focus and beam size

To achieve both a high resolution and high laser fluence, the spot size of the laser
beam should be minimized, meaning the laser beam has to be in focus on the
sample. A convenient way of determining the spot size is scanning orthogonal
across the interface between the substrate and one of the markers described in
section 3.1.

Considering that the thickness of the marker (50nm) is much smaller than
the alignment precision of the objective (1µm), the intensity difference of the re-
flected light across the interface is solely described by a difference in reflectivities
Rsub and Rmark, of the substrate and marker respectively. Furthermore, consid-
ering that the spot size (in the order of a few micrometers) is much smaller than
the size of the structures (in the order of tens of micrometers), the substrate
and marker can be described by two adjoined semi-infinite planes.

The reflectivity along the scanning direction is given by the sum of two
heaviside step functions H, given by

R(x) = RmarkH(x− xint) +RsubH(xint − x), (A.1)

where xint is the position of the interface along the scanning axis x.
It is furthermore assumed that the shape of the laser beam is 2-dimensional

Gaussian. For a laser beam centered around the z-axis and traveling in the
z-direction, the intensity I as a function of spatial coordinates r = (x, y) and z
is given by 1

I(r, z) = I0

(
ω0

ω(z)

)2

exp

(
−2|r|2

ω(z)2

)
, (A.2)

where I0 is the intensity at the center of the beam, ω(z) is the spot size, which
is defined as the 1/e beam radius at position z and ω0 = ω(0) is the spot size
at the waist of the beam.

1Equation A.2 is obtained using the expression for the electric field E given by equation
2.5-14 from Ref. Yariv [123] and inserting this expression into the proportionality I ∝ |E|2.

A-1
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The total power PR of the reflected signal can now be obtained by multi-
plying the reflectivity from equation A.1 with a Gaussian beam from equation
A.2 centered around a coordinate r0 = (x0, y0) and integrating over the entire
plane, giving

PR =

+∞∫
−∞

+∞∫
−∞

dxdy R(x)I(r − r0, z)

=

+∞∫
−∞

+∞∫
−∞

dxdy(RmarkH(x− xint) +RsubH(xint − x))

× I0
(
ω0

ω(z)

)2

exp

(
−2[(x− x0)2 + (y − y0)2]

ω(z)2

)
=
π

4
I0ω

2
0

[
Rmark +Rsub + (Rmark −Rsub) erf

( √
2

ω(z)
(x0 − xint)

)]
.

(A.3)

By scanning the laser beam across the interface, which means varying x0 in
A.3, and measuring the corresponding power of the reflected beam, PR is ob-
tained as a function of x0. Fitting equation A.3 through this data subsequently
returns the spot size ω(z). By repeating the process for different focal positions
the minimal spot size is obtained for optimal focus.

A.2 Influence of spot size and shape on demag-
netization

The amount of demagnetization as determined by measuring hysteresis loops
before and after arrival of the pump pulse should be corrected for the Gaussian
shape of the pump and probe laser beam. Due to its Gaussian shape, the
pump pulse does not induce an equal amount of demagnetization throughout
the pumped region, rather the amount of demagnetization is maximum at the
center of the beam and decreases with distance from this center. Equivalently,
the probe beam is most sensitive to the MOKE signal at the center of the probe
spot and reduces as the distance from the center increases.

The maximum amount of demagnetization can be calculated from the de-
magnetization profile following an approach similar to that in [124], using the
following assumptions. First, the low fluence limit is assumed, for which the
amount of demagnetization scales linearly with the pulse energy at a certain
position. Second, since demagnetization is a much faster process than heat dif-
fusion, the latter is neglected, which means that the excited Gaussian profile
will remain constant over time. The magnetization in the pumped region can
now be expressed as

m(x, y) = 1−∆mmax exp

(
− x2

2σ2
pu,x

− y2

2σ2
pu,y

)
, (A.4)

with m(x, y) the normalized magnetization at spatial coordinates x and y,
∆mmax = m(0, 0) the normalized amount of demagnetization at the center
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of the spot and σpu,x and σpu,y the 1/e2 spot size in the x and y direction,
respectively.

It is furthermore assumed that the pump and probe spot overlap perfectly,
which can be approximated in practice by maximizing the second lock-in signal
at a certain time delay. It is also assumed that the measured magnetization
at some position scales linearly with the probe intensity at that position. As
follows, the observed magnetization mo is expressed as

mo =

∫∞
−∞

∫∞
−∞m(x, y) exp

(
− x2

2σ2
pr,x

− y2

2σ2
pr,y

)
dxdy

2πσpr,xσpr,y

= 1−∆mmax
σpu,xσpu,y√

(σ2
pr,x + σ2

pu,x)(σ2
pr,y + σ2

pu,y)
,

(A.5)

with σpu,x and σpu,y the 1/e2 probe spot size in the x and y direction, respec-
tively.

Lastly, it is used that the second lock-in does not extract the magnetization
of the material, but rather the demagnetization ∆mo = 1−mo, yielding

∆mo

∆mmax
=

σpu,xσpu,y√
(σ2
pr,x + σ2

pu,x)(σ2
pr,y + σ2

pu,y)
, (A.6)

which can be used to determine the maximum amount of magnetization ∆mmax

from the relevant spot sizes and ∆mo, which can be determined by measuring
the earlier discussed hysteresis loops.



Appendix B

Elaboration on
experimental methods

This section will elaborate on some specific details regarding the used equipment
and lists the relevant components used.

B.1 Femtosecond laser system

A train of laser pulses is generated using a mode-locked Ti:sapphire oscillator,
which is pumped by a continuous wave, frequency-doubled Nd:YVO4 laser that
has an output power of 4.5W. The output wavelength of the oscillator can
be tuned between 720 − 850nm, the pulse length is ∼ 70 − 80fs, with a pulse
repetition rate of 82MHz and pulse energy of ∼ 6nJ. After going through all
optical components in the beam path, a stretching of the pulse length towards
∼ 100 fs is expected. A spectrometer is used to determine the wavelength of
the pulses and a scanning autocorrelator is used for measuring the pulse length.
Specific component information is listed in Table B.1.

B.2 Cryostat

A sample-in-vacuum cryostat is used to cool down FGT below its Curie temper-
ature. The cryostat has optical access and is surrounded by two freely rotatable
electromagnetic coils in the Helmholtz configuration. Liquid nitrogen is used as
a cryogen to cool down and is transferred through a low loss transfer tube from
a 100 L vessel. The sample space is pumped down by a turbomolecular vacuum

Table B.1: Laser related components.
Component Type
Pump laser Spectra Physics Millenia V
Oscillator Spectra Physics Tsunami model 3960

Spectrometer Ocean Optics 2000
Autocorrelator Light Conversion Geco Scanning Autocorrelator

Lock-in amplifier Stanford Systems SR830

A-4
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Table B.2: Cryostat related components.
Component Type

Cryostat Oxford Instruments MicrostatHe
Temperature controller Oxford Instruments ITC503S
Cryogen Flow controller Oxford Instruments VC31

a b

Figure B.1: A photo of (a) an uncontaminated gold marker and (b) a marker
that is contaminated by ice droplets.

pump, which is backed by a rotary pump. Specific component information is
listed in Table B.2.

During operation, certain steps should be taken to avoid contamination of
the sample vacuum space. First, the system should be free of leaks to prevent
deposition of ice droplets on the sample. Figure B.1a-b shows a comparison
between an (a) uncontaminated golden marker and (b) marker contaminated
with ice droplets due to a leak of the cryostat. Since FGT is vulnerable to
oxidation, these droplets will oxidize the FGT surfaces and render the samples
useless.

Second, a cooled down cryostat will act as a vacuum pump due to cryo-
pumping effects and has a generally larger pumping capacity compared to the
turbomolecular pump. Therefore, when operating with liquid helium the pres-
sure relieve valve of the cryostat should be completely closed. Operating with
liquid nitrogen is more complicated and it is generally advised to very slightly
open the pressure relieve valve. In the setup used for this work, approximately
a quarter turn past its free travel proved to be sufficient. If this valve is opened
too far, small amounts of oil leaking from the rotary pump can travel towards
the vacuum space. This oil will slowly deposit on the cold parts of the cryostat,
leading to oil buildup on the sample over time and rendering the sample useless
for optical experiments.
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