
 Eindhoven University of Technology

MASTER

Asymmetric propagation of surface spin waves in Co/Pt multilayers

Rutten, Luuk

Award date:
2017

Link to publication

Disclaimer
This document contains a student thesis (bachelor's or master's), as authored by a student at Eindhoven University of Technology. Student
theses are made available in the TU/e repository upon obtaining the required degree. The grade received is not published on the document
as presented in the repository. The required complexity or quality of research of student theses may vary by program, and the required
minimum study period may vary in duration.

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain

https://research.tue.nl/en/studentTheses/3c6a79eb-110a-4d76-802c-c56ab6031b65


Asymmetric propagation of surface spin
waves in Co/Pt multilayers

L. Rutten

Master thesis

May, 2017

Supervisors
dr. D.S. Han
ir. J. Lucassen

prof. dr. ir. H.J.M. Swagten

Eindhoven University of Technology
Department of Applied Physics

Physics of Nanostructures



Abstract

The ever decreasing size of information technology devices following Moore’s law
is gradually reaching its physical limits. Therefore, there is a demand for new ways of
storing and processing data. The incorporation of ultrathin layers of magnetic mate-
rial opens up new paths for further improvement of for example data storage devices,
like in magnetic racetrack memory, or logic devices based on spin waves. These layers
can become so thin that their magnetic behavior is predominantly determined by inter-
actions occurring at the layer interface. A particularly interesting phenomenon is the
interfacial Dzyaloshinskii-Moriya interaction (i-DMI), which is of great technological
importance due to its ability to stabilize chiral magnetic textures like the skyrmion. The
skyrmion is a promising candidate for the next-generation data carrier due to its high
stability, energy efffiicient manipulation and extremely small size.

In this thesis, a new setup has been developed to investigate interface interactions
like i-DMI by studying their efffect on propagating spin waves. The setup is fiirst care-
fully tested in ferromagnetic resonance (FMR) experiments, in which Pt/Co/Pt trilay-
ers are investigated. By varying the thickness of the Co layer, a large interface anisotropy
and spin pumping contribution tomagnetic dampingwas found. This indicates strong
spin-orbit coupling at the Co/Pt interface, which is required for large i-DMI.

The setup is then used to excite surface spin waves with a non-zero wave number
k using only electrical components. The spin waves propagate in opposite directions
in nano-structured magnetic strips. In particular, we are interested in a diffference of
the resonance fiield of counter-propagating surface waves, which is a measure for the
i-DMI in that stack. However, additional asymmetries related to damping and mag-
netic anisotropy at the Co interfaces complicate the picture signifiicantly, which is often
(partially) ignored in literature, their sign in particular. Nonetheless, an asymmetry in
both amplitude and resonance fiield was found. However, no conclusive results about i-
DMI could be drawn due to the limited amount ofmeasurements that could be used in
our analysis. Improving the quality of the magnetic strips, further optimization of the
nano-structuringmethod and generally performingmore systematic measurements for
various wave numbers can provide more conclusive results about the magnitude and
sign of i-DMI in the investigated stacks.
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Chapter 1

Introduction

Enormous advancements in technology research havemade the devices we use in every-
day life much more sophisticated and also much smaller. Whereas the fiirst electronic
computers took up whole rooms, we can now reach the same computational power in
the point of a needle. The millions of components that make up these computers have
shrunk to miniature length scales for which new physics is required to understand and
predict their behavior. The typical size of these components is now in the nanometer
range (10−9 m), or about a thousand times smaller than the thickness of a human hair.
For comparison, the typical size of an atom in a crystal is roughly 0.2 nm, which means
that these structures are just a few to tens of atoms in size.

To further improvedevice functionality, new research is devoted to integratingnano-
sizedmagnetic strips, dots andwires in these systems. Instead of using just the charge of
electrons to pass and manipulate information, magnetic materials can also exploit the
intrinsic magnetic moment of electrons, called the electron ‘spin’. This research fiield
of spintronics concerns itself with fiinding newways to integrate spin-related physics to
improve the efffiiciency, speed, size and stability of electronic devices. Especially by tay-
loring magnetic interactions at interfaces of ultra-thin fiilms, devices can be fiine-tuned
for optimal performance.

During this thesis, a setup is developed which can investigate these interfacial inter-
actions, where we will focus on the so-called interfacial Dyzoloshinskii-Moriya inter-
action (i-DMI). By studying its influence on periodic magnetic oscillations called spin
waves, themagnitude of this interaction can be extracted. In the remainder of this chap-
ter, the key physical concepts and methods related to the investigation of i-DMI and
spin waves are introduced and an outline of this thesis is given.
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Figure 1.1: (a) Two spins, indirectly coupled by a third atom causes clockwise spin
canting due to DMI. (b) The efffect of interface DMI at high spin orbit coupling
(SOC) interfaces depends on the orientation of the interface. In symmetric stacks
i-DMI cancels (left), whereas stack inversion asymmetry (SIA) causes a net canting
of neighboring spin states (right). Blue and red colors represent high and low spin
orbit coupling materials, respectively.

1.1 The Dzylonshinskii-Moriya Interaction

The Dzyalonshinskii-Moriya Interaction (DMI) has regained a lot of attention in the
fiield of spintronics since its theoretical discovery in the 1960’s[1, 2]. TheDMI is unique
in its ability to stabilize canted magnetic confiigurations[3–5]. As shown in fiigure 1.1a,
two neighboring spins are indirectly coupled by a third atom. Whitout going into de-
tail, this coupling site is often a heavy atom like platinum or tantalum in which there is
a strong interaction between electron orbital momentum and its spin, called spin-orbit
coupling. The direction (chirality) of the canting is determined by the sign of theDMI,
the relative position of the two spins and the direction of symmetry breaking, deter-
mined by the position of the coupling site. Experimentally, the exotic phenomenon
has fiirst been investigated in B20 structure magnetic materials[6, 7], where the lack of
inversion symmetry allows for such a chiral preference.

Recently, another class of the DMI, namely interfacial DMI (i-DMI), has been also
found in systems where a heavy metal (HM) with large spin orbit coupling (SOC) is
in contact with a ferromagnetic (FM) fiilm. The exact underlying physical mechanisms
of the interfacial DMI are still not fully understood, so its efffect is often described on
a phenomenological basis. The basic concept is depicted in fiigure 1.1b. At each inter-
face, the spins (in grey) couple to each other via the heavy metal atoms (in blue). This
coupling cants neighboring spin states depending of the orientation of the HM/FM
interface and the type of material. In the fiigure, counterclockwise canting occurs for
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Figure 1.2: (a) Racetrack memory, where up and downwards oriented magnetic
domains (red and blue respectively) are moved by an electric current I . As shown
at the top, the type of domain transition afffects the domain velocity. (b) A 3D and
side viewof themagnetic structure of a skyrmion. Figure obtained fromKézsmárki
et al. [8].

the top interface, and clockwise canting for the bottom interface. Since there is no in-
version asymmetry in the left stack, the i-DMI (and thus the canting) cancels out. For
example, by using a diffferentmaterial for the top interface the symmetry can be broken,
as depicted in the right stack. By introducing this so-called stack inversion asymmetry
(SIA), a net i-DMI is generated and canting of neighboring spins occurs.

Various new magnetic memory and logic applications benefiiting from i-DMI are
currently being researched[9]. One of the most promising applications for data stor-
age is the magnetic racetrack memory (fiigure 1.2a)[10]. It consists of three dimensional
nano-structured strips of magnetic material containing a whole string of binary data.
The orientation of the magnetization on one small piece on the strip, a magnetic do-
main, represents one bit. A major advantage of this type of memory is the use of the
third dimension to store data, greatly increasing data storage density. Bits can bemoved
to a read/write headmuchmore efffiiciently by sending current pulses through the strip,
rather than physically moving the bits like in Hard-Disk Drives. For fast reading and
writing, fast domain displacement is required. The highest velocities were achieved us-
ing ultra-thin multilayer stacks, which benefiit from having strong spin-orbit coupling
at the magnetic interfaces. For example, the presence of i-DMI stabilizes an up-down
domain transition that is diffferent from the transition without i-DMI. This is depicted
at the top of fiigure 1.2a. It turns out that this i-DMI induced transition responds much
stronger to the applied current pulses, greatly increasing domain velocities[11, 12].
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Not only can i-DMI improve read and writing time, but it can also provide a new
way to store data altogether. Perhaps one of the most remarkable aspects of i-DMI is
its role in stabilizing a skyrmion state, shown in fiigure 1.2b. As depicted at the bottom
of the fiigure, the magnetization in a skyrmion is making a full revolution with a fiixed
(clockwise) chirality, which can be energetically favorable inmultilayer stacks with high
i-DMI. The vortex-like topological soliton is one of the most promising candidates for
the next-generation information carrier, as it is topologically stable, extremely small,
and operational with ultralow electrical current[13]. However, much progress can still
be made in developing materials and interfaces which can stabilize these skyrmions at
room temperature and fiield-free conditions for implementation into commercial de-
vices.

Fewmethods have been developed to determine the strength and sign of the i-DMI
constantD. For example, domain wall based experiments like asymmetric bubble ex-
pansion have been proposed as a simple tool to measure i-DMI, but the interpretation
of the results is often ambiguous[14]. In 2015, Cho et al. [15] showed that the DMI
constant can be accurately determined bymeasuring the frequency of spin waves prop-
agating in opposite directions with Brillioun light scattering (BLS). The well-defiined
orientation of neighboring spins in a spin wave allows for a clearer interpretation of the
influence of i-DMI on the observed asymmetric propagation. Additionally, the high ac-
curacy of the experimental tools to study spin waves turn out to be exceptionally useful
for investigating i-DMI. In the following section, the basic properties of spin waves will
be introduced and the experimental methods used in this thesis for the investigation of
spin waves will be discussed.

1.2 Spin waves

Magnonics is an emerging fiield of research where we investigate the behavior of spin
waves (also called magnons) in nanosized structures as a way to replace or extend con-
ventional electronics devices. As shown in fiigure 1.3, spin waves are spatially oscillating
excitations of the magnetization in magnetic materials. Like sound waves, spin waves
have a well defiined amplitude, wavelength, phase velocity, group velocity, and attenua-
tion length. They can also interfere with other spin waves and reflect from surfaces and
interfaces. This provides a versatile physical toolbox to optimize their behavior in spin
wave based devices.

As early as the 1980’s, spinwaveshaveproven tobe technologically useful for telecom-
munication systems and radar technology[16]. More recently, they have been proposed
as the new generation data carriers for computation devices. The advantages of using
spin waves are abundant. Examples include the low amount of Joule heating, the wide
frequency range to choose from (GHz to THz), their small wavelenghts, the ability
to include non-linear spin wave efffects and contactless wiring (with electromagnetic
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Figure 1.3: A spin wave with wavelength λ. The top circles represent the top view
of the spin wave, so the deviation of the magnetization from equilibrium. At the
center, the phase ϕ of the spin wave is given.

waves) between magnetic elements[17].
Spin waves have also proven to be an extremely versatile tool to study fundamen-

tal magnetic properties, for which various experimental techniques have been devel-
oped. In this thesis, we mainly distinguish between experiments involving uniform
spin waves and experiments where propagating spin waves are investigated. For uni-
form spin waves, there is no spatial phase variation and the magnetization oscillates
as a collective, equivalent to λ → ∞ in fiigure 1.3. Uniform precession is most often
investigated in ferromagnetic resonance (FMR) experiments to for example measure
magnetization relaxation mechanisms in thin fiilms. Propagating spin waves, like the
one shown in fiigure 1.3, do have a spatial variation in phase, have non-zero group veloc-
ities and fiinite wavelengths. The properties of propagating spin waves are exploited in
propagating spin wave spectroscopy (PSWS) experiments to extract, for example, the
efffect of currents on spin dynamics[18] or the i-DMI constant. Both FMR and PSWS
are used in this thesis to study interface efffects in ultrathin Co/Pt multilayers, where
the latter method will focus on i-DMI. Both methods will be briefly introduced in the
following sections.

Ferromagnetic resonance

In ferromagnetic resonance (FMR) experiments a magnetic sample is placed in an ex-
ternally applied magnetic fiieldH ext. As shown in fiigure 1.4a, the magnetization of the
sample is collectively pulled out of equilibrium by a radio-frequency magnetic fiield
H rf (e.g. gigahertz microwave radiation). The applied magnetic fiield exerts a torque
on the magnetization, causing a precessional motion of the magnetization. Addition-
ally, internal fiields resulting from a wide range of magnetic interactions also contribute
to the precession torque, causing a net torque equivalent to that of an efffective fiield
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Figure 1.4: (a) A high frequency fiield (blue arrows) bring the magnetization into
precessional motion around an efffective fiieldHefff, which is a sum of the externally
applied fiieldHext and intrinsic fiieldsHint in the sample. (b) By sending a current
I(ω) through an antenna structure, propagating spin waves with wavelength λ are
excited in a ferromagnetic (FM) strip. An inductive current Iind is generated in
the detection antenna. In the region between the antennas, the spin wave can be
modulated by external means.

H efff = H ext + H int. By measuring the precession frequency for a given H ext, the
intrinsic magnetic fiield can be extracted.

Examples of intrinsic properties that can be measured using FMR include the rate
of magnetic energy dissipation, characterized by the damping parameter α, or the ten-
dency of the magnetization to align with a specifiic crystal axis, given by the anisotropy
constantK . In recent years, many other promising applications of FMR have been de-
veloped due to its ability to generate pure spin currents in ferromagnetic metal/normal
metal devices in a process known as spin pumping[19]. Spin currents transfer no net
charge and can be utilized in a wide range of spintronics applications, enabling for ex-
ample low-power and high-bandwidth information transfer[20]. Spin pumping also
allowed for accurate measurements of fundamentally and technologically interesting
magnetic properties. Examples include the spin hall angle, which is a measure for the
efffiiciency between charge and spin current conversion, and the spin difffusion length,
which is the mean distance that a spin can difffuse before flipping[21].

Propagating spin wave spectroscopy

As described in the previous section, the vast amount of information contained in the
FMRmodemakes it an extremely valuable tool inmagnetic research. However, in these
experiments the excited spin waves carry no momentum (k ≡ 2π/λ = 0). To inves-
tigate information transport in magnetic systems, various techniques have been devel-
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oped that study k �= 0 spin waves. Optical studies often involve Brillioun light scatter-
ing, while all-electrical means of exciting and detecting spin waves is often referred to as
propagating spin wave spectrocopy (PSWS).

In 1973, Schilz [22] fiirst used this all-electrical approach to confiirm theoretical pre-
dictions of propagating spin-wave behaviour in low-loss epitaxial yttrium iron garnett
(YIG) fiilms. A meander shaped spin-wave transducer and receiver are placed on two
diffferent positions on the YIG fiilm. The basic concept is demonstrated in fiigure 1.4b.
By sending a high frequency current trough the transducer, it excites spin waves with
its Oersted fiield. The wavelength is determined by the meander periodicity. The spin
waves then propagate outward, inductively generating a signal at the detection antenna.
Later, Bailleul et al. [23] extended the use of thismethod tometallicmagnetic strips, us-
ing two coplanar antennas for excitation and detection. An insulating layer is used to
prevent shunting currents between the antennas.

In 2015, Cho et al. [15] showed that a certain type of spin wave can be used to ex-
tract the i-DMI constant. Using Brillioun light scattering (BLS), magnetostatic surface
spin waves were excited and detected. Interestingly, spin waves with a wave number
+k propagated at diffferent frequencies than spin waves with wave number−k. Calcu-
lations showed that the frequency diffference (ω+k − ω−k) is proportional to the DMI
constantD[24]. Using BLS, the i-DMI constants have been determined for a variety
of stacks, such as Pt/CoFeB[25] and Pt/Co/AlOx[26], with magnetic layer thicknesses
down to 0.6 nm. However, BLS has the disadvantage that laser light can be absorbed
when additional layers are deposited on top of the magnetic layer, which decreases the
measurement accuracy.

Later in 2015, Lee et al. [27] also succeeded to measure the i-DMI-constant with
electrical components only, using the principle described in fiigure 1.4b. This method
is not as strongly afffected by thick capping layers, since the signals are generated in-
ductively. Using the all-electrical approach, i-DMI constants have been determined for
Permalloy stacks[28] andPt/Co/MetalOxide stacks[29]. However, additional asymme-
tries in, for example, the spin wave amplitudes have been ignored in the analysis. These
asymmetries can signifiicantly contribute to themeasured signals[30] and hold valuable
information about themagnetic interfaces. In this thesis, the analysis takes into account
the various processes involved in asymmetric propagation and attempts to distinguish
between the dominant mechanisms.

1.3 This thesis

The goal of this thesis is to develop a setup to investigate asymmetric propagation of
spin waves. We focus on the influence of i-DMI at Pt/Co interfaces. Although these
interfaces have been investigated before in literature, the analysis often neglected the
contribution of asymmetric spin wave amplitudes and damping. This thesis will dis-
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cuss the influence of both asymmetries in our analysis. During the development of this
novel setup, FMRexperiments have been performed to extensively test the setup and to
investigate the physical processes at Co/Pt interfaces. Since the FMRmeasurements are
a signifiicant part of this thesis and the theory andmethods behind these experiments do
not sufffiiciently overlapwith the asymmetrical spinwave propagation experiments, they
will each be treated in a separate part in this thesis. However, the FMR results do com-
plement the PSWS experiments in the sense that they provide a better understanding
of the observed spin wave behavior.

In chapter 2, a brief and general introduction will be given to micromagnetic
theory to provide a better understanding of the physical mechanisms contributing to
magnetization dynamics. We then address the FMR and PSWS experiments separately
in two parts.

PART 1 In part 1 Co/Pt interfaces will be investigated using an FMR setup devel-
oped during this thesis. First, in chapter 3 the theory behind FMR is explained. The
equations required for obtaining magnetic properties from the magnetic susceptibility
χ of a sample will also be introduced. In chapter 4, the developed FMR setup used
to measure χwill be described and tested. As a verifiication of the magnetic parameters
obtained by FMR, anomalous hall magnetometry will be utilized, which is also intro-
duced in this chapter. In chapter 5, we will present a systematic study of interface
induced anisotropy and damping efffects for Co/Ptmultilayers. Part 1 will be concluded
by providing additional remarks on the setup and the measurements, and propose sev-
eral improvements on the developed setup.

PART 2 In part 2, the FMR setup is slightly altered to investigate the asymmetric
propagation of spin waves due to i-DMI. First, in chapter 6 the theory behind non-
reciprocal spin wave behavior will be discussed, where we will focus on the efffect of
i-DMI. Additionally, an analytical model is introduced which can be used to calculate
the theoretical magnetic response of the samples used in our experiments. In chapter
7, the PSWS setupwill be described and the experimental tools required for the fabrica-
tion of the nano-structured samples in these experiments are discussed. In chapter 8
wewill verify that the correct spin waves are excited and the results regarding asymmet-
ric spinwavepropagationwill be presented. Inchapter9, this thesiswill be concluded
and several proposals will be made for future research with the developed setup.
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Chapter 2

Fundamentals of micromagnetics

Magnetic systems often involve a vast amount of quantum mechanical, electrical and
magnetic interactions between electrons, atoms and their environment. Understanding
the behavior from a quantum mechanical point of view becomes a nearly impossible
venture, even for micrometer sized systems. Instead, we describe systems in the nano-
to micrometer regime with a local magnetization vectorM (r, t). This magnetization
vector interacts with a local efffective fiield H efff(r, t), which in its turn often also de-
pends onM (r, t). This already simplifiies the highly complex system of interactions to
a number of coupled equations of motion. These equations can then be solved to for
example describe the behavior of spinwaves in ferromagnetic resonance or propagating
spin wave spectroscopy experiments.

In this chapter we will describe howH efff can be obtained from the free energyW
of amagnetic fiilm. Wewill then show how to derive the time evolutionM (t) from the
efffective fiield. To get a better understanding of the processes driving the magnetization
dynamics, the focus of this chapter will lie on providing a physical interpretation of the
equations involved.

2.1 Free energy of a thin magnetic film

For ferromagnetic fiilms we can distinguish between various energy contributions that
together determine the behavior of the magnetization vectorM (t). The total energy
can be expressed as a sum of the volume integrals of individual energy densitiesEi,

W =

∫
V

∑
i

EidV (2.1)

The underlying physical mechanisms can roughly be divided into four categories, as
shown in fiigure 2.1. Spins can either align to an external fiield, to a specifiic axis (or axes),

9
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Figure 2.1: Various contributions to the magnetic free energy are shown and their
efffect on the local magnetization. The DMI-vectorD is shown for the case where
the two spin sites and the coupling site are lying in the plane of the paper.

alignmutually or evenprefer a canted spin state. Wewill shortly discuss themost impor-
tant underlying physical mechanisms of the energy densities for fiilms where the thick-
ness t of the fiilm is much smaller than its lateral dimensions L, so t � L.

1. Zeeman energy
An applied magnetic fiieldH exerts a torque on a dipole moment. The energy
associated with this torque is called the Zeeman energy. It is lowest in an aligned
state and highest in antiparallel confiiguration. It can be calculated by taking the
inner product

EZeeman = −μ0H ·M . (2.2)

2. Magnetic anisotropy
For isotropicmagnetic samples, the energy functional is invariant under rotation
of the system. However, this is not often the case, especially for thin ferromag-
netic samples. When there are axes alongwhich amagnetic structure prefers to be
magnetized (also called the ‘easy axes’), we speak of magnetic anisotropy. Many
physicalmechanisms exist that cause this anisotropy. The crystal structure, strain,
physical shape and spin-orbit coupling at interfaces all contribute. Themost im-
portant contributions to magnetic anisotropy for this thesis are listed below.

Shape anisotropy Anymagnetic object generatesmagnetic charges at its surface,
which depend on the orientation of the magnetization. For anisotropic shapes,
like for thin fiilms, these free charges generate a so-called demagnetization fiield

Hdemag = NM pulling the magnetization to a certain easy axis or easy plane.

The tensorN is called the demagnetization tensor, which can often only be cal-
culated numerically. Fortunately, for the case of thin fiilms lying in the xy-plane,
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the only nonzero component of the demagnetizing tensor isNzz = 1[31]. The
energy is then expressed as

EDemag =
1

2
M · μ0HDemag =

1

2
M · Nμ0M =

1

2
μ0M

2
z , (2.3)

which is minimized ifMz = 0. In other words, shape anisotropy for thin fiilms
favors a magnetization in the plane of the sample.

Crystalline anisotropy For some (poly-)crystalline systems an additional aniso-
tropy term is present. Orbitalmoments of electrons in a crystal are anisotropic by
nature due to bonding of orbitals with neighboring atoms and therefore depend
on the crystal structure of the lattice. In the presence of spin-orbit coupling, the
orbital moments couple to the magnetization, which gives rise to so-called crys-
talline anistropy. Depending on the symmetry of the lattice, multiple easy and
hard axes can be present. For the case of one easy axis, uniaxial anistropy, we can
derive an expression for the energy density

Ecryst = KU sin2(φ), (2.4)

whereKU is the anisotropy constant andφ is the angle between the easy axis and
M . The energy is minimized when φ = 0, meaning that the magnetization is
aligned with the easy axis.

Interface anisotropy While the crystal structure can induce amagnetic anistropy
in the bulk of the sample, the interfaces of magnetic fiilms can also signifiicantly
contribute to the magnetic anisotropy. Especially when fiilms are just a few or
tens of atoms thick, these interface efffects can be a dominant contribution to
the free energy. For example, at ferromagnetic metal/heavy metal interfaces, the
out of plane d-orbital moment of FM atoms is signicantly enhanced[32]. For
spin-orbit couplingmaterials like Pt or Pd, the orbitalmomentum couples to the
total magnetic moment, resulting in a strong magnetic anisotropy parallel to the
normal of the ferromagnetic fiilm. The magnitude of the anisotropy energyEK

is often given in terms of the surface anisotropy constantKS , with units J/m2,
divided by the thickness of themagnetic layer tFM. For a ferromagnetic layer with
two non-identical interfaces this means

EK =
KS

tFM
m2

z =
Ks,top +Ks,bot

tFM
m2

z. (2.5)

Here,mz = Mz/MS is the normalized z-component of themagnetization. The
equation can be transformed to the form of equation 2.4 by noting that the easy
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axis is along the z-axis, such that sin(φ) = mz . Note thatKS is defiined as the
total surface anisotropy, consisting of both the surface anisotropy constant of the
top and bottom interface,Ks,top andKs,bot respectively.

3. Exchange interaction
Like shown in fiigure 2.1, the exchange interaction prefers mutual alignment be-
tween spins. The interaction originates from the fact that the Coulomb energy
between aligned spin states is lower than for canted spin states. The energy re-
lated to this interaction does not change under the inversion of two spins and is
thus often referred to as a symmetric exchange interaction. The energy density
equals

Eex = A(∇m)2, (2.6)

where A is called the exchange constant, units J/m, and represents the strength
of this interaction. The vectorm = M/MS is again the normalizedmagnetiza-
tion. The exchange energy is minimized when the gradient of the magnetization
equals zero, meaning that the magnetization is parallel throughout the fiilm.

4. Dzyalonshinskii-Moriya Interaction
The fiinal interaction that will be discussed is the Dzyalonshinskii-Moriya inter-
action (DMI)[33, 34]. As shown in fiigure 2.1, the DMI prefers canted spin states.
It is often described as an asymmetric exchange interaction between two spins
Si, mediated by a third site having strong spin-orbit coupling. Due to symme-
try considerations the direction of the DMI-vectorD, units J/m2, is limited to
the directions perpendicular to both the line connecting the two spins and the
direction of symmetry breaking[35]. Therefore, in fiigure 2.1, it is oriented par-
allel to the normal of the plane of the paper. The interaction is most intuitively
described with an Hamiltonian for two spins,

HDMI = D · [S1 × S2]. (2.7)

Interesting is that the energy does not only depend on the amount of canting
of the magnetization, but also the direction (chirality) of the canting. If the en-
ergy is increased for a clockwise canting of spins, then the energy is decreased for
counterclockwise canting and vice versa. In equation 2.7, this can be clearly seen
by noting that the hamiltonian is antisymmetric under the exchange of the two
spins 1 ↔ 2.

In the continuum limit, theDMI is calculated using so-called Lifshitz invariants.
They consist of an antisymmetric form of the product between the components
of the magnetizationMi and its derivatives

∂Mj

∂k
, where i, j and k represent any

combination of the xyz-coordinates[36]. In vector notation, the energy density
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Heff M

Undamped precession
Damped precesson

Figure 2.2: The magnetization vector of a magnetic material will precess around
its efffective magnetic fiieldH efff. In a real magnetic system, damping is also present.
This will eventually alignM toH efff

for the DMI can then be expressed as[37]

EDMI =
D

M2
S

· (M (∇ ·M )− (M ·∇)M ) . (2.8)

The vectorD has a net non-zeromagnitude only if inversion symmetry is broken
in the magnetic system. This can occur in the bulk for certain crystal structures,
but also near high SOC interfaces of thin magnetic fiilms. If such a fiilm has a
diffferent top and bottom interface, the symmetry in the direction of the normal
of the fiilm is broken, resulting in a net interface DMI vector in the plane of the
sample. If we take the normal of the sample to be the z-axis, the only remaining
antisymmetric terms of the Liftshitz invariant are

Ei-DMI =
DS

tFM

([
mz

∂mx

∂x
−mx

∂mz

∂x

]
+

[
mz

∂my

∂y
−my

∂mz

∂y

])
. (2.9)

Since the interaction originates from the interface, its contributions decreases
with increasing magnetic layer thickness. Therefore, we have substituted the
magnitude of D by a surface constant DS , units J/m, divided by the thickness
of the ferromagnetic layer tFM. This version of the energy density will be used in
part 2 of this thesis, where we will calculate the influence of i-DMI on propagat-
ing spin waves.

2.2 Magnetization dynamics

In the previous section we have derived the various contributions to the free energy of
a magnetic fiilm. By minimizing the energy functional (equation 2.1), it is possible to
fiind an equilibrium condition forM . However, it is often more interesting to know
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how themagnetization arrives at this state. The following sectionwill introduce themi-
cromagnetic equations ofmotion, fromwhich the time evolution of themagnetization
can be calculated. An excellent intuitive derivation can also be found in chapter 1 of
Hillebrands and Ounadjela [38].

The fiirst step in obtaining the time evolution of the magnetization is to determine
the forces acting on it, given by the efffective fiield H efff. It is obtained from the free
energy functional by taking its derivative to the normalized magnetization vectorm,

μ0H efff = − 1

Ms

∂W

∂m
. (2.10)

This can be inserted in the so-called Landau-Lifshitz-Gilbert (LLG) equation, which is
given by

∂M

∂t
= −γ

(
M ×H efff − αM × ∂M

∂t

)
. (2.11)

Here, γ is the gyromagnetic ratio and α the phenomenological damping parameter. In
the LLG-equation we can distinguish between two processes, both depicted in fiigure
2.2. The process given by the fiirst term on the right hand side of the equation describes
the precessional motion ofM aroundH efff. This process is the magnetic analog of the
precessing motion of a spinning top subject to a gravitational force. The second term
describes a damping force pulling themagnetizationparallel toH efff. This efffective force
arises from various energy loss channels, which are described in more detail in the next
section. Both processes lead to a damped precessional motion as depicted by the solid
line in fiigure 2.2.

The gyromagnetic ratio γ relates the magnetic moment of the system to its angular
momentum. It is often expressed in terms of a dimensionless quantity called the g-
factor, such that γ = gμB

�
, where μB is the Bohr magneton and � the reduced Planck

constant. The g-factor contains both the spin magnetic moment μS and the orbital
magnetic moment μL. For purely orbital magnetic moment, g = 1, while for purely
spin magnetic moment g = 2. For solid state systems, the orbital angular momentum
is often quenched, resulting in a g-factor close to 2. However, spin-orbit coupling or
symmetry breaking near the interfaces can decrease this quenching, increasing the g-
factor.

Magnetic Damping

The damping term in the LLG equation accounts for all physical processes that cause
energy dissipation in the magnetic system. It is often described as a separate term in the
LLG equation. However, for future derivations it will be useful to rewrite the damping
contribution in terms of a time-dependent efffective fiield[38], giving

H efff = H − α
1

γμ0Ms

∂M

∂t
. (2.12)
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Figure 2.3: Damping can occur via various channels. Both direct damping and
indirect damping via spin wave excitation contribute. The coupling between the
angular momentumL and spinsS is essential for describing the magnitude of the
damping mechanisms.

By inserting this efffective fiield into the LLG equation without damping, we directly
obtain the original expression (equation 2.11). A similar substitution for the efffective
fiield will be used in later chapters to include damping in the equations describing spin
wave behavior in FMR and PSWS experiments.

Various physical origins can be distinguished for magnetic damping. The twomost
dominant loss channels are depicted in fiigure 2.3. Energy is either lost directly to the
lattice or transferred to the magnetic system due to scattering with other spin waves
(also calledmagnons) which then lose it to the lattice. Both direct and indirect damping
are enhanced by spin-orbit coupling. We will discuss several of the main contributors
to damping in thin ferromagnetic fiilms.

Itinerant electrons A large contribution to intrinsic damping is due to scattering of
magnons with itinerant electrons[39]. Amagnon can be annihilated by transferring its
momentum to the electron and simultaneously flipping the electron spin to conserve
the total spin angular momentum. The electron then loses its energy to the lattice, for
example by scatteringwith phonons. Moreover, magnon annihilation due to scattering
without spin-flip is also possible due to strong spin-orbit interaction. The spin angular
momentum of magnons is then directly transfered to orbital moment of the electron.
This spin-orbit coupling assisted scattering is believed to be the main contribution to
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intrinsic damping in metallic ferromagnets[40].

Two-magnon scattering Extrinsic contributions can also signifiicantly increase the ef-
fective damping in a ferromagnetic thin fiilm. For example in ferromagnetic resonance
experiments, where the collective precessionof themagnetization vector is studied, two-
magnon scattering can cause a large additional relaxation of the magnetic system[41].
It is caused by structural defects in the magnetic fiilm, causing local changes in the efffec-
tive fiield. The inhomogeneities can excite spin waves with fiinite wavelength (k �= 0)
degenerate with the collective precessional mode. However, this degeneracy is lifted
when the equilibriummagnetization is directed out of the plane, signifiicantly reducing
two-magnon scattering.

Spin pumping Other forms of extrinsic contributions to magnetic damping occur in
layered systems. Especially in ultra-thin magnetic fiilms these interface related phenom-
ena can become larger than dissipation in the bulk. For example, spin pumping occurs
when a ferromagnetic layer is in contact with a non-magnetic layer. An oscillating (pre-
cessing) magnetic moment causes spin injection in the non-magnetic layer. Without
going into toomuch detail, this flow of spins (a spin current) leaving the ferromagnetic
layer causes a net loss in magnetic free energy, which can be quantifiied as an additional
contribution to the damping,

αpump =
�γg↑↓

2πMS

1

tFM
, (2.13)

where tFM is the thickness of the ferromagnetic layer. The spin mixing conductance
g↑↓ is related to spin scattering at the interface and is a measure for how transparant an
interface is to such a spin current[42].

The equations given in this chapter form a mathematical foundation for calculat-
ing magnetization dynamics in thin fiilms. In the remainder of this thesis we will use
them to derive the behavior of spin waves in thin fiilms. In particular, the efffect of in-
terface related phenonema like interface anisotropy, i-DMI and spin pumping will be
addressed.
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Part I

An FMR study on spin-orbit
coupling at Co/Pt interfaces

Inpart 1 of this thesiswe investigate the influence of theCo/Pt interface on themagnetic
properties of thin Co fiilms. These interfaces are interesting from a technological point
of view since their tunablity combined with high-spin orbit coupling provide an easy
and versatile toolbox to customize magnetic properties. We distinguish between bulk
and interfacial efffects by varying the thickness of the Co layer. Magnetic properties are
studied using a ferromagnetic resonance setup developed during this thesis. While un-
derstanding these interfacial mechanisms is interesting from a fundamental point of
view, it also helps us to understand the non-reciprocal spin wave behavior studied in
part 2 of this thesis.

First, the relevant equations for this study will be discussed. Secondly, the experi-
mental setupwill be described and its performancewill be tested. Finally, wewill discuss
the FMR results consideringmagnetic anisotropy and damping efffects arising from the
Co/Pt interface, followed by a discussion on the limitations of the setup and propose
several improvements.
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Chapter 3

Theory of ferromagnetic resonance

In ferromagnetic resonance (FMR) experiments, a small high frequency magnetic fiield
H rf is applied to amagnetic sample. As shown in fiigure 3.1, themagnetizationwill start
to precess around its efffective fiieldH efff. If the frequency of the perturbing fiield is equal
to the precession frequency around the efffective fiield, themagnetization is brought into
resonance. The precessional response is quantifiied by the susceptibility χ, which peaks
if the resonance condition is met. An FMR setup is able to measure χ such that the
strength of the internal fiields arising from, for example, magnetic anisotropy can be
extracted.

Using the LLG-equations from the previous chapter, we fiirst derive an expression
for the suscepbility χ. We will fiist consider the simple case where only Zeeman energy
is contributing to themagnetization dynamics. We subsequently add additional energy
terms, such that the resulting equations can be used in FMR experiments to extract
magnetic properties like the anistoropy and damping. A more detailed derivation can
be found in section 3.7 of Stancil and Prabhakar [31].

Hrf ( )

Heff

Hint

Hext

Figure 3.1: A high frequency magnetic fiield H rf acts on the magnetization with
a frequency ω. The magnetization starts to precess around an efffective fiieldH efff

consisting of internal and externally applied fiields,H int andH ext respectively.

19



3.1 Polder susceptibility tensor

For small harmonic perturbations, we can analytically solve the LLG-equation (2.11) to
fiind the time evolution of the magnetization M (t). We fiirst split the magnetic fiield
and magnetization into a constant and small harmonic time varying component, such
that

M (t) = M 0 +m(t); H efff(t) = H0 + h(t) (3.1)

We assume that |m(t)| � |M 0| and |h(t)| � |H0|. These equations can be inserted
in the LLG-equation with only the precessional term. We will add damping later, as
described in section 2.12. This results in

∂M

∂t
= γμ0 (M 0 ×H0 +M 0 × h+m×H0 +m× h) (3.2)

Since in equilibrium, M 0 and H0 are parallel to each other, the fiirst term vanishes.
The perturbations are assumed to be small, so we also neglect the last (second-order)
term.

We take the applied fiield along the y-axis of our fiilm, soH0 = H0ŷ andM 0 =
MSŷ. Since we know that our time dependence is harmonic, we can simply take the
derivative of exp(−iωt) for the left hand side of the equation, resulting in

−iωm = −γμ0(ŷ × (−MSh+H0m) . (3.3)

The equation can be put into matrix form in the form of h = χ
−1
h, where χ is the

so-called Polder susceptibility tensor. Inverting the equation gives the solution for the
Polder tensor

χ =

(
χ −iκ
iκ χ

)
, (3.4)

where its components are given by

χ =
H0MS

H2
0 − ( ω

γμ0
)2

and κ =
MS

ω
(γμ0)

H2
0 − ( ω

γμ0
)2
. (3.5)

From the denominators we can see that the magnetic response blows up once the
frequency ω approaches γμ0H0, indicating that the system is brought into resonance.
To correct for this seemingly unphysical behavior, we need to introduce a damping
term. As mentioned in section 2.2, this can be done by making the substitutionH0 →
H0 + iαω/(γμ0). Alternatively, we can obtain the same equation by performing the
same derivation steps as above for the LLG-equation with damping.
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Influence of anisotropy
In the previous section we have derived the precessional response in the simple case
where the only term contributing to the free energy is the Zeeman energy. However, as
described in section 2.1, both shape- and interface anisotropy contribute signifiicantly to
the energy of a thin magnetic fiilm. Therefore, we include an out-of-plane anisotropy
fiieldHK due to interface anisotropy. Also, due to the out of plane componentmz of
the magnetization during precession, we should include a demagnetizing fiield (section
2.1), giving

hd + hK = −Nm+
HK

MS

mzẑ = −
(
0 0
0 1− HK

MS

)
m. (3.6)

Here we have considered a geometry where the sample lies in the xy-plane with an ap-
plied fiield and equilibrium magnetization in the y-direction. Both fiields in equation
3.6 can be added to the efffective fiield in equation 3.1. Following the same derivation as
before and including damping, we obtain

χxx =
MS(Hz − iα ω

γμ0
)

HxHz − ( ω
γμ0

)2 − iΔH
2
(Hx +Hz)

, (3.7)

where
Hz = H +MS −HK and Hx = H (3.8)

are the efffective fiields felt by an out-of plane and an in-plane perturbation, respectively,
where H is the external magnetic fiield. For convenience, the subscript ‘ext’ will be
dropped for the remainder of part 1. The magnetic response peaks when the applied
frequency ω (second term in the denominator) matches the precession frequency cor-
responding to the product of these efffective fiields. The parameterΔH corresponds to
the width of the peak, and is defiined asΔH ≡ 2α 2πf

γμ0
(for a formal proof, see for ex-

ample section 3.8 in Stancil and Prabhakar [31]). Note that for simplicity we have only
considered the fiirst component of the susceptibility tensor, χxx. This is only valid for
experiments where there is only an in-plane perturbation fiield (so hz = 0). If this is
not the case, other components should be taken into account as well.

In fiigure 3.2, the real and imaginary part of χxx are plotted as a function of the
applied fiield for typical magnetic parameter values of Co. The graphs form an anti-
symmetric and symmetric Lorentzian curve, respectively. The applied frequency equals
f = ω/2π = 10 GHz, giving a resonance fiield Hres = 56 mT. As shown in the
fiigure, the full width at half maximum of the imaginary part equals ΔH = 7 mT.
Both Hres and ΔH are a function of the unknown magnetic parameters. This shows
one of the major advantages of FMR: from a single set of measurements of χ, we can
extract information aboutHK ,MS and α.

Now thatwe know there is a relationbetween the intrinsicmagnetic parameters and
the lineshape of χ, we can exploit this in FMRmeasurements. In the following section
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Figure 3.2: The imaginary and real part of the susceptibility have a Lorentzian line
shape. The width of the peakΔH correlates with the damping parameter α and
the resonance fiieldHres with the intrinsic magnetic parameters γ,HK andMS .

we will show how to properly extract all these parameters and distinguish between the
bulk and the interface contributions.

3.2 Extracting bulk and interface effects

Asmentioned in the previous section, from the resonance fiield and linewidth extracted
from χ, the magnetic parameters can be derived. In the setup developed in the thesis,
two diffferent methods can be used to measure χ. We can either

1. fiix the perturbation frequency f , and sweep the applied magnetic fiieldH to ex-
tractHres (similar to fiigure 3.2), or

2. apply a static external fiieldH , and sweep the applied frequency f to extract fres.

The former is called fiield-swept FMRand the latter frequency-swept FMR.Bothmeth-
ods measure χ and determine the resonance fiield or frequency and corresponding line-
widths by fiitting it to equation 3.7. However, there are subtle diffferences between the
methods to extract magnetic properties. For example, in frequency swept FMRwe can
only measure a linewidthΔf , which has a diffferent relation to α thanΔH . These dif-
ferences will be discussed in more detail in the following sections. Both methods will
be compared in section 4.1 to verify consistency between the measurements of the de-
veloped setup.
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Extracting Anisotropy

First, we derive a relation between the resonance fiieldHres and themagnetic anisotropy.
We fiirst expand equation 3.7 and set the denominator of the imaginary part to 0 to fiind
the peak position. Assuming thatΔH2 � H2

res, we fiind

f 2 =
(γμ0

2π

)2

Hres(Hres +Mefff), (3.9)

whereMefff = MS −HK . This is known as the Kittel equation for in-plane geometries
with an out-of-plane anisotropy componentHK . From fiield sweepmeasurementsHres

can be determined for various f , such that the results can be fiitted to the Kittel equa-
tion with γ andMefff as fiitting parameters. The inclusion of γ as a fiitting parameter is
required, since for thin fiilms the g-factor is often enhanced due to spin-orbit coupling
(see section 2.2). Note that in this confiiguration there is no way to distinguish between
the influence ofMS andHK since the fiitting parameterswouldbemutually dependent.
For frequency swept FMR, the same relation holdswith the only diffference that the res-
onance frequency fres is used instead of f and the constant applied fiieldH instead of
Hres.

Toobtain the surface anisotropy constantKS , wedetermine the efffective anisotropy
constantKefff ≡ −1

2
μ0MefffMs for various Co thicknesses tCo. The sign is chosen such

that negativeKefff corresponds to in-plane anisotropy and positive values to perpendic-
ular (out-of-plane) anisotropy. We get for the efffective anisotropy constant

Kefff = −1

2
μ0(MS −HK)MS = −1

2
μ0M

2
S +KV +

KS

tCo
. (3.10)

The fiirst equality follows from the defiinition ofMefff and the last equality is obtained
by splitting the anisotropy constant corresponding toHK into a volume contribution
KV (as often found in polycrystalline Co layers[43]) and a surface contribution KS .
Note that from this defiinition follows thatKS is the total surface anisotropy, including
contributions from both the top and the bottom interface. The fiirst term on the right
hand side represents the demagnetization energy of the fiilm.

An example of how to extract KS and KV from equation 3.10 is shown in fiigure
3.3. According to the equation, the productKefff · tCo as a function of tCo gives a straight
line. The offfset of the line corresponds to the surface anisotropy constantKS , which
in the fiigure is taken to be 1mJ/m2. The slope of the graph represents the sum of the
demagnetization energy and the volume anisotropyKV . Taking a saturation magneti-
zationMS = 1.4 · 106 A/m (see appendix A) results in a demagnetization energy of
1.23 ·106 J/m3. Subtracting this contribution from the slope givesKV . For thin layers,
interface anisotropy dominates and the fiilm is out-of-plane magnetized, soKefff > 0.
Above a certain thickness, depending on the strength ofKS andKV , the magnetiza-
tion favors an in-plane magnetization. This transition from out-of-plane to in-plane
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Figure 3.3: A plot of Kefff · tCo versus tCo for a fiilm with and without volume
anisotropyKV . The offfset of the graph gives the surface anisotropy constantKS ,
here 1 mJ/m2. The slope gives the sum of the demagnetization energy (MS =
1.4 · 106 for Co) andKV .

magnetization occurs later ifKS is higher (larger offfset) orKV is higher (smaller slope).

Extracting damping

To extract the damping parameter α, the linewidth of equation 3.7 is determined for
various applied frequencies f . Starting with the fiield-swept FMR linewidthΔH , we
can use its defiinition to obtain the relation

ΔH(f) = ΔH0 +
4π

μ0γ
αf. (3.11)

A constant offfsetΔH0 is included to account for extrinsic contributions to the FMR
linewidth. It is commonly referred to as the inhomogeneous broadening term. It ac-
counts for the fact that the sample is not perfectly uniform, and thus locally diffferent
resonance frequencies can occur, for example due to a diffferent value for the anisotropy
fiieldHK. Two-magnon scattering also depends onH and f , and can also contribute to
ΔH0.

For frequency swept FMR, it is often useful to convert the signal linewidth Δf
into an equivalent fiield sweep linewidth ΔH . For small linewidths, we can use the
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Figure 3.4: A plot of α versus the inverse cobalt thickness t−1
Co . The offfset of the

graph corresponding to tCo → ∞ gives the bulk damping constant, here taken
to be α0 = 0.1. Using magnetic parameters for bulk Co, MS = 1.4 · 106 A/m
and γ = 1.76 · 1011 rad/sT, the efffective spin mixing conductance g↑↓efff can be
determined from the slope.

relation[44]

ΔH = Δf
∂Hres

∂f

∣∣∣∣
f=fres

= Δf

√
H(H +Mefff)

γμ0(2H +Mefff)
=

Δff

(γμ0)2(2H +Mefff)
, (3.12)

where we have again assumed thatΔH � H .
To obtain the influence of spin pumping (section 2.2), we determine themagnitude

of the efffective spin mixing conductance g↑↓efff of the interface. This can be obtained by
measuring damping as a function of the Co thickness. From equation 2.13 we have

α(tCo) = α0 +
�γ

2πMStCo
g↑↓efff (3.13)

The termα0 corresponds to the bulk damping of Co. An example of how to extract the
spin mixing conduntance and α0 from this equation is shown in 3.4. The damping is
plotted as a function of the inverse of the Co thickness, t−1

Co . From equation 3.13 follows
that the offfset of this graph, corresponding to the case tCo → ∞, equals α0. The slope
of the graph is divided by a factor γ�/(2πMs) to obtain the spin mixing conductance
g↑↓efff .

Summarizing, the equations presented in this chapter allow us to extract the magnetic
parameters γ,Mefff and α from χ. By varying the thickness of the ferromagnetic layer,
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interface properties can be derived. In the following chapter we will present the setup
developed during this thesis to extractχ experimentally and provide a way to verify the
results of this new setup with other available experimental tools.
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Chapter 4

Experimental tools

In this chapter the experimental tools are described that are used to extract themagnetic
parameters arising from Co/Pt interfaces. First, an FMR setup including its measure-
ment methods is described, which has been developed during the course of this thesis.
This setup, based on a vector-network analyzer (VNA), has been used for pioneering
experiments for the research department Physics of Nanostructures. Subsequently, an
already existing anomalous hallmagnetometry setup is describedwhich is used to verify
the results of the newly developed VNA-FMR setup. This chapter will be concluded
with a detailed description of the investigated samples.

4.1 VNA-FMR

Ferromagnetic resonance (FMR) is awidely usedmethod to studymagnetic fiilms. Mea-
surements are generally fast, relatively easy to perform and give information about a
wide range of magnetic properties. Various techniques exist to bring the magnetic sys-
tem into resonance. Traditionally, FMR experiments involved the use of a microwave
cavity, in which electromagnetic radiation with a fiixed frequency ω probes the magne-
tization. Themicrowave losses are thenmeasured as a function of the appliedmagnetic
fiield, which relates to the magnetic response χ(H). Maximum absorption will occur
once the magnetic precession frequency, given by the Kittel equation 3.9, matches the
applied microwave frequency. However, microwave cavities often only support a lim-
ited amount of frequencies, depending on the shape of the cavity.

An improvedmethod of FMR in the frequency domainmakes use of a VectorNet-
workAnalyzer (VNA).This tool canboth act as a broadbandpower source anddetector
of microwave and rf signals up to tens (or sometimes hundreds) of GHz. A coplanar
waveguide (CPW) is used to inductively excite and detect spinwaves in the sample. The
VNA-FMRmethod has the additional advantage that it can also sweep the frequency
of the applied current with high accuracy and speed, while the applied fiield is kept con-
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stant. This is especially useful for experiments where the magnetic structure should be
preserved during the measurement. Comparison between VNA-FMR and other types
of FMR can be found in Kalarickal et al. [44].

The setup

In this study we are interested in all-electrical means of studying spin waves. There-
fore, we have chosen for a setup with VNA as depicted in fiigure 4.1. The main compo-
nents of the setup consist of a VNA, coaxial transmission cables, a CPW, awater-cooled
electromagnet, a Gauss meter and an external PC to control the setup. An Analog-to-
Digital Converter was used to trigger measurements with the PC. Using the analog in-
put/output ports of theVNAallowed for a higher amount ofmeasurements per second
than other communication protocols like GPIB. The software controlling the setup
has been designed from scratch to allow for both frequency and fiield swept FMR, as
described in section 3.2. While more conventional VNA-FMR setups use two ports to
perform measurements, in our setup only one port is used. The port simultaneously
acts as a source and a detector. Only using one port improves the speed of the measure-
ments signifiicantly, without a loss in accuracy[45].

A side view of the setup between the poles of the magnet is also depicted in fiigure
4.1. High frequency probe tips mounted on a probe tip holder were used to contact
the coaxial cables to the CPW. A microscope was used during the landing of the probe
tips to prevent damaging of the tips. The CPW is placed on a translation stage that
can be moved in the xy-plane. This allowed us to replace samples without physically
moving the probe tip holders. Doing so ensures that the high frequency coaxial cables
are displaced as little as possible between measurements, improving the signal to noise
ratio. Both the probe tip holder and the sample containing the CPW are kept in place
by creating a vacuum underneath the holders and sample. The metal frame that holds
the electromagnet and the stages are placed on pieces of rubber to absorb vibrations
from the environment.

Coplanar waveguide
At the heart of the setup, the coplanar waveguide (CPW) converts the current waves
generated by the VNA to a perturbation fiieldH rf. As shown in fiigure 4.2a, the CPW
consists of three conducting strips lying in the same plane. The center conductor is
called the signal line and the outer two conductors are called the ground lines. Each
line generates an Oersted fiield. The sample is placed top down onto the CPW, such
that the magnetic layer is in close proximity to H rf. The equilibrium magnetization
M of the sample should be perpendicular toH rf to be able to induce precession. The
magnetizationwill then respond toH rf according to the susceptibilityχ of the sample,
given by equation 3.7.

However, the CPW does not only excite spin waves, but also acts as a detector. As
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Figure 4.1: (a) Top view of the setup used for the VNA spin wave measurements.
(b) Side view close-up of the setup between the poles of the magnet and the con-
nection to the probe tip. A microscope is used to guide the landing of the probe
tip.
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Figure 4.2: (a) A magnetic sample is placed top-down on the CPW (red line in-
dicates the magnetic layer). An RF-current is applied to the CPW, generating the
perturbation fiield H rf. (b) Top view of the CPW placed on the XY-translation
stage. The pole pieces provide the magnetic fiieldH . The dotted line indicates the
sample placement. The probe tip, mounted on its holder on a fiixed stage (black
rectangle), contacts the CPW from the side.

spin waves are excited, the precessingmagnetization vector inductively generates an op-
positely oriented current in the CPW. As we will discuss later in this chapter, a direct
relation between the induced current and χ can be derived from which properties of
the magnetic sample can be determined.

In fiigure 4.2b, a schematic depicton of the CPW used in this setup is shown. The
CPW used in this thesis was fabricated using high-resolution electron beam lithogra-
phy (more on this in part 2). Since the probe tips can only be contacted from the side,
the CPW was designed to include a 90◦ bend such that the perturbation fiield is per-
pendicular to the fiield H , generated by the pole pieces at the top and bottom of the
translation stage. For large rounded corners (radius∼ 3 times the signal line width), the
circuit behavior is nearly identical to a straight CPW[46] and therefore does not afffect
the performance negatively. The signal and ground lines are short-circuited at the end
of the CPW, such that all power is reflected back to the VNA. A probe tip mounted
on its holder is contacted to the signal and two ground lines for electrical contact to the
VNA.

Vector Network Analyzer
In this research, a two-port vector network analyzer (Anritsu VectorStar MS4644B) is
used to excite and detect spinwaves inductively in theGHz (radio frequency, rf) regime.
The VNA can measure both the phase and magnitude of a signal that is transmitted
through and reflected from a device, generally called the device under test (DUT).Note
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Figure 4.3: The rf-signal is generated in the source of the VNA. The test set taps
some of the source signal as a reference, and couples the reflected and transmitted
signals from the DUT to the receiver of the VNA. Here, the signal is also down
converted to an IF. The analyzer module then processes the data and displays it
on-screen.

that for the FMR setup described in the previous section, we disregard the second port
of the VNA and only use the reflected signal at port 1 to extract data. However,for
completeness we will discuss the full functionality of the VNA in this section, since in
part 2 of this thesis both ports are used.

The VNA roughly consists of three main components, as depicted in fiigure 4.3.
These are the source, the test set and the analyzermodule. The source provides the radio
frequency signal for the DUT. It can generate signals over a broad frequency range, in
this case 10MHz to 40GHz. The test set module is also integrated in the VNA and has
two main functions. Firstly, it taps a part of the source signal to use as a later reference
signal. Secondly, it splits the signal incident at the input of the DUT and the reflected
wave. Directional couplers or resistive bridges provide both functionalities. The test
set module also downconverts the received rf signal to an intermediate frequency (IF),
which can subsequently be processed and displayed on the VNA by the analyzer mod-
ule. In the fiigure, port 1 is used as the source port, such that S11 and S21 are measured.
A second measurement with port 2 as a source gives the remaining S-parameters.

In two-port experiments like in part 2 of this thesis, a connector is present on both
ends of the DUT. It is possible to measure both the forward and the backward trans-
mission and reflection. A convenient method for describing transmitted and reflected
waves is the Scatteringmatrix, or S-matrix. It is defiined in termsof incident and reflected
voltage waves V + and V − respectively, which are measured directly by the VNA. The
various S-parameters and their relation to V + and v− are shown in 4.4 for a two-port
network. Note that S11 and S22 give information about the reflected signal on both
ends of the DUT, and S21 and S12 about the forward and backward transmitted signal
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Figure 4.4: In a two-port network, the S-parameters of aDeviceUnderTest (DUT)
are defiined based on the forward and backward traveling waves at each port. In the
FMRmeasurements, port 2 is not connected and only S11 is used.

through the DUT.Mathematically, they are defiined as(
V −
1

V −
2

)
=

(
S11 S12

S21 S22

)(
V +
1

V +
2

)
, (4.1)

where the second subscript of the matrix elements represent the port on which the sig-
nal enters the DUT, while the fiirst subscript denotes the port of the signal leaving the
DUT. In the case that only one port is used, like for the FMR experiments, the above
equation reduces to

S11 =
V −
1

V +
1

(4.2)

During ameasurement, the S-parameters are often distorted by the presence of var-
ious error terms, like the fiinite directivity of the directional couplers or losses in the
cables. Therefore, the setup should be carefully calibrated before starting a measure-
ment. For the FMR experiments in this thesis, a Short-Open-Load (SOL) calibration
method is used. A commercially available calibration substrate (GGB industries, model
CS-5) is used for this. In the SOL method we fiirst position the probe tip on patterned
structures on the calibration kit. Then a frequency sweep is performed by the VNA.
From themismatch between themeasured S-parameters on these structures and the ex-
pected behaviour (found in the calibration kit documentation), the VNA determines
error coefffiicients that correct for the aforementioned error terms.

Relation between χ and the S-parameters

In FMR experiments we are interested in the magnetic response to an rf-fiield is given
by the susceptibility χ. Since the VNA can only measure the S-parameters, we should

32



fiind a relationship between the S-parameters and χ. Various models exist that link the
two parameters.

In 2008, Bilzer et al. [45] developed a model in which only one port of the VNA
was used to extract χ instead of the more conventional two port measurements. Using
only one port signifiicantly increased measurement speed and calibration was signifii-
cantly faster. By terminating the waveguide in an open-circuit, the signal containing
information about the magnetic sample was reflected back to the excitation port.

The model fiirst assumes that most of the reflected signal is originating from reflec-
tion at the open termination of the waveguide, such that

S11 ≈ exp(−2γls), (4.3)

in which ls is the length of the waveguide, γ the propagation constant of the signal in
the CPW. The factor 2 originates from the fact that the signal has to go both forward
and back through the CPW. The propagation constant follows the relation

γ = i
ω

c

√
μrεr, (4.4)

where ω is the angular frequency of the wave, c the speed of light and μr and εr the
efffective magnetic permeability and dielectric constant. The efffective permeability is
related to the susceptibility via the relation

μr = 1 + xχ, (4.5)

where x is a fiilling factor, in the order 10−4[45]. Combining equations 4.3-4.5 and tak-
ing a series expansion to fiirst order in χ, we fiind an approximate susceptibility χ

χ =
c

ixlsω
√
εr

(1− S11 exp(i2lSω
√
εr/c)) ∝ S11. (4.6)

While the exact relationhip is rather complex, we are mainly interested in the fact that
χ is, to fiirst order, linearly proportional to S11. The exact size of the prefactors and
offfset do not have to be considered directly, but can be bundled together as a scaling
parameter. In the derivation, reflections at the input of the CPW have been neglected,
which can cause additional distortions in themeasurement, especially at lower frequen-
cies. However, relative errors in the linewidth did not exceed 6%when compared to the
results of a more elaborate two-port model[47].

Equation 4.6will be used in this thesis to obtainχ from themeasurement setup. In
the following section we will provide a step-by-step procedure to extract the magnetic
properties from χ, using the equations derived in the previous chapter.

33



FMR measurement procedure

To get a better understanding of the way an FMRmeasurement is performed, we will
discuss the measurement procedure used to obtain the susceptibility χ of a thin mag-
netic fiilm. We will also briefly describe the procedure used to obtain the gyromagnetic
ratio γ, efffective magnetizationMefff (and corresponding anisotropy constantKefff), in-
homogeneous broadeningΔH0 and damping parameter α.

The goal of a single fiield-swept FMR measurement is to obtain a resonance fiield
Hres and linewidthΔH . From a set of measurements at diffferent applied frequencies
f , the aforementioned magnetic properties can be derived as described in section 3.2.
However, the fiitting procedure to obtainHres andΔH from a fiield sweep are not triv-
ial. Also, for frequency swept FMR subtle diffferences exist to obtain the samemagnetic
properties, since now a resonance frequency fres and linewidthΔf is found for various
appliedH . Therefore, both methods will be discussed in more detail in the remainder
of this section. Since many diffferent parameters are involved in the two methods and
the details of the procedures are quite technical, a short summary of the fiitting param-
eters obtained in each step of the fiitting procedure is given in table 4.1 for clarity. Both
methods are used later in this chapter to verify the setup by comparing the results of
frequency and fiield swept FMR.

Measurement procedure for field swept FMR
After themagnetic sample has been placed on the coplanarwaveguide, a fiield sweep can
be performed. The PC controls the current source of the electromagnet, while reading
out the Gauss meter at constant time intervals. Using the digital-analog converter, the
PC simultaneously triggers the VNA to measure the S11 parameter. At the end of a
sweep, the measured S11(H) are read out from the VNA and converted to a suscep-
tibility χ(H) according to equation 4.6. The data can then be fiitted to the analytical
expression for the susceptibility. We rewrite equation 3.7 in terms of its fiitting parame-
ters, giving

χ(H) =
MS(H +Mefff)

H(H +Mefff)− (Hefff)2 − iΔH
2
(2H +Mefff)

. (4.7)

whereHefff =
2πf
γμ0

. WhileΔH can be directly used as a fiitting parameter, a more elab-
orate method has to be used to obtainHres. Note that we have dropped the imaginary
term in the numerator, which is only valid ifΔH � Hres. Subsequently, several offfset
and drift terms have to be included to account for background signals, giving

χfiit(H) = C0 (A+ d ·H + χ(H) exp(iφ)) , (4.8)

The complex correction termsA andd are included to account for constant background
signals and linear drift, caused by for example the probe tip contact. A phase correction
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termφ is also added to account for the fiinite lengthof theCPWandC0 is a scaling factor.
From equations 4.7 and 4.8 we can now also see that it is impossible to obtain bothMS

andHK separately in these experiments, since the only factorMS in the numerator of
equation 4.7 cannot be fiitted independently of C0. However, it is possible to extract
ΔH andHres using the following method:

• First, γ is set to 1.76 ·1011 rad/sT, corresponding to a g-factor g = 2, to calculate
Hefff.

• The real and imaginary part of χ(H) are fiitted simultaneously to equation 4.8
with a non-linear least squares method withMefff,ΔH , complex correction fac-
torsC0, A and d, and φ as fiitting parameters (see step 1 in table 4.1).

• The resonance fiieldHres is determined with the Kittel equation 3.9 by fiilling in
f and the obtained value forMefff and using the same γ as in step 1 (see step 2 in
table 4.1). Since this procedure of obtainingHres is independent of which value
for γ is used, we have no loss of generality in this procedure.

Repeating the above steps for various applied f , the realMefff and γ can be deter-
mined by linearly fiitting f 2/Hres versusHres, conform to equation 3.9 (step 3 in table
4.1). To extract damping,ΔH is simply fiitted to equation 3.11 for various f withΔH0

and α as fiitting parameters, using the value for γ obtained from the fiit to the Kittel
equation (step 4 in table 4.1).

Measurement procedure for frequency swept FMR
For frequency-swept FMR, the measurement procedure is slightly diffferent compared
to fiield-swept FMR. The main diffference arises from the fact that the components in
the setup itself also exhibit frequency dependent behavior. Therefore, the measured
signal does not purely originate from themagnetic response of the sample. An example
is shown in fiigure 4.5 for an applied fiield μ0H = 150 mT. While the resonance peak
is visible, it is obscured by a large oscillating background signal. Therefore, an extra
background measurement needs to be subtracted to negate the frequency dependent
response of, for example, the coplanar waveguide and coaxial cables. This is done by ap-
plying a very large magnetic fiield (μ0H ≈ 600mT), such that the resonance frequency
of the magnetic fiilm is larger than the measurement range of the VNA. The resulting
signal contains all distortions in the setup to S11, except for the resonance curve of χ.
Therefore, after subtraction only the response of χ is remaining.

The data in a single measurement is then obtained as follows. First, the PC sets the
appliedmagnetic fiield to the desiredmagnitude for the backgroundmeasurement (600
mT in fiigure 4.5). Then, a single trigger is given to the VNA which then measures the
background signal SBG

11 for a range of frequencies with intervals δf (typically several
MHz). At the end of the sweep the data is read out by the PC. Then, the magnetic fiield
is set to the desired measurement value (150 mT in fiigure 4.5) and the same sweep is
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0H = 150 mT
Background ( 0H=600 mT)

Resonance peak

Figure 4.5: A frequency sweep measurement is distorted by frequency dependent
background signals. To isolate the resonance peak, indicated by the arrow, a back-
ground measurement is subtracted. A large magnetic fiield μ0H = 600mT is ap-
plied, such that the resonance frequency of the fiilm is outside of the measurement
window. The resonance peak amplitude is exaggerated for clarity.

performed to measure the desired S11. Then, the data is converted to a susceptibility χ
using[45]

χ(f) =
ln(S11)− ln

(
SBG
11

)
ln
(
SBG
11

) . (4.9)

This form of extracting χ is slightly more exact than equation 4.6. The original linear
dependence can be obtained by taking a series expansion of ln(S11) around S11 = 1.

We can then fiit the data to an analytical expression for χ(f). For frequency swept
FMR, we use the linewidthΔf , giving a more simplifiied expression

χ(f) =
MSf

2
res/H

f 2
res − f 2 − ifΔf

, (4.10)

withΔf andfres as fiitting parameters. We canobtain the original fiield-swept expression
by fiilling in the Kittel equation 3.9 for the resonance frequency fres and equation 3.12
for the linewidth. Like before, correction terms are added, such that

χfiit(f) = C0 (A+ d · f + χ(f) exp(iφ)) . (4.11)

Contrary to fiield-swept FMR, we now fiit fres andΔf for various appliedH (step 1 in
table 4.1). Therefore, we can directly insert the fiitting results into the Kittel equation
and linearly fiit f 2

res/H versusH to obtainMefff and γ (step 2 in 4.1). To be able to ex-
tract damping, we fiirst convert the linewidthΔf to an equivalent linewidthΔH using
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Table 4.1: Overview of the magnetic parameters and equations used in the fiitting
procedures for frequency and fiield swept FMR. In the second column the twomag-
netic parameters obtained from the fiitting of χ are given. In subsequent columns,
these parameters are used to eventually obtainMefff, γ,α andΔH0. The parameter
M∗

efff is the efffective magnetization determined by setting g = 2.

Field sweep
Step # 1. Fit χ(H) 2. Conversion 3. Fit Kittel eq. 4. FitΔH(f)
Parameters M∗

efff,ΔH M∗
efff → Hres Hres → Mefff, γ ΔH, γ → α,ΔH0

Eq. no. 4.8 (g = 2) 3.9 (g = 2) 3.9 3.11

Frequency sweep
Step # 1. Fit χ(f) 2. Fit Kittel eq. 3. Conversion 4. FitΔH(fres)
Parameters fres,Δf fres → Mefff, γ Δf → ΔH ΔH, γ → α,ΔH0

Eq. no. 4.11 3.9 3.9 3.11

equation 3.12 (step 3 in 4.1). Then we can again fiitΔH as a function of fres to equation
3.11 to obtain α andΔH0 (step 4 in table 4.1).

The methods described above are used in the following section to verify the setup
by comparing the results of frequency and fiield swept FMR.

Characterization of the setup

Various tests have been performed to investigate the validity of the used setup and equa-
tions. First, the magnetic fiield is determined at the sample position and compared to
the magnetic fiield at the poles of the magnetic. A second hall probe, positioned at the
center between the magnetic poles pieces, is used for this. The diffference between the
fiields measured by the two hall probes are plotted in fiigure 4.6a. It shows a linearly
proportionality between the applied fiield H and the discrepancy Hpole − Hsample. A
linear fiit shows that the discrepancy equals 2% of the applied fiield, meaning that 98%
of the fiield lines at the pole reach the sample position. This is taken into account for
the analysis in the results chapter.

Secondly, the magnetic response is measured without a sample placed on the CPW.
As mentioned in the previous section, there should be no dependence of the back-
ground signal to the applied fiield. However, a magnetic background signal occurs with
a relatively large amplitude of ∼ 10−3, which also depends on the applied frequency.
The exact origin of this signal is unknown but is believed to originate from the coaxial
cables physically responding to the magnetic fiield. Figure 4.6b shows that if the fiit-
ting range becomes in the range of hundreds of mT (for example for samples with very
broad linewidths), there is a relatively strong non-linear background. Since the fiitting
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Figure 4.6: (a) The fiield at the sample position is compared to the fiield measured
at the pole. The staight line indicates a linear fiit. (b) The change in the real part of
S11 as a function of the applied magnetic fiieldH without magnetic sample.

procedure only takes into account a linear background, large linewidths can induce er-
rors. However, aswewill see in the results section the observed linewidths remainbelow
100mT.

As a fiinal test, the setup is tested for consistency between fiield swept and frequency
swept FMR to investigate any systematic errors. A typical fiield-swept measurement for
an applied frequency f = 10 GHz for a Ta/Co(10 nm)/Pt layer is shown in fiigure
4.7a. A frequency swept measurement at an applied fiield of 79mT after background
subtraction is shown in fiigure 4.7b. The fiits, indicated by the solid lines, agreewell with
the measurement data. We see that, as expected, the signals are not exactly a symmetric
and anti-symmetric Lorentzian function, but rather a linear combination of the two.
For both measurements, the resonance fiield and linewidth were fiitted with a relative
standard deviation of less than 0.5% and 2% respectively.

Repeating the above measurements for various given applied frequencies (fiields),
we have determined the resonance fiield (frequency) using the procedure described in
the previous section. In fiigure 4.8a the results are fiitted to the Kittel equation for both
fiield and frequency swept FMR to extract the parameters Mefff and γ. Results are in
good agreement over the whole measurement range, so up to 400 mT and 25 GHz.
The fiitted linewidthsΔH are also plotted as a function of the resonance frequency in
fiigure 4.8b (for the frequency sweep, the conversion Δf → ΔH in equation 3.12 is
used). For frequencies above 20 GHz, the frequency sweep performs worse in terms
of fiitting accuracy for the linewidth. This can be attributed to the fact that for high
frequencies the setup is more susceptible to small changes in the setup, creating extra
noise. Below 3 GHz we see additional deviations, which might be attributed to the fact
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Figure 4.7: Typical measurement of the imaginary and real part of χ. This is done
for (a) a fiield-sweep and (b) a frequency sweep. The fiits to equations 4.8 and 4.11
are given by the solid lines. Graphs have been offfseted to be centered around 0 for
clarity.

Table 4.2: Magnetic properties obtained by FMR measurements of a
Ta(4)/Co(10)/Pt(4) stack using the fiield-sweep and frequency-sweep approach.

Method Mefff (×106 A/m) g α μ0ΔH (mT)

Field sweep 0.89± 0.01 2.40± 0.02 0.0167± 0.0003 1± 0.3
Freq. sweep 0.91± 0.01 2.38± 0.02 0.0170± 0.0003 0.2± 0.4

that our assumption thatΔH � H does not hold anymore.
The fiitting results are compared in table 4.2. The obtained values correspond well

with eachother within the given uncertainty interval. We fiind that the efffective mag-
netization difffers signifiicantly from the saturation magnetization for bulk Co, MS =
1.4 ·106 A/m, implying a large anisotropy fiield in this stack. The g-factor is 10% higher
than other typical values for Co/Pt multilayers, but have been reported earlier in poly-
crystalline Co layers[48]. The damping parameter also falls in the same order of magni-
tude as found in literature[48]. Further discussion on the magnitude of the magnetic
parameters and the underlying physical mechanisms is subject of the results chapter of
part 1. However, themain conclusion of thesemeasurements is that they are consistent.
Despite the aforementioned magnetic background signal, we are able to extract infor-
mation about the magnetic layers due to the relatively small linewidth of the signals
μ0ΔH < 30mT.

Comparing the two methods, there are several advantages when using fiield-swept
FMR. Firstly, there is no need for a background measurement in the fiield-sweep ap-
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Figure 4.8: The Kittel equations (a) and the linewidths (b) for frequency sweep
FMR and fiield sweep FMR. Solid lines indicate the fiits.

proach (as discussed at the end of the previous section). Moreover, the fiield sweep ap-
proach has a better signal to noise ratio for frequencies f > 20 GHz. Therefore, for
the FMRmeasurements in chapter 5, only the fiield sweep method has been used.

4.2 Anomalous hall effect magnetometry

To verify the results from the FMR measurements, we also use a second method to
extract the interface anisotropy of the investigated samples. This method is based on
the anomalous hall efffect (AHE), which is a variation on the regular hall efffect where
a current in a magnetic fiield causes charge buildup transverse to the direction of the
current. As shown in fiigure 4.9a, the anomalous hall efffect difffers in the sense that not
an applied magnetic fiield, but the magnetization of the sample itself causes the charge
buildup. The resulting voltagediffference is proportional to theout of plane component
of themagnetization,Mz . This allowsus tomeasureMz as a functionof an applied fiield
H of our samples. The loop can then be fiitted to a Stoner-Wohlfarth model to extract
the magnetic anisotropy of our samples[49].

In short, the Stoner-Wohlfarth model calculates the equilibrium magnetization of
a magnetic particle with uniaxial anisotropy in an applied magnetic fiield. Consider a
sample with an in-plane easy axis, as shown in fiigure 4.9b. By placing a sample un-
der an angle ϕ in a magnetic fiield, the magnetization is pulled away from its easy axis.
The strength of the magnetic response for increasing fiield strength is a measure for the
anisotropy. The equilibrium direction of themagnetization can be calculated using the
energy density of the system, which equals of a sum of the anisotropy energy and Zee-
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Figure 4.9: (a) Charge buildup in a magnetic material with out-of plane magne-
tization M , transverse to a current I due to the anomalous hall efffect. (b) The
geometry of the Stoner-Wohlfarth model for a sample with in-plane anisotropy
placed in a magnetic fiieldHext. (c,d) Examples of hysteresis loop of the normalized
mz ≡ Mz(H)/MS for a sample with an in-plane (c) and an out-of-plane (d) easy
axis for various angles ϕ. (e,f) Close-ups of the full loops. Dotted lines indicate fiits
to the Stoner-Wohlfarth model, and the resultingKefff is given.
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man energy
E = Kefff sin

2(ϕ− θ) + μ0MSH cos(θ), (4.12)

whereKefff is again defiined asKefff ≡ 1
2
μ0MefffMS , ϕ is the angle between the easy axis

and themagnetic fiield and θ the angle between themagnetization and the applied fiield.
Numerically minimizing the energy as a function of θ gives us the angle θ, and thus
Mz = MS sin(ϕ− θ), for which the system is in equilibrium. Doing this for a whole
range of magnetic fiields results in a loopMz(H). This numerically obtained loop can
be fiitted to the data from the AHE withKefff as fiitting parameter.

In principle,Kefff can be obtained from a singleMz(H) loop. However, to increase
fiitting accuracy various loopswill be taken at diffferent anglesϕ. Thedata obtained from
these loops are simultaneously fiitted to the Stoner-Wohlfarth model to obtain the fiit-
tingparameterKefff. Two examples of a normalizedmz(H)measurement of aPt/Co/Pt
sample, including fiits to the Stoner-Wohlfarth model for diffferent ϕ are shown in fiig-
ures 4.9c and 4.9d. The easy axis of the samples are in the plane and out of the plane of
the sample respectively. For the in-plane sample,mz = 0 if no fiield is applied and the
magnetization is pulled more out of plane for increasing fiields. For out-of-plane mea-
surements, the magnetization flips from−1 to+1 aroundH = 0. It is then gradually
pulled towards an angle θ due to the increasing Zeeman energy.

A close-up of both loops and their corresponding fiits is shown in fiigures 4.9e and
4.9f. The obtained anisotropies for both samples are also given in the fiigure. When the
sample is positioned such that the sample is close to being parallel toH , the fiit starts to
deviate from the experimental data. This could be a result of additional energy terms
or non-coherent rotation which have been neglected in the Stoner-Wohlfarth model.
Therefore, only angles ϕ have been used such that H makes an angle of at least 40◦

with the plane of the fiilm (meaning ϕ > 40◦ for in-plane magnetized samples and
ϕ < 50◦ for out-of-plane magnetized samples).

4.3 Sample design

For this chapter, full sheet samples are created using magnetron sputter deposition.
This is a form of physical vapor deposition inwhich ions of an argon plasma are used to
eject atoms from a target material onto the substrate, forming a thin fiilm of (magnetic)
material. Typical deposition rates are 1Å/s or less.

Various samples are made to investigate physical mechanisms at the Co/Pt inter-
face. First, the properties of a Co fiilm with thickness tCo, sandwiched between two Pt
layers is studied. A 4 nm Ta seed layer is used to stimulate growth of Pt with a 111
crystallographic texture, which is known to have high interface anisotropy in contact
with Co[50, 51]. Therefore, the total stack is Ta(4)/Pt(4)/Co(tCo)/Pt(4). The layers are
grown on thermally oxidized Si substrates, approximately 0.5 × 0.5 cm2 in size. This
will be referred to as the Pt/Co/Pt stack.
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Figure 4.10: The stacks in this research, referred to as Pt/Co/Pt, Pt/Co/Ta and
Ta/Co/Pt, respectively. The layer thicknesses in the parentheses are given in nm.

To distinguish between the quality of the bottom and top layer, one Co/Pt inter-
face is replaced by a Co/Ta interface. The Co/Ta interface generally has a negligible
contribution to the surface anisotropy. The two additional stacks studied are therefore
Ta(4)/Co(tCo)/Pt(4) and Ta(4)/Pt(4)/Co(tCo)/Ta(4)/Pt(4). The top Pt layer in the lat-
ter stack is used to prevent oxidation of the Ta top layer. These stacks will be referred
to as the Ta/Co/Pt and the Pt/Co/Ta stack.
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Chapter 5

Results and discussion

Using fiield-swept FMR, the anisotropy, g-factor and damping have been determined
for variousCo/Pt sandwiches. As an extra verifiicationof theFMRresults, the anisotropy
constants are also determined using the anomalous hall efffect (AHE) setup described in
section 4.2. From these quantities, the anisotropy and spin pumping contributions of
the Co/Pt interface are calculated. The chapter will be concluded with a discussion on
the assumptions made during the analysis and provide suggestions for improving the
developed setup.

5.1 Surface anisotropy of Co/Pt sandwiches

Using the method described in section 3.2, the interface anisotropy KS and volume
anisotropyKV of the fabricated stacks is investigated bymeasuring the anisotropy con-
stantKefff for various Co thicknesses. Since the anisotropy constant is defiined asKefff ≡
−1

2
μ0MefffMS , two separate quantities have to be measured. The efffective magnetiza-

tionMefff follows from theFMRmeasurements, whileMS is determined independently
in appendix A. The results for the three diffferent Co/Pt stacks will be discussed sepa-
rately below. A summary for each stack including fiitting uncertainties can be found
in table 5.1. The obtained gyromagnetic ratio (and thus g-factor) seemed to have no
signifiicant thickness dependence, so for each stack the average value is also given.

Pt/Co/Pt

First, the anisotropy of the Pt/Co/Pt stack is investigated. For various applied fre-
quencies f the obtained resonance fiields Hres are determined using the procedure as
described in section 4. In fiigure 5.1a, the obtained data is shown for various Co thick-
nesses tCo. The data is fiitted to the Kittel equation, from which the efffective magneti-
zationMefff and gyromagnetic ratio γ are determined. The average γ corresponded to
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Table 5.1: Magnetic parameter values of various stacks obtained from the FMR
measurements and the comparison to anomalous hall efffect (AHE)measurements
(given in square brackets). [1]Magnetic dead layer was determined with SQUID-
VSM (Appendix A). [2]The g-factor is determined from fiitting parameter γ (sec-
tion 2.2). [3]For Pt/Co/Ta, no uncertainties could be extracted for the anisotropy
since only two data points were used for fiitting.

Stack
KS (mJ/m2)
[KAHE

S ]
KV (MJ/m3)

[KAHE
V ]

t
[1]
dead (nm) g-factor[2]

Pt/Co/Pt
1.9± 0.1
[2.1± 0.1]

0.29± 0.02
[0.22± 0.05]

0.0± 0.05 2.19± 0.01

Pt/Co/Ta[3]
1.2

[1.2± 0.1]
0.36

[0.34± 0.02]
0.45± 0.05 2.18± 0.01

Ta/Co/Pt
1.8± 0.1
[1.5± 0.3]

0.05± 0.02
[0.8± 0.05]

0.0± 0.05 2.20± 0.01

a g-factor g = 2.19, which agrees well with literature. Typical reported values for g in
fcc and hcp Co lie in the range 2.09-2.20[48, 52–54].

To extract the interface anisotropy constantKS , the product tCo×Kefff as a function
of the thickness (eq. 3.10) is plotted in fiigure 5.1b. From the slope we fiind a volume
anisotropy KV = 0.29 · 106 J/m3 and from the offfset KS,tot = 1.9 mJ/m2. These
values correspond well with the results from the AHE measurements, where we fiind
a the volume contribution equal toKAHE

V = 0.22 · 106 J/m3 and surface anisotropy
KAHE

S,tot = 2.1mJ/m2.
Assuming equal contributions from the top and bottom interface, we fiind that for

a single Co/Pt interface,KS = 0.9±0.1mJ/m2. In literature, the anisotropy of Co/Pt
interfaces strongly varies, depending on the type of substrate and bufffer layer that is
used[55]. Especially on oxidized SiO2 the anisotropy is found to be strongly influenced
by the quality of the substrate[43]. In systems where a Ta bufffer was inserted under the
Pt/Co interface, the surface anisotropy was increased up to a factor of two compared
to when no bufffer layer was used, resulting in similar values as found in our experi-
ments[56, 57].

Regarding the bulk anisotropyKV , there is little consensus in literature about its
magnitude. Values as low as 0.02 ·106 J/m3 have been reported for fcc Co and values as
high as 0.5 · 106 J/m3 for hcp Co[43]. This indicates that our stacks could be a mixture
of a hcp and fcc Co texture. For optimal results in part 2 of this thesis an fcc texture is
favored, since it is predicted to induce higher spin orbit coupling and DMI near Co/Pt
interface[58]. However, the observations for the bulk anisotropy canbe explainedwith-
out the hcp phase as well. Some argue that for fcc textures the demagnetization energy
is lowered[59]. Using a saturation magnetizationMS = 1.24 · 106 A/m and no addi-

46



3.0

2.0

(a)

FMR

AHE

(b)

Figure 5.1: a) For various applied frequencies the positive and negative resonance
fiields are plotted for Pt/Co(tCo)/Pt. Graphs are shown for various tCo. Solid lines
represent fiits to the Kittel equation. (b) The results forKefff for each tCo obtained
from fiigure (a) are shown and compared to the results from the AHE measure-
ments.

tional volume anisotropy results in a slope−1
2
μ0M

2
S = −0.94 · 106 J/m3, identical to

the line in fiigure 5.1b. However, magnetometry measurements show that for our sam-
plesMS is in fact closer to bulk Co (MS = 1.4 · 106 A/m, appendix A), implying that
there is a volume anisotropy present. Some also argue that even without the hcp phase,
increased strain at the bottom interface can also induce extra out-of-plane anisotropy
in the bulk for ultra-thin layers[43].

Pt/Co/Ta and Ta/Co/Pt

For Pt/Co/Ta, again the efffective magnetization has been determined for various tCo.
Unfortunately, all samples grownwith a thickness below tCo = 1.7 nm have an out-of-
plane easy-axis. Since the magnetic fiield in the FMR setup is not strong enough to pull
the magnetization in-plane, only two samples could be measured with the FMR setup.
This transition thickness from in-plane to out-of plane is surprisingly close to that of
Pt/Co/Pt. This can explained by the fact that intermixing of Tawith Co induces amag-
netic dead layer, such that the efffective magnetic layer thickness is reduced. To investi-
gate this, magnetometrymeasurements have been performed as described in Appendix
A. Indeed, the presence of a large magnetic dead layer with thickness tdead = 0.45 nm
was found in Pt/Co/Ta. A corrected layer thickness t∗Co = tCo − tdead is therefore used
to calculate the magnetic parameters.

The obtained experimental results are shown in fiigure 5.2a. We fiind from the offfset
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Figure 5.2: The product Kefff · tCo is shown for (a) Pt/Co/Ta and (b) Ta/Co/Pt.
Results are compared to fiits from the AHEmeasurements.

of the graph thatKS = 1.2mJ/m2 and from the slopeKV = 0.36 · 106 J/m3. These
values correspond well with the results of the AHEmeasurements, whereKAHE

S = 1.2
mJ/m2 andKAHE

V = 0.34 · 106 J/m3. Note that for efffecitive thicknesses smaller than
1 nm, the anisotropy constant deviates from its expected 1/t behavior. This is a well-
known observation in ultrathin fiilms and have been argued to originate from increased
surface roughness due to for example island-like growth of Co[60], interdifffusion or a
decrease in the Curie temperature[61]. Therefore, these data points have been omitted
from the linear fiit for the AHEmeasurements.

For Ta/Co/Pt, no magnetic dead layer was found. A surface anisotropy ofKS =
1.8 mJ/m2 was found and KV = 0.05 · 106 J/m3. The large value for KS indicates
either an enhanced contribution from top Co/Pt interface compared to the other two
stacks, or an extra contribution from thebottomTa interface. The volume anisotropy is
signifiicantly quenched, which couldmean that there is no strain at the bottom interface
or, since an entirely diffferent seed layer is used forCo, the growth texturemight alsohave
been altered altogether. The AHEmeasurements again give similar results ofKAHE

S =
1.5mJ/m2 andKAHE

V = 0.13 · 106 J/m3.

In conclusion, when we combine the results from the Pt/Co/Pt and Pt/Co/Ta
stack, and assume a negligible contribution from the top Ta interface, we can conclude
that for the platinum interfaceKS,bot = 1.2 andKS,top = 0.7. However, care must
be taken since the top Ta layer signifiicantly influences the magnetic layer, as indicated
by the large magnetic dead layer in these stacks. As for the Ta/Co/Pt stack, no unam-
biguous results can be drawn, since the growth texture could be entirely diffferent for
Ta/Co/Pt. Therefore, we cannot assume that the top Pt interface gives the same con-
tribution as for a Pt/Co/Pt stack.
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Table 5.2: Magnetic parameter values of various stacks. [1]For Pt/Co/Ta, no uncer-
tainties could be extracted since only two data points were used for fiitting.

Stack α0 g↑↓efff (nm
−2)

Pt/Co/Pt 0.005± 0.003 43± 4
Pt/Co/Ta[1] 0.007 21
Ta/Co/Pt 0.007± 0.006 40± 4

5.2 Spin pumping in Co/Pt sandwiches

Besides anisotropy, thedampingparameterα also gives us important information about
Co/Pt interfaces. The efffective spinmixing conductance gives informationon the trans-
parency of the Co/Pt interface to spin currents. The same stacks as in the previous sec-
tion have been investigated and results are summarized in table 5.2.

By plotting the linewidth of a fiield sweepmeasurement as a function of the applied
frequency, we can extract α with equation 3.11. In fiigure 5.3a, the results are shown for
Pt/Co/Pt for various tCo. As expected, we observe a linear dependence of ΔH on f .
The slope of the graphs seems to be increasing for smaller tCo. For all tCo, an offfset
linewidth μ0ΔH0 in the range 10-17mT is found. This is signifiicantly larger than the
tCo = 10 nm thick stacks used to verify the setup in section 4.1. This can be explained
using the fact that local variations in for example interface anisotropy have a larger efffect
for thinner fiilms. We also observe that there is a larger spread around the fiitted line for
higher f . Like discussed in section 4.1, this originates from the fact that in this region
both the non-linear background and noise are increased.

However, we are still able to relatively accurately fiit the data and obtain α. By plot-
ting the damping parameter as a function of the reciprocal Co thickness (fiigure 5.3b), we
see a clear linear dependence, as is expected from equation 3.13. We fiind from the offfset
of the graph thatα0 = (0.005±0.003) and from the slope that g↑↓efff = (43±4) nm−2.
The value for α0 is consistent with the damping for fcc(111) Co found in literature, al-
though reported values for hcp(0001) Co also fall within the given uncertainty[59].
Assuming equal contributions from both interfaces for the spin mixing conductance,
we fiind that per interface g↑↓efff ≈ (22±4) nm−2. In literature, reported values for single
Pt/Co interfaces range from g↑↓efff = 40-80 nm−2[62, 63].

For Pt/Co/Ta, again only two data points could be used. We fiind that α0 = 0.007

and g↑↓efff = 21 nm−2. One might be skeptical about the signifiicance of this fiit, since
the amount of data points is so limited. However, we argue that α0, inherently a bulk
property, is not afffected by the top layer. If this is the case, then the almost factor 2
diffference between the total damping parameter α in Pt/Co/Pt and Pt/Co/Ta can be
directly related to damping efffects originating from the top interface. We conclude that
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Figure 5.3: a) The linewidth μ0ΔH is plotted as a function of f for various tCo.
From the slope we extract α. (b) The damping α as a function of the reciprocal
thickness, showing linear dependence. The solid line is a linear fiit, from which we
fiind that α0 = 0.005 and g↑↓efff = 43± 4 nm−2.

Figure 5.4: Thedampingparameterα as a functionof the reciprocal thickness. The
offfset shows similar bulk damping values, while the slope indicates a much higher
spin mixing conductance in Ta/Co/Pt stacks.
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the top Ta interface is practically impenetrable for spin currents.
For Ta/Co/Pt we fiind that α0 = (0.007 ± 0.006) and g↑↓ = (40 ± 4) nm−2,

similar to the Pt/Co/Pt stack. Spinmixing could be enhanced at the top Pt layer due to
the diffferent growth of Co on a Ta seed layer. However, if this is not the case, we must
conclude that the bottom Ta interface is also contributing to the spin mixing conduc-
tance.

In conclusion we can state that the 1/t dependence of the damping parameter in-
dicates that spin currents are indeed emitted from the Co layer. For Pt/Co/Ta, the spin
mixing is halved compared to Pt/Co/Pt, indicating that the top Ta layer is not likely to
contribute to spin pumping. Furthermore, in Ta/Co/Pt the values obtained for spin
mixing conductance has values much closer to the values obtained for Pt/Co/Pt than
would intuitively be expected. This trend was also observed for the surface anisotropy
KS . However, why these spin-orbit coupling related phenomena are almost equal in
magnitude for these two stacks could not be explained with the measurements.

5.3 Additional remarks

In conclusion, we can say that the FMR setup developed during this thesis allows for ac-
curatemeasurements of themagnetic properties of ultra-thin ferromagnetic layers with
thicknesses down to 1.5 nm. The Co/Pt interface is shown to induce large anisotropy at
the interface, and also in the bulkwhen Pt is used as seed layer. TheCo/Pt interface also
signifiicantly enhances damping, which can be explained with the spin-pumping mech-
anism. Results agreedwell with literature and alsowith othermethods of extracting the
anisotropy (anomalous hall efffect experiments).

Note however that in our analysis we have ignored extrinsic contributions to the
linewidth other than spin pumping. In the in-plane geometry used in our setup, scat-
tering of the FMR mode into fiinite wavelength spin waves (two-magnon scattering)
is known to signifiicantly influence the FMR linewidth. The contribution of this pro-
cess can be studied by performing angle-dependent measurements of the FMR signal.
Unfortunately, again due to geometrical restrictions in our setup, we are not able to
rotate the fiield in an out-of-plane direction. For Co/Pt multilayers it is found that two-
magnon scattering can contribute up to approximately 20% of the total linewidth[53].
While this percentage is indeed signifiicant, it does notmake two-magnon scattering the
dominant contribution to the total linewidth. Further research in the perpendicular ge-
ometry could shed light on the magnitude of this contribution.

To further improve the FMR setup and measure smaller signals (thinner layers,
lowerMS), several complications need to be dealt with. The largest problem originates
fromnon-linear background efffects in our setup. For certain frequencies there is strong
non-linear behavior of the background signal, which is difffiicult to subtract. This results
in distorted linewidths for the fiitted signals, especially for samples with large linewidths
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due to for example high damping. The non-linear background also appears in roughly
the same shape when the probe tips are not contacted to the substrate, but hanging in
air. This leads us to believe that these signals arise from physical displacement of the
coaxial cable near its connection to the probe tips. For fiield-swept FMR, performing
a reference measurement without sample could resolve a large part of this problem, at
the expense of having a longer measurement time.

Minor other distortions in the measurement signal originate from calibration er-
rors in the setup. This causes additional signal loss or increased noise. For example, the
Short-Open-Load calibration procedure does not hold into account that the probe tips
are placed onto a substrate with a diffferent dielectric constant than the calibration sub-
strate. Also, after loading the sample onto the waveguide, the presence of the sample
itself can introduce additional reflection peaks in the measured S-parameters as well.
To account for this flawed de-embedding process, a background measurement can be
performed of a waveguide loadedwith a non-magnetic substrate. By either dividing the
real FMRdata by this background signal or performing othermore complex correction
calculations[64], one can reduce the variation in the observed linewidths signifiicantly.
However, this mainly afffects measurements near resonance frequencies of the waveg-
uide itself, which are not abundantly present due to our waveguide design.

Finally, a last method of dealing with unwanted background signals, is proposed
by Sievers et al. [65]. An extra reference path is added for the electrical signal, identical
to the measurement path, but without sample. This interferometric approach signif-
icantly reduces the background signal and can increase sensitivity up to two orders of
magnitude in optimal conditions.

With these fiinal notes we conclude part 1 of this thesis. The developed FMR setup
and the gained insights on the Co/Pt interface can now be used as a solid foundation
for measuring propagating spin waves. More specifiically, the asymmetry of counter-
propagating spin waves due to interface DMI will be subject of in part 2 of this thesis.
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Part II

All-electrical non-reciprocal spin
wave spectroscopy

In part 2, the setup and results from part 1 will be used to investigate the non-reciprocal
properties of propagating spin waves in thin ferromagnetic strips. The non-reciprocal
spin wave behavior is directly related to the strength and sign of the interfacial Dzyalo-
shinskii-Moriya Interaction (i-DMI) in this system. Many new technological applica-
tions can benefiit from this interaction, since it stabilizes chiral magnetic textures that
can improve device functionality (higher domain wall velocities[11, 12], skyrmion stabi-
lization[13]) and open up paths towards data transport and manipulation (spin wave
logic[66]).

We will fiirst discuss the theoretical behavior of propagating spin waves in the pres-
ence of i-DMI. The experimental setup is also described and an analytical model is in-
troduced which helps to explain the contribution of various physical mechanisms in
the observed signals. We will then address the measurements regarding the excitation
and asymmetric propagation of surface spin waves in the presence of i-DMI. We will
conclude this thesis by proposing several modifiications to the used setup which could
benefiit future research.
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Chapter 6

Theory of asymmetric spin wave prop-
agation

Up until now we have only considered uniform precession of the magnetization, cor-
responding to a spin wave with infiinite wavelength or, equivalently, a wave number
k = 0. We will now consider the case where the excited spin waves have non-zero wave
numbers. We will focus on magnetostatic spin waves, which means that the exchange
energy in these spin waves can be ignored. This approximation holds for spin waves
where the product kλex � 1, where λex is the exchange length of the magnetic mate-
rial, which for the Co fiilms used in this thesis approximately equals λex ≈ 10 nm[67].
The behavior of magnetostatic spin waves strongly depends on the used geometry. For
some geometries it is found that after excitation, the spin waves traveling in opposite
directions behave strongly asymmetric[25, 26, 30, 56, 68].

To investigate the asymmetric propagationof spinwaves, we consider a sample lying
in the xy-plane. As depicted by the side view of fiigure 6.1, the externally applied mag-
netic fiield and equilibriummagnetization are in the plane of the sample (±y-direction),
perpendicular to the wave vector k (±x-direction). In this geometry, we excite Magne-

z

-k+k MSSW amplitude xy

Hext , M

Figure 6.1: Side view of surface waves in a thin fiilm, traveling perpendicular to the
applied fiieldH ext. Blue and red regions represent the spin wave amplitude along
the thickness of the fiilm forwaves traveling in the positive andnegativex-direction,
respectively.
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Figure 6.2: The i-DMI energyEi-DMI of a spinwave is determined by the sign ofD
and the cross product of neighbouring spinsm1×m2. The direction ofD is fiixed
by the relative position of the spins and high spin orbit coupling (SOC) atom, par-
allel to the normal of the triangle in the fiigure. Spin waves with counterclockwise
(CCW) and clockwise (CW) chirality, indicated by blue and red spins, respectively,
therefore have oppositeEi-DMI.

toStatic Surface Waves (MSSW), which can exhibit strong asymmetry for oppositely
traveling spin waves. Its name originates from the fact that the amplitude of these spin
waves, depending on the sign of k, is larger near either the top or the bottom surface of
the fiilm. The localization has some interesting consequences, which will be addressed
later in this chapter. The MSSW mode is particularly useful for investigating i-DMI,
because its symmetry allows the frequency of propagating waves to be afffected by i-
DMI. The various properties of MSSWmodes that cause asymmetric propagation are
discussed in the following sections.

6.1 Interfacial DMI in MSSW modes

In the following sectionwewill describe how i-DMI afffects surface spinwaves, andwhy
this efffect is diffferent forwaves traveling inopposite directions. In fiigure 6.2, a schematic
view is given of a spin wave in a ferromagnetic layer in contact with a high spin-orbit
couplingmaterial. As discussed in section 2.1, the i-DMI energyEi-DMI is determined by
the i-DMI vectorD, the amount of rotation of neighboring spins and their direction
of rotation. As depicted by the triangle in the fiigure, the vectorD is oriented perpen-
dicular to the relative position of the spins (x-direction) and the direction of symmetry
breaking (z-direction). Its sign is a material property and is chosen to be negative in the
fiigure. Since the direction of the canting is important as well, we distinguish between
spin waves with a counter-clockwise (CCW) and a clockwise (CW) chirality. In the fiig-
ure, the cross-product of neighboring spins is explicitly shown, which is anti-parallel to
D for CCW waves and parallel for CW waves. Therefore, CCW waves have lower en-
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Figure 6.3: Spins at t = 0 (grey arrows) start to precess around an external fiield.
The situation after one quarter revolution is represented by colored arrows. Due to
the fiixed precession direction, clockwise (CW) and counterclockwise (CCW) spins
have shifted in opposite directions.

ergy, while CW spin waves are increased in energy. Since the frequency of the spin wave
is directly related to the energy, measuring the frequency diffference of CW and CCW
spin waves gives information about the strength ofD.

Now that we know that the frequency for CW andCCW spinwaves is diffferent, we
only need to show how this expresses itself in the propagation direction of both waves.
Therefore, we will consider the time evolution of a CCW and a CW chiral spin wave,
as depicted in fiigure 6.3. At t = 0 the magnetization, represented by the grey arrows,
starts to precess in a fiixed direction determined by the external fiield direction. After one
quarter revolution, this results in the situation represented by the colored arrows. We
see that for CCWwaves, the envelope of the perturbations has shifted to the right (+k
waves), while for CW waves it has shifted to the left (−k waves). Reversing the fiield,
and thus the precession direction, also reverses the sign of k.

Due to thepropertiesmentioned above,MSSWmodes canbeused to extract i-DMI
by measuring the resonance frequency diffference f(+k)− f(−k) for counter-propa-
gating waves. The magnitude of D can be quantifiied by introducing an i-DMI fiield
H i-DMI in the LLG-equation fromwhich the dispersion relation forMSSWmodes can
be derived. Using equation 2.9 and noting that the system is independent on the y-
coordinate, we derive an i-DMI fiield

μ0H i-DMI = − DS

tFMMS

(
ŷ × ∂m

∂x

)
. (6.1)
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Figure 6.4: The dispersion relation for+k and−k spin waves in the presence of
i-DMI (efffect is exaggerated for clarity).

We can insert the fiield in the derivation of the polder tensor and, analogous to section
3.1, derive the resonance frequency for surface waves[24]

f =
γμ0

2π

[√
H(H +Mefff) +

MSMefff

4
(1− exp(−2|k|tFM)) + p

2kDS

μ0MStFM

]
,

(6.2)
where againMefff = MS−HK and p = ±1 is the polarity of the applied fiield. The fiirst
term in the square root is the resonance condition for FMRmodes (obtained by setting
k = 0). The second term in the square root is the product of the in-plane and out-of-
plane contribution to the dynamic dipolar fiield of the propagating waves. As expected,
by introducing a i-DMI fiield a term arises that is odd in both k and p. By taking the
diffference of the precession frequencies of oppositely propagating spin waves, we have
a measure for the i-DMI,

Δf ≡ f(+k)− f(−k) = 2
γkDS

πtFMMS

. (6.3)

The parametersMS and k in this equation are all relatively easy to measure, giving an
accurateway to determineDS . An example of the influence ofDS on the resonance fre-
quency for ±k waves is depicted in fiigure 6.4. The diffference in resonance frequency
Δfres is a measure for the strength of DS . Similarly, if the applied frequency is kept
constant, and the fiield is swept, equation 6.2 can be simply inverted to obtainHres as
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Figure 6.5: The diffference in resonance fiield μ0ΔHres for oppositely traveling
waves, as a function of the frequency for typical magnetic parameters of a Co fiilm.
The used thickness equals tFM = 20 nm andDs = 2 pJ/m[26]. The marked area
represents unphysical behavior, since for these combinations of frequencies/wave
number a negative resonance fiield is found.

a function of f . By measuringΔHres, one can also extractDS . The latter method will
be used in this thesis. An example of the expected resonance shift as a function of the
applied frequency for typical magnetic parameters for Co is depicted in fiigure 6.5. A
typical shift of several mT or less if found for a literature valueDs = 2 pJ/m[26] and
a wave number k = 9 μm−1 or less. The shift is increasing for increasing applied fre-
quency. Also, for frequencies below a certain treshold (marked area) no shift can be
found, since for these combinations of frequencies/wavenumber a negative resonance
fiield is found.

6.2 Other contributions to asymmetric propagation

While the resonance frequency is indeed influenced by i-DMI, it is not the only inter-
action that causes asymmetric propagation. Another efffect that can induce a frequency
shift originates from the localization of spin waves. We will fiirst give an intuitive expla-
nation for the localization of surface spin waves. Then, the efffect of the localization on
propagation of spin waves will be discussed.

To see why surface spin waves are localized, we consider the dynamic dipole fiield
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Figure 6.6: A clockwise spin wave (red arrows) locally generates magnetic poles (+
and -). Field lines generated by the in-plane and out-of-plane components of the
spinwave are given by black and grey lines respectively. Figure adapted fromGladii
et al. [28].

of the MSSW depicted in fiigure 6.6[28]. The x and z components of the magnetiza-
tion cause local magnetic poles (+ and−) in the thin fiilm. For CW spin waves like in
the fiigure, the fiield lines of the x and z component (black and gray, respectively) add
constructively near the bottom interface, while they cancel near the top interface. This
causes an exponentially decaying spin wave profiile along the thickness of the magnetic
fiilm with decay length 1/k, where k is the wave number of the spin wave. This can
result in an additional frequency shift if interface anisotropy is present, which can be
explained as follows.

Consider the case when only the bottom interface of the magnetic fiilm exhibits in-
terface anisotropy. Localization on the bottom interface causes a net increase in the
anisotropy fiield perceived by the spin wave compared to when the spin wave is local-
ized on the top interface. From the dispersion relation (equation 6.2, the increase in
anisotropy increases the frequency. Since localization and i-DMI are both directly re-
lated to the chirality of the spin wave, both mechanisms possess the same symmetry
(odd in both k andH). Moreover, like i-DMI, the anisotropy induced frequency shift
increases with increasing k due to stronger localization on the surface. Calculations
show that for thinner layers (5 nm or less) the anisotropy induced shift is signifiicantly
reduced compared to the i-DMI shift for magnetic parameter values similar to Co/Pt
trilayers, since the amplitude is not as much decayed at the opposite interface[28].

Other interface related efffects like spin-pumping also contribute to asymmetric prop-
agation, but this will mainly afffect the intensity and linewidth of the observed signals
and therefore do not cause any ambiguity in the observed peak shifts. In the next sec-
tion we will discuss how we can excite and independently measure +k and −k spin
waves.
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Figure 6.7: Spinwaves are excited in a ferromagnetic (FM) layer by sending a source
current Isrc through a coplanar waveguide. Spinwaves propagate outward, where a
current Iind is inductively generated in a secondCPW.The dimensions of the CPW
determine the wave number k = 2π/λ of the spin wave.

6.3 A transduction model for non-reciprocal spin wave
propagation

To investigate the influence of i-DMI on propagating spin waves, we fiirst need to ex-
cite spin waves with a fiinite wavelength. In propagating spin wave spectroscopy experi-
ments, excitation is done similar to the co-planar waveguide (CPW)method used in the
FMR experiments in part 1 of this thesis. As shown in fiigure 6.7, the diffference is that
now the spacing between the ground lines determine thewavelength of the excited spin
waves and two separate CPW’s are used instead of one. By sending a high-frequency
current Isrc through for example the left CPW, spins locally align with the Oersted fiield
of the CPW. This forces the excitation of spin waves with a well-defiined wave number
±k. After excitation, the spins propagate outwards. The +k spin waves inductively
generates a current Iind in the second CPW. Similarly, when the right CPW is used as
a source, −k waves are detected by the left CPW. To prevent current flowing directly
between theCPW’s, an insulating spacer layer is separating theCPWand ferromagnetic
layer.

A model has been developed by Vlaminck and Bailleul [69], which calculates the
change in self-inductance and mutual inductance of two CPW’s on a ferromagnetic
strip due to spinwave excitation. In theirmodel, they obtain a relation between the cur-
rent running through the source antenna, the precession of themagnetization given by
the permeability tensor χ and the voltage induced in both CPW’s by using a quantity
called the surface permeability, as was fiirst done by Emtage [70]. This model elegantly
demonstrates the various physical mechanisms contributing to the lineshape observed
in our experiments. First, the model will be described and a physical interpretation of
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Figure 6.8: Geometry used in the derivation ofL11 andL21, consisting four sepa-
rate regions. The current density of the antenna is located at the interface of region
I and II.

the equations will be given. We will conclude this chapter on a more practical note and
discuss what the consequences of this model are for the design of the CPW structures
used to excite and detect spin waves.

Physical description of the model

A side-view of the geometry used for this model is shown in fiigure 6.8. Four sepa-
rate regions (I-IV) can be distinguished. The bottom region IV represents the non-
ferromagnetic substrate, region III the ferromagnetic stripwith thickness tFM andwidth
wFM, region II the insulating layer between the ferromagnetic material and the antenna
with thickness e and fiinally region I which represents the free space above the antenna.
To simplify the calculation, themodel assumes that all current j(x, ω) running through
theCPW is localized at the interface between region I and II, corresponding to the plane
z = e. What we are interested in is an expression for the self-inductionL11 andmutual
induction L21 of the CPW’s. Instead of providing the entire derivation, we will start
by giving the fiinal result of the model and discuss the physical meaning of the diffferent
terms. Following the derivation of Vlaminck and Bailleul [69], the self-inductance can
be expressed as

L11 =
Ptot

iωI2
=

wFM

∫
p(x, ω)dx

iωI2
=

wFM

2π

∫ +∞

−∞

(
1

k

∣∣∣∣ j̃(k, ω)I

∣∣∣∣2 Λ(k, ω)
)
dk.

(6.4)
As indicated by the fiirst equality, the inductance is calculated in terms of the total power
Ptot. Since the considered geometry assumes an infiinitesimally thin conductor, Ptot is
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defiined as the total power contained in the z = e plane above the magnetic strip. The
system is independent of they-coordinate, so the total power canbe expressed as a prod-
uct of the width of the strip wFM and the power per unit volume p(x, ω) integrated
along thex-coordinate. Without going into the technical details, Parseval’s theoremhas
been used to transform the calculation of p(x, ω) along the x-coordinate to reciprocal
space, which explains the integration variable k on the right hand side of the equation.
In the integral on the right hand side, we can distinguish between two contributions to
the self-inductance.

Firstly, the factor j̃(k, ω) represents the Fourier transform of the current density in
theCPW. It accounts for the fact that a diffferent shape of theCPWexcites diffferent spin
waves, altering the inductive response. In appendix B, an expression is derived to explic-
itly calculate j̃(k, ω). Secondly, the factor Λ(k, ω) has units of linear inductance and
can be interpreted as the inductive response of the CPW per unit of length (units typ-
ically pHμm−1). It accounts for which components of the Fourier transform j̃(k, ω)
actually excite spin waves in the magnetic fiilm, which depends on the applied fiield and
frequency. The factorΛ can be calculated using

Λ(k, ω) =
μ0

1
μS(k,e+,ω)

− 1
μS(k,e−,ω)

. (6.5)

The fiirst term in the denominator represents the magnetic response of the system just
above the current carrying interface, z = e+ and is quantifiied by the so-called surface
permeability μS . The second term involves the magnetic response just underneath the
current carrying boundary at z = e− and includes the precessional behavior of the
magnetic fiilmnear resonance. For details onhow to calculateμS , we refer to the original
paper by Vlaminck and Bailleul [69]. For the mutual inductance a similar expression is
obtained and equals

L21 =
wFM

2π

∫ +∞

−∞

(
1

k

∣∣∣∣ j̃(k, ω)I

∣∣∣∣2 Λ(k, ω) exp(−ikd)

)
dk. (6.6)

The exponential factor results from the distance d between the excitation signal and the
reception signal, corresponding to the distance d between the CPW’s.

All information about asymmetric propagation is contained in the surface perme-
ability μS(k, e

−, ω). It is a function of the components of the permeability tensor,
which is given by

μ = I + χ (6.7)

where I is the unitmatrix. In fiigure 6.9 the inductive response is given as a function ofk
for typical parameter values of aPt/Co stackwith tCo = 20nm. We see that for the given
magnetic parameters, f = 15 GHz and μ0Hext = 155 mT, the inductive response
peaks at k = 7 μm−1 due to the excitation of spin waves with this wavenumber. The
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Figure 6.9: Inductive responseΛ as a function of thewavenumber k. For the input
parametersMS = 1.4 · 106 A/m, HK = 0.7 · 106 A/m, g = 2.16, α = 0.01,
tFM = 20 nm and e = 160 nm were used. The applied frequency f = 15 GHz
and fiield μ0H = 155mT.

peak position can also be derived from the dispersion relation for surface waves given
in section 6.1. The non-zero baseline of the real part ofΛ can be attributed to the direct
electromagnetic coupling between the CPW’s.

Consequences for CPW design

Thepresence of the factor j̃(x, ω) in the expression forL11 andL21 has some important
consequences for our antenna design. In fiigure 6.10a we use the equations derived in
appendix B to calculate j̃(x, ω) for a CPW structure with a 900 nm distance between
the ground lines. As we can see from the graph, the main component of the Fourier
transform is located at a wave number kM = 7 μm−1. However, the width of the
Fourier transform ΔkM is very large, meaning that a wide range of spin waves with
diffferent wave numbers will be excited. To simplify the analysis of the efffect of i-DMI
on spin waves, an almost monochromatic excitation of spin waves is preferred. This
can be achieved by repeating the CPW structure N times to form a meander shaped
antenna, like shown in fiigure 6.10b. The outline of the magnetic strip is indicated by
the red lines. Perfect monochromatic excitation would occur forN → ∞. However,
the fiinite attenuation length of spin waves limits the maximum number of meander
repetitions, since the distance between the excitation and the detection antenna would
simply become too large to contribute to the induced signal. Therefore, in this research
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Figure 6.10: (a) The fourier transform of an antennawithN = 1 and 5 repetitions
of the CPW structure. (b) Top view of an antenna withN = 5 repetitions of the
CPW structure. Red lines indicate the placement of the magnetic strip.

we have chosen to create antennas withN = 5. The Fourier transform of the current
density of such a meander shaped antenna with N = 5 is given by the grey curve in
fiigure 6.10a. The peak widthΔkM is signifiicantly reduced. We also see that a secondary
peak is appearing at kS = 2.56 μm−1. In principle, both waves can be used to extract
information about i-DMI.

In conclusion, using equations 6.4-6.6 combined with the calculated Fourier trans-
formof the current density in the antenna, we nowhave all the ingredients to determine
the electric response of the antennas due to spin wave excitation. The main limitation
of the model is the assumption of infiinitely thin current densities. In reality, the an-
tennas are 100 nm thick, which is of the same order of magnitude as the spacer layer
thickness and the magnetic layer thickness. However, as we will see in the results sec-
tion, the model gives good qualitative understanding of the observed signals. In the
following chapter we will describe the experimental tools used to fabricate the antenna
structures and the setup used to measure propagating spin waves.
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Chapter 7

Experimental tools for propagating spin
wave spectroscopy

One of themajor diffferences between the FMR and PSWS experiments in this thesis lie
in theway the CoplanarWaveguide (CPW) is designed. For PSWS, traveling spinwaves
with a fiinite wavelength have to be excited instead of uniform precession. This is only
possible if the perturbation fiield of theCPWpossesses the same spatial periodicity as the
desired spin waves. In the previous chapter we have derived that i-DMI induces a shift
in resonance frequency or fiield, which is more pronounced for higher wave numbers
k. Therefore, smaller wavelengths and thus smaller structures are favored. In the all-
electrical approach, this requires high resolution nano-structuring tools like electron
beam lithography. In the following sections we will discuss how the samples and setup
are designed to fulfiill the requirements in order to measure i-DMI in spin waves. We
will again focus on stacks including a Co/Pt interface for high spin-orbit coupling.

7.1 Electron beam lithography

One of the major challenges in all-electrical spin wave spectroscopy is patterning the
small structures required for measuring i-DMI related phenomena. Electron beam li-
thography (EBL) can be used to pattern structures down to the nanometer regime. EBL
locally exposes electron sensitive resist, which can then be processed to form a deposi-
tion mask directly on the substrate. Details on the processing steps used in this thesis
are given later in this section.

While the resolution of optical lithography techniques is mainly limited by difffrac-
tion, the resolution of EBL is much more complicated to predict due to aberrations in
electron optical components and themany electron-matter interactions in the substrate
and resist itself. Thismeans that the parameters used during the patterningprocess have
to be carefully chosen to give optimal results for the specifiic substrates and resists used
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for the experiments. To get an idea of what parameters influence the electron beam res-
olution before it reaches the sample, a short introduction will be given to the operating
principles of EBL. Then the most important electron-matter interactions influencing
the resolution will be briefly discussed. At the end of this section we will discuss the
process which allows for patterning the complex structures necessary for this research
with a lateral resolution of tens of nanometers.

EBPG Operating principles

In this research, a Raith Electron Beam Pattern Generator (EBPG) 5150 was used. This
state-of-the-art nano-structuring system uses a high current density thermal fiield emis-
sion gun to generate free electrons. These electrons are accelerated towards the sample
in the electron beam column. Here the electron beam is also focused, corrected for aber-
rations and deflected with extremely high accuracy. A simplifiied diagram of an electron
beam column and its components is sketched in fiigure 7.1. Thewhole system is kept un-
der high vacuum in the range 10−6-10−8 mbar. A vibration isolation table minimizes
errors induced by the environment. We will shortly discuss some of thes elements in
the electron beam column

The thermal fiield emission gun, also called a Schottky emitter, consists of a sharp
tungsten needle heated to temperatures above 1000 ◦C.A large electric fiield is applied to
stimulate electron emission and accelerates the electrons towards the sample. The high
temperature improves stability, since it reduces adsorption of atoms on the needle tip.
Schottky emitters have the additional advantage of having a very small source size[71],
which improves the beam resolution.

In the electron beam column, the beam is modifiied by various electron optical ele-
ments. Electron beams can be focused with electrostatic and magnetic fiields provided
by electron lenses. However, these lenses introduce relatively strong aberrations com-
pared to their optical counterpart. This can be partly solved by using apertures to center
the beam as much as possible, at the cost of a lower beam currents. Stigmators can also
correct for aberrations caused by a diffference of focus points for diffferent beam axes
(astigmatism).

The electron beam eventually reaches the deflectors. These deflect the beam to
diffferent spots on the sample. For the EBPG5150, the deflector and beam blanker in-
structions come from a 50 MHz pattern generator, providing high writing speed even
for complex patterns. The range of the deflectors is limited to write fiields of ∼ 500
μm2. For larger patterns, the stage has to be physically moved. A laser interferometer
is used to improve the accuracy of the stage positioning, providing write fiield stitch-
ing with nanometer accuracy. Additionally, the height of the sample is also accurately
determined with a laser which improves the overall focus on the sample.
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Figure 7.1: The various components in the electron beam column shape and focus
the electron beam on the substrate. On the left, a close-up is given of the compo-
nents in the EBL system depicted at the right.
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Beam resolution and writing speed

The fiinal resolution of the electron beam depends on several parameters. In a perfect
electronbeamcolumn, the source size dividedby the thedemagnifiicationM−1 gives the
beam diameter. Inclusion of spherical and chromatic abberations increases the beam
diameter, depending on the energy spread of emitted electrons by the electron source
and the half angle (radial spread) of the electron beam. According to the specifiication
sheet, the Raith EBPG 5150 has a theoretical smallest feature size of less than 8 nm.

However, beam diameter does not solely determine the resolution of the exposed
structures. Scattering events in the exposed resist and the substrate increase the exposed
area. Firstly, forward scattering in the resist with thickness tR (in nm) increases the
efffective beam diameter df to[72]

df = 0.9

(
tR
Vb

)1.5

, (7.1)

where Vb is the accelerating voltage of the electron beam in kV. For the EBPG 5150,
Vb = 100 kV. In this thesis typical resist thicknesses are in the range 200-300 nm, giv-
ing df ≈ 3.5 nm. Secondly, backscattering in the substrate can return electrons back in
the resist, even microns away from the electron beam. The amount of backscattering
depends on the substrate. In particular atoms with a high atomic number can increase
backscattering. Higher beam voltages cause deeper electron impingement into the sub-
strate, therefore decreasing the backscattering efffect. Various models exist to calculate
the amount of backscattering, such that the EBL can correct for this so-called proximity
efffect.

All in all, withoptimizedEBLparameters a smallest feature size of tens ofnmshould
be possible with the complex structures used in this research. If the writing speed is an
issue, larger beam diameters can be used by increasing the aperture size. This both in-
creases the beam current and the radial spread of the electron beam, increasing the beam
spot size. This can signifiicantly reduce thewriting time of large patterns. Of course, this
decreases the resolution of the exposed structures signifiicantly, so it should mainly be
used for larger structures.

High-resolution lift-off

For high-resolution patterning, both type used of resist as well as the processing meth-
ods are critical. A commonly used and simple method is to use a polymethyl methacry-
late (PMMA) bi-layer lift-offf process, which is also used for this thesis. A thin layer of
PMMA with high molecular weight is spincoated on top of a thicker layer of PMMA
with low molecular weight. When exposed to an electron beam, bonds are broken
in both layers (fiigure 7.2a). For PMMA with high molecular weight (longer polymer
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Figure 7.2: (a)Tomake patterns, high-energy electrons (large arrows) are absorbed,
while emitted secondary electrons (small arrows) break the bonds between the
molecules. (b) After exposing the resist it is developed with MIBK, the material
is deposited and the unwanted material is lifted-offf with acetone.

chain), more bonds need to be broken compared to the smaller chains to be able to pro-
cess the material. In other words, longer polymer chains are more resistant to electron
exposure. As shown in fiigure 7.2b, the lower resistance of the bottom layer means that
more resist is exposed compared to the top layer. When the layers are exposed tomethyl
isobutyl ketone (MIBK) in the so-called ‘development’ step, the bottom layer has been
dissolved more, providing us with a large undercut. As shown in the fiigure, this pre-
vents material deposition on the side-walls of the PMMA. Finally, in the ‘lift-offf’ step
the layers are exposed to acetone, which dissolves the rest of the PMMA, such that only
the exposed patterns are left on the substrate.

Amajor advantage of using PMMA instead of other high-resolution resists like hy-
drogen silsesquioxane (HSQ), is its ease ofuse. PMMAreacts relatively littlewithwater,
air and daylight and can be developed several days after the exposure with only minor
loss in pattern quality. The general procedure for the PMMAbi-layer lift offf process as
used in this research is as follows:

1. Clean substrate

(a) Acetone rinse in ultrasonic bath for 120 seconds

(b) Isopropanol rinse in ultrasonic bath for 60 seconds

(c) Blowdry sample with N2

2. Apply resist

(a) Spincoat PMMA 495K A61 at 3000 rpm for 60 seconds. This results in a
thickness tPMMA ≈ 260 nm.

1We use the notation PMMA [molecular weight][solvent][volume percent] (solvent A=Anisol)
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(b) Pre-bake at 150◦C for 60 seconds to evaporate solvent.

(c) Spincoat PMMA950KA2 at 3000 rpm for 1minute. This results in a thick-
ness tPMMA ≈ 60 nm.

(d) Pre-bake at 150oC for 60 seconds to evaporate solvent.

3. Expose the pattern with the EBPG5150.

4. Develop the sample in a 3:1 solution of IPA:MIBK for 60 seconds, immediately
followed by 30 sec rinse in IPA to stop development.

5. Post bake to evaporate left-over liquids for 5 minutes at 100oC.

6. Deposit material with sputter deposition or electron beam evaporation.

7. Lift-offf with acetone in an ultrasonic bath for 120 seconds, followed by 60 sec-
onds rinse in isopropanol.

8. Inspection with scanning electron microscope.

The parameters used for exposure have been carefully chosen based on various dose
tests. Various electron beam currents, step sizes and doses have been tested to optimize
the quality of the patterned structures required for PSWS.

7.2 Two-Port VNA spin wave spectroscopy

For the propagating spin wave experiments, we used a setup similar to the FMR exper-
iments in part 1. However, as shown in fiigure 7.3, now both ports of the VNA are used
instead of only one. Each port is connected to a separate antenna placed on a ferro-
magnetic strip. The spatial periodicity of the antenna determines the wavelength of the
excited spin waves, which will subsequently travel through the strip towards the other
antenna. In the fiigure, port 1 is used as excitation port and port 2 inductively detects
the spin waves, meaning +k spin waves are detected. By switching the source and de-
tection port, a−k spin wave can be measured. We refer to chapter 4.1 for details about
the individual components of the setup.

The setup is used in the fiield-sweep confiiguration, meaning that the applied fre-
quency is kept constant and the external fiield is swept. As discussed in part 1, this
method is less prone to calibration errors and does not require a reference measure-
ment, improving the signal-to-noise ratio and measurement speed. Instead of convert-
ing the S-parameters to a susceptibility χ, we will express the observed signals in terms
of a change in inductanceΔL so that it can be compared to the transduction model by
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Figure 7.3: (a) Top view of the setup used for the non-reciprocal spin wave mea-
surements in this thesis. See fiigure 4.1 in part 1 for more details about the setup. (b)
The two ports are connected to their own CPW placed on a ferromagnetic strip.
The spatial periodicity of the CPW’s determines the wavelength λ of the excited
spinwaves. Here, port 1 acts as a source which excites spinwaves with the antenna’s
Oersted fiield, such that the signal induced at port 2 corresponds to a spinwave trav-
eling in the+k direction.
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Vlaminck and Bailleul [69]. First, we use the relationL = Z/iω, where the impedance

matrixZ can be calculated with the formula[73]

Z/Z0 =
I + S

I − S
, (7.2)

where Z0 is the characteristic impedance of the network (50Ω) and I the identity ma-
trix. The self-inductancesL11 andL22 give information about the excited spin waves at
antenna 1 and 2 respectively, while L21 and L12 give information about the spin waves
excited at one port and detected at the other. The inductance is multiplied by a phase
factor exp(−iφ) to account for the propagation of the high frequency signal though
the CPW structure itself. Finally, constant offfset terms are added to account for non-
magnetic contributions to the S-parameters.

Since the signals and shifts in the resonance fiield due to i-DMI are typically very
small, we fiirst estimate the feasibility of this experiment. First, we assume that the ampli-
tude of the change in inductanceΔL12 is similar to other PSWS experiments found in
literature, which is several pH or less[69]. This corresponds to a change in S-parameter
of 10−5-10−3, which is well above the noise-floor δS ≈ 0.5 × 10−6 of the VNA used
in this research.

Secondly, we can estimate the DMI shifts ΔHres = |Hres(+k) − Hres(−k)| for
thin Co layers by inverting equation 6.2 to obtainHres as a function of f and k. Taking
the magnetic parameters for Pt/Co stacks obtained from part 1 and a literature value
DS = 2 pJ/m for a fiilm thickness tFM = 20 nm, we estimate that the shift in resonance
fiield μ0ΔHres is in the order of several mT or less. The Gauss meter used in this setup
has a resolution δB = 0.1mT, which is well below the expected shift.

To further substantiate this estimation, we use the transduction model introduced
in the previous chapter to calculate the response of an antenna with a main fourier
peak at kM = 6 μm−1 and a secondary Fourier peak at kS = 2.2 μm−1. We use a
theoretical i-DMI value DS = −2 pJ/m at the Pt/Co interface[26]. The remaining
magnetic parameters are assumed to be similar to the FMR measurements from part
1. The resulting change in the imaginary part of the mutual inductance Im(ΔL) as a
function of the applied fiield is shown at the bottom of fiigure 7.4. The blue and the
red curve represent +k and −k spin waves, respectively. Both for negative and posi-
tive applied fiields we can clearly distinguish between two resonance peaks. The peak
at an applied fiield μ0H ≈ ±30 mT corresponds to the kM wave, while the peak at
μ0H ≈ ±82mT corresponds to the kS wave. Close-ups of the two peaks at negative
and positive applied fiield are shown at the top of the fiigure. As expected, we see that
the resonance fiield of+k and−kwaves are shifted with respect to each other as a result
of i-DMI. The size of the shift,ΔHres(±k) = Hres(+k)−Hres(−k), is given for each
peak. For negative i-DMI, as used here, the +k spin wave has a higher Hres for posi-
tive fiields. If we compare the shifts for the various resonance peaks, we see that a larger
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Figure 7.4: At the bottom, the calculated response of an antenna with kM = 6.0
μm−1 and kS = 2.2 μm−1 is shown for a magnetic strip thickness tFM = 20 nm.
The applied frequency equals f = 12.5 GHz and an antenna distance d = 4.77
μm. Typical magnetic parameters for a Co fiilm have been used, with DS = −2
pJ/m[26]. Close-ups of the resonance peaks, including their peak shiftsΔHres, are
shown at the top of the fiigure.

shift μ0ΔHres(±kM) = 1.0 mT is found for the kM peak compared to 0.3 mT for
the kS peak. This agrees with our predictions, since the shift is linearly proportional to
the magnitude of the wave number of the spin wave. Furthermore, when the direction
of the applied fiield is reversed, the peak shift also changes sign. This is also expected
behavior, since the i-DMI induced shift is proportional to the polarity of the fiield p.

Finally, for the fabrication of the antennas with awavenumber k > 5μm−1, which
should give a measurable i-DMI induced shift, a minimal feature size of approximately
150 nm is required (see following section on sample design). Using the proposed fab-
rication methods in the previous section, this is relatively easy to achieve. So all in all,
both the fabrication and measurement of the DMI shift is theoretically possible using
the given experimental tools. In the next section we will indicate how the samples are
designed and what stacks are used to try and detect i-DMI.
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Figure 7.5: The samples used for propagatingwaves consist of amagnetic stripwith
two meander shaped CPW’s (‘antennas’) on top, separated by a distance of 1 μm.
The antennas in this fiigure have a periodicity corresponding to k = 5 μm−1. The
antennas are connected to the contact pads, on which probe tips can be landed.
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Figure 7.6: A sideview of the stacks used in this research consist of amagnetic strip,
an insulating layer of MgO, and a Ti/Au antenna structure.

7.3 Sample design

For PSWS experiments, samples are created using EBL, sputter deposition and electron
beam evaporation. The samples are created in three steps, resulting in the structures
given in fiigure 7.5:

1. Using electronbeam lithography, a10μmwidemagnetic strip is patterned,which
acts as a waveguide for the spin waves. The magnetic material is deposited using
sputter deposition.

2. A 40 nm thick insulating MgO layer is sputtered over the whole sample. This
prevents shunting currents from one antenna to the other via the metallic strip.

3. Again using EBL, two meander shaped CPW’s are patterned over the strip. Two
contact pads on which the probe tips can be landed are also patterned and con-
nected to the antennas. Electron beam evaporation is used to deposit the anten-
nas and contact pads. They consist of a 10 nm Ti adhesion layer and a 100 nm
thick Au layer.

The antenna is designed such that its periodicity determines the wavelength of the
excited spin wave. As an example, the antenna in the fiigure has a main periodicity λ =
1.29 μm. This corresponds to a main Fourier peak at a wave number kM = 5 μm−1

and a secondary Fourier peak at kS = 1.8 μm−1. The end-to-end antenna distance is
taken to be 1 μm. To improve broad-band signal response, round corners have been
used for the meander. The smallest features of this antenna are approximately 200 nm
in size, which can be easily achieved using the high-resolution lift-offf process used in
this thesis. Theoretically, using this design the fabrication limit would be somewhere
betweenk = 15-20μm−1. However, since not all EBL anddeposition parameters have
been optimized during this thesis, antennas with wave numbers higher than k = 7
μm−1 could not be consistently fabricated.
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For this research, various stacks have been used for the magnetic strip. Since we
are interested in stacks with high DMI, we have chosen to grow strips consisting of
Ta(4)/Pt(4)/Co(20)/MgO(5) and Ta(4)/Pt(4)/Co(20)/Ta(4) stacks. The numbers in
parentheses are layer thicknesses given innanometers. These stacks are reported to show
relatively high i-DMI[29]. Since the signal strength of transmissionmeasurements is es-
timated to be an order ofmagnitude smaller than typical FMRmeasurements from the
previous chapter, a relatively thick magnetic layer tFM = 20 nm is used. The down-
side of this is the decreased influence of i-DMI, which scales with t−1

Co . The stacks will
be referred to as the Pt/Co/MgO and the Pt/Co/Ta stack respectively. To investigate
the sign of the DMI, an inverted stack, Ta(4)/MgO(5)/Co(20)/Pt(4), is also studied.
This inverted stack is believed to have a similar DMI strength, but opposite in sign[29],
which results in an opposite peak shift for+k and−k spin waves. This will be referred
to as the MgO/Co/Pt stack. The total sample stacks are also depicted in fiigure 7.6.

Finally, full sheet samples with the same stacks as the magnetic strips have been de-
posited aswell. These sampleswere used for FMRmeasurements to get an indication of
themagnetic properties of the patterned strips. The results of thesemeasurementswere
used as input parameters for the analytical model developed by Vlaminck and Bailleul
[69], as described in section 6.3. This model will help us understand the experimental
results in the next chapter.
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Chapter 8

Results and discussion

In this chapter we will present the results for asymmetric spin wave propagation. First,
wewill investigate theproperties of the excited spinwaves to verify thequality of our an-
tennas. The measurements are then qualitatively compared to the transduction model
to gain insights in the influence of the various magnetic parameters in ferromagnetic
strips. Then we will discuss the asymmetric spin wave propagation in various Co/Pt
stacks and also compare them with the transduction model. Finally, we will conclude
this chapter with a discussion on the observed discrepancies between themodel and the
results and propose directions for further research.

8.1 Excitation spectrum

To verify whether the sample design correctly excites the desired spin waves, the exci-
tation spectrum given by the self-inductance L11 on the Pt/Co/Ta strip is measured.
The sample is designed such that the main peak of the Fourier transform of the current
density in the antenna is located at kM = 5 μm−1 and the secondary Fourier peak at
kS = 1.8 μm−1 (see also appendix B). In fiigure 8.1a the change in inductance is shown
as a function of the applied magnetic fiield for various frequencies. We fiind that for all
applied frequencies there are indeed two resonance peaks present, indicating the exci-
tation of two spin waves with diffferent wavelengths. Themain resonance peak at lower
fiield corresponds to the short wavelength spin waves (kM ) and the secondary peak at
higher fiield to long wavelength spin waves (kS). The latter is indicated by the small ar-
rows in the fiigure. As can be seen from the fiigure, increasing the applied frequency f
both increases the resonance fiields and the linewidths of the observed peaks, indicating
the signal indeed originates from resonance in the ferromagnetic layer. For frequencies
f � 15 GHz, the kS appears as a shoulder on the main resonance peak. This com-
plicates the signal analysis at these frequencies. Another complication arises due to the
curvature of the signal away from resonance, which is most clearly seen for f = 12
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GHz in the region from 150-200mT. It originates from non-linear background efffects
in the setup, as described at the end of section 4.1. Due to the background efffects, fiitting
the measuredΔL11 to the transduction model can give highly distorted results.

Instead of fiitting the complete graph to the transduction model, we can locally fiit
the absorption Im(ΔL11) near resonance to a Lorentzian function. Both the main res-
onance fiield and the secondary resonance fiield are determined from the fiitted peak posi-
tions for various applied frequencies f . These two datasets can be simultaneously fiitted
to the Kittel equation for surface waves (equation 6.2) with k andMefff as free parame-
ters. The gyromagnetic ratio is fiixed by setting g = 2.16, which is obtained from FMR
measurements of a full sheet sample with the same stack. The results are given in fiigure
8.1b. The main resonance peak corresponds to a wave number kM = 5.5± 0.2 μm−1

and the secondary peak to a wave number kS = 1.4 ± 0.1 μm−1. As we can see from
the graph, the main peak slightly deviates from the fiit for higher frequencies. Here, the
resonance fiield is overestimated, which can be explained by the fact that the overlapping
secondary peak distorts the position of the main resonance peak to higher fiields. How-
ever, we can conclude that, despite the rather primitive interpretation of the signal, it
is likely that the correct spin waves are excited. Investigating samples with even smaller
linewidths could give more data points for the kS peak for a more accurate fiit.

While a similar excitation spectrum was found for MgO/Co/Pt, the reverse stack,
Pt/Co/MgO, consistently showed only one broad resonance peak. This is shown in
fiigure 8.2 for various applied frequencies. To explain the diffferent behavior of the stack
Pt/Co/MgO, the transduction model is used. We fiind that a damping constant α =
0.02 is required to best reproduce the experimental linewidths for MgO/Co/Pt and
Pt/Co/Ta, compared toα = 0.06 for Pt/Co/MgO. So even thoughwe can still explain
the measured signal, the result implies that we can expect extremely large linewidths
for propagations measurements on Pt/Co/MgO. As mentioned earlier, a large signal
linewidth can drastically complicate the interpretation of the signal when both reso-
nance curves overlap. Moreover, peaks shifts due to i-DMI are much easier to distin-
guish for sharp peaks than for broader peaks. While no direct evidence could be found
for the origin of the large linewidth, several suggestions can be made:

1. High damping: To verify whether the damping in Pt/Co/MgO is increased, the
same stack was studied on a full sheet sample with the FMR setup from the pre-
vious part. The results are given in table 8.1. The obtained damping constant
is indeed signifiicantly larger than both other stacks, which are close to the value
for bulk Co. This means that the presence of MgO at the top interface enhances
damping signifiicantly. However, all samples seem to have a damping parameter
more than a factor 2 too small to explain the size of the observed linewidth.

2. Inhomogeneous broadening: The inhomogeneous broadening in full sheet sam-
plesΔB < 1 mT is not enough to explain the large linewidth. However, care
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Figure 8.1: (a) The imaginary part of the change in inductionΔL11. The graphs
have a cumulative offfset of 5 pH for clarity. The arrows indicate the secondary reso-
nance peak. (b) The main and secondary resonance frequency is plotted as a func-
tion of the resonance fiield. The solid and dashed lines are fiits to theKittel equation
6.2.
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Figure 8.2: The reflected signal for a kM = 5 μm−1 antenna on Pt/Co/MgO for
various applied frequencies. Solid lines indicate predictions by the transduction
model forMS = 1.4 · 106 A/m, g = 2.16,HK = 0.72 · 106 A/m, α = 0.06 and
e = 200 nm.
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Figure 8.3: The reflected signal for various kM antennas on Pt/Co/MgO for f =
20 GHz. Solid lines indicate predictions by the transduction model for MS =
1.4 · 106 A/m, g = 2.16,HK = (0.69-0.72) · 106 A/m and α = 0.06.
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Table 8.1: Magnetic properties obtained by FMRmeasurements of the stacks stud-
ied in this chapter. The anisotropy fiieldHK = MS −Mefff is determined with the
assumption thatMS = 1.4 · 106 A/m.

Stack Mefff (×106 A/m) HK (×106 A/m) g α μ0ΔH (mT)

Pt/Co/Ta 1.1 0.3 2.16 0.01 0.5
Pt/Co/MgO 0.85 0.55 2.16 0.025 0.5
MgO/Co/Pt 1.3 0.1 2.15 0.008 0.5

must be taken since the length scales of the propagating spinwavemeasurements
difffer signifiicantly from FMRmeasurements. For fiinite wavelength spin waves,
there are more scattering states compared to the FMRmode, increasing the con-
tribution of magnon scattering[74]. Also, pinning near the edges of the pat-
terned strips can induce additional inhomogeneous efffects, but these are expected
to be small[75]. Varying the width of the strip could shed light on the contribu-
tion of this efffect.

3. Fabrication: A third cause for broad linewidths could be the quality of the mag-
netic strip. The interfaces or growth texture can be altered by the various fabri-
cation steps of the sample compared to the full sheet samples studied by FMR.
Optimizing the development time to minimize PMMA residue on the substrate
or cleaning thepattern after developmentwithoxygenplasma could increase sub-
strate quality before deposition.

4. Broad Fourier spectrum: Finally, an increased linewidth could also be induced
by the fact that the Fourier spectrum of our antenna is not optimal. If we have
a bad (i.e. broad) Fourier spectrum, the total linewidth is increased as well since
a wider range of wavelengths is excited. However, SEM imaging shows no struc-
tural damage in the antennas or increased edge roughness, so this is unlikely to
be the case. Moreover, antenna quality is likely to become better for larger struc-
tures. However, fiigure 8.3 shows that for various antennas with diffferent kM ,
similar magnetic parameters can be used to describe the peak position and inten-
sity. This shows us that the behavior is probably not caused by structural defects
in the antenna.

We can conclude that the fabricated antennas excite the correct spin waves. How-
ever, broad linewidths indicate that the strips behave sub-optimal.
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Figure 8.4: Example of measurement for L21 for MgO/Co/Pt at 13 GHz and
kM = 7 μm−1. Arrows indicate the resonance fiields of the main and secondary
peak, kM and kS , respectively. Input parameters for the transduction model are
given in table 8.2.

8.2 Non-reciprocal spin wave propagation

In this section we are interested in a shift in resonance fiield for+k spin waves obtained
fromL12 and−k spin waves obtained fromL21. As discussed in section 7.2, we expect
to see a small i-DMI induced shift for the kS peak and a larger shift for the kM peak
when we compare the resonance fiield of+k and−k spin waves. The peak shift is also
expected to change sign upon reversal of the appliedmagnetic fiield (see also section 7.2).
Before extracting a peak shift, we will fiirst use the transduction model to explain the
observed transmission signal. Then, we will discuss the asymmetric propagation and
propose additional physical mechanisms driving the asymmetry. Finally, we will pro-
pose methods that can provide further understanding of the asymmetric propagation
of MSSW. Unfortunately, the Pt/Co/Ta antennas were damaged from previous mea-
surements, so they are not studied for propagation measurements. Therefore, we start
by investigating the MgO/Co/Pt samples, since their relatively small linewidth allows
us to distinguish between kS and kM peaks at frequencies below 15 GHz.
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Table 8.2: Magnetic and geometrical properties used as input parameters for the
transduction model for the investigated stacks. For both stacks,MS = 1.4 · 106
A/m, g = 2.16, tFM = 20 nm,wFM = 10μm. ForMgO/Co/Pt,DS was not used
to explain the lineshape.

Stack Hk (×106 A/m) α DS (pJ/m) e (nm)

Pt/Co/MgO 0.62 0.07 - 270
MgO/Co/Pt 0.26 0.022 −10 270

MgO/Co/Pt

An examplemeasurement of the change in inductionΔL21 for anMgO/Co/Pt sample
is shown in fiigure 8.4. Like in the excitation spectrum, we can distinguish between two
separate resonance peaks, indicated by the symmetric and antisymmetric Lorentzian-
like functions in the imaginary and real part of the signal, respectively. As a reminder,
note that the resonance peak for high wavenumbers kM occurs at lower fiields and the
kS spin waves at higher fiields. The two absorption peaks in the imaginary part of L21

show that the two spin waves have opposite phase due to the diffferent wavelength of
both spin waves. This is correctly predicted by the transduction model for an efffective
antenna distance d = 6.30 μm, corresponding to 82% of the center to center distance
between the antennas. However, the relative position of the resonance fiields is smaller
when compared to the transduction model. Also, the linewidth for the kM peak seems
to be overestimated as well, while the kS spin wave is in good agreement with the ex-
periment. This could mean that the damping[76] or inhomogeneous broadening[74]
is k-dependent as well, which is not taken into account in the model.

To investigate asymmetric propagation, the response of a +k and −k spin wave
is shown in the bottom graph of fiigure 8.5, corresponding to the mutual inductances
L12 and L21, respectively. We see a total of four resonance peaks, two for positive ap-
plied fiield and two for negative applied fiields. These again result from spin waves with
awave number kS and kM , as indicated in the fiigure. For the peak corresponding to the
kM spin wave, we see that there is a clear asymmetry in amplitude present for counter-
propagating waves. We also see that the asymmetry in amplitude reverses for positive
and negative applied fiields. We also see that both signals show distinctly diffferent fea-
tures, like the extra peak at μ0H = ±50 mT. These could not be reproduced by the
transductionmodel, so the data could not be fiitted directly. However, like in the excita-
tion measurements, we can locally fiit the kM and kS peaks with a Lorentzian function
to extract a peak shift. The results are shown in the close-up at the top of fiigure 8.5. The
shift is negative for positive applied fiields, meaning that −k spin waves have a larger
Hres). The shift changes sign when the fiield direction is reversed. Both the peak shift
and asymmetry in amplitude observed in the MgO/Co/Pt sample will be discussed in
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0 Hres = -0.5±0.5 mT0 Hres = 0.5±0.4 mT

0 Hres = 0.1±0.2 mT 0 Hres = -0.7±0.2 mT

kM= 7.0 m-1

kS= 2.6 m-1

Figure 8.5: Example of measurement for L12 and L21 corresponding to a+k and
−k spin wave respectively. Again, MgO/Co/Pt is used with kM = 7 μm−1. The
applied frequency f = 13GHz. Close-ups of the resonance peaks, including local
fiits (black lines) are shown at the top of the fiigure. The resulting peak shifts are also
given.

more detail below.

Asymmetric spin wave dispersion
First, the peak shifts for both the kM and the kS peak are extracted by locally fiitting the
imaginary part of the signal with a lorentzian function, as shown at the top of fiigure
8.5. When we average the absolute peak shift values for positive and negative applied
fiield, we get μ0|ΔHres| = 0.4 ± 0.2mT and 0.5 ± 0.4mT for the kM and kS wave,
respectively. Contrary to what is expected, the peak shift for kS spin waves seems to
be higher than the kM spin waves. The same trend is observed in measurements of the
same sample at higher frequencies. In fiigure 8.6, the change in inductance of the same
sample is shown for f = 15GHz and f = 20GHz. Since the asymmetry reverses for
opposite fiield, we have averaged the data for+k spinwaves at positive fiield and−k spin
waves at negative fiield for the blue line. This data corresponds to a counterclockwise
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0 Hres (kS) = 0.4±0.2 mT 0 Hres (kS) = 0.8±0.2 mT

0 Hres (kM) = -0.3±0.2 mT
0 Hres (kM) = -0.4±0.2 mT

|      | |      |

Figure 8.6: The change in inductance for counter propagating waves at f = 15
GHz (left) andf = 20GHz (right). The counterclockwise chiralwave is calculated
by averaging the+k wave at positive fiield and the−k wave at negative fiield. The
clockwise chiral wave is the average of the −k and +k spin wave at negative and
positive fiield, respectively. Peak shifts corresponding to the kS and kM waves are
also given.

chiral spin wave (see also section 6.1). The red line is the averaged data for −k and
+k spin waves at positive and negative fiield, respectively. Again, a small shift could be
extracted for thekM spinwave and a larger shift for thekS spinwave. While thekM peak
shift shows consistent values for diffferent applied frequencies, the magnitude of the kS
peak shift strongly varies and even changes sign compared to the case where f = 13
GHz. Therefore, conclusions from this fiitting data should be taken with care. If we
nonetheless assume that the kM peak shift results from i-DMI, we can use equation 6.2
to fiind a positive i-DMI constantDS,Co/Pt = +0.6± 0.3 pJ/m. Here, we have assumed
that all i-DMIoriginates fromtheCo/Pt interface. However, the inconsistent results for
the kS peak, combined with the fact that the fiitting uncertainties for the peak shifts are
relatively large, creates ambiguity in the conclusions drawn from the fiitted peak shift.

Nonetheless, whenwe compare our results to literature, we fiind that the sign of the
observed i-DMI is consistent. While not much is known about the i-DMI in the stack
MgO/Co/Pt specifiically, the signof the i-DMI inPt/CoFe/MgO[77], Pt/Co/AlOx[26]
and ab initio simulations of Pt/Co[58] was found to be negative. However, since we
used the opposite stack, MgO/Co/Pt, the sign of DS is reversed. Therefore, our re-
sults regarding the sign of the i-DMI are in agreement with literature. However, its
magnitude is approximately three times smaller than reported values for this stack[29].
To explain this small value for DS , one could argue that the peak shift induced by i-
DMI is reduced by the shift caused by the localization of spin waves near an interface
with strong anisotropy fiield, as described in section 6.2. For example, consider a spin
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Figure 8.7: TheOersted fiield below an antenna, given by the black arrows, couples
to the magnetization, shown in white. In the fiigure, the spin wave has counter-
clockwise chirality.

wave with a wave vector +k. For positive applied fiield, these spin waves are localized
at the top Co/Pt interface (see also fiigure 6.1). If we assume that the Co/Pt interface
has a higher interface anisotropy than the MgO/Co interface, the +k spin wave feels
a stronger efffective anisotropy fiield. Whereas positive i-DMI decreases the resonance
fiield for+k waves, an increase in anisotropy fiield increases the resonance fiield. There-
fore, the i-DMI induced peak shift of +k spin waves is reduced due to its localization
on the top interface. For−k spin waves, both i-DMI and the localization induced shift
is reversed, but still work in opposite directions.

Asymmetric spin wave amplitudes
Secondly, besides the small peak shift, a large change in amplitude is present for oppo-
sitely traveling kM waves. Interestingly, this amplitude asymmetry is not present at the
kS peak. Qualitatively, several causes for k-dependent asymmetry in the amplitude can
be distinguished.

1. Asymmetric spin wave excitation: Even without i-DMI, spin waves with oppo-
site chirality can have a diffferent excitation amplitude. As shown in fiigure 8.7,
the horizontal and vertical component of the perturbation fiield caused by the
antenna both couple to the dipolar fiield of the excited spin waves. If both com-
ponents are in phase with the dipolar fiield, like in the fiigure, larger amplitude
spin waves are generated compared to opposite chirality spin waves[30, 78, 79].
From the fiigure it can see that in the considered geometry the excitation fiield
inherently favors counterclockwise chirality. This is in agreement with the ex-
periments, where a higher amplitude is found for counterclockwise chiralities.

2. Asymmetric damping: Spin wave localization on an interface can cause addi-
tional damping in the presence of, for example, spin pumping. Since the spin
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wave amplitude drops exponentially along the thickness of the layer with decay
length 1/k, high wavenumbers are more localized, providing more spin pump-
ing[76]. This agrees with our observations where the kM wave is more afffected
than the kS wave. To roughly estimate the size of this efffect, we use a variation of
the mean fiield approach used to estimate the efffective anisotropy fiield inMSSW
modes[29, 35]. First, we assume that the spin pumpingmechanism is localized in
one monolayer of Co at the interface with thickness tML. We then calculate the
efffective spin pumping contributionαefff

pump by weighting the local spin pumping
contribution by the spin wave amplitudem(k, z),

αefff
pump(k) =

∫ tCo
0

αpump(z)m(k, z)dz∫ tCo
0

m(k, z)dz
, (8.1)

where αpump = g↑↓efffγ�/2πMStML for 0 < z < tML and αpump = 0 other-
wise. The spin wave amplitude is calculated usingm = exp(−kz). For conve-
nience, height z = 0 corresponds to the Co/Pt interface at the bottom of the
magnetic fiilm, while z = tCo represents the top of the fiilm. Using the results
from the FMRmeasurements in part 1 we can calculate the diffference in damp-
ingΔαefff

pump = |αefff
pump(+k)−αefff

pump(−k)|. Using g↑↓efff = 20nm−2, γ = 1.9·1011
rad/sT and tML = 0.25 nm, we obtainΔαefff

pump = 0.0003 for k = ±7 μm−1.
However, this is roughly a factor 10 too small to explain the amplitude diffference
observed in fiigure 8.5.

Moreover, the sign of the high amplitude spin wave indicates that high damping
does not occur for localization at the Co/Pt interface, but rather the MgO/Co
interface. Therefore, spin pumping is not likely the physical mechanism behind
asymmetric damping.

3. Localization dependent coupling: Stronger coupling between the antenna and
spin waves localized on the top interface can occur, since they are closer to the
antenna. This agrees with observations, since the spin waves localized at the top
interface (blue for positive fiield, red for negative) have higher amplitudes. This
efffect can be tested by measuring the inverted stack, Pt/Co/MgO. If the same
waves show higher amplitude after inverting the stack, it means that not the in-
terfaces, but the localization itself is likely to cause the asymmetry. However, as
we will see later in this chapter the Pt/Co/MgO samples used in this thesis could
not give a conclusive result on this argument.

4. Interfacial DMI: The i-DMI is also known to cause an asymmetry in the attenu-
ation length for counter propagating waves. This can be explained by the change
in group velocity vg for±k dipolar waves, given by the expression[24]

v±g = v0 ± γp2DS

tCoMs

, (8.2)
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where v0 is the group velocity without i-DMI. An increase in group velocity for
equal damping time scales means that the spin wave has a higher amplitude at
the detection antenna. Using an upper limit value forDS = 2 pJ/m[26] results
in a 1% change of the attenuation length, which is not enough to explain the
observed amplitude diffference.

Based on the previous points, we can rule out spin pumping at the Co/Pt interface and
the i-DMI induced group velocity shift as the dominant mechanisms. However, asym-
metric coupling to the Oersted fiield of the antenna can induce the observed diffference
in amplitude of counter-propagating waves. Varying the interface materials, the thick-
ness of the ferromagnetic fiilm or inverting the layer stack can give information about
the physical mechanism dominating here.

Pt/Co/MgO

ThePt/Co/MgOstack is expected to exhibit opposite i-DMI and thus an opposite peak
shift. Unfortunately, similar to its excitation spectrum, even at low frequencies the kM
and kS resonance peaks are overlapping. A typical example for kM = 3 μm−1 and
f = 15 GHz is shown in fiigure 8.8. The intensity of the signal is more than a factor
two smaller than for the opposite stack, which can be attributed to the shorter attenua-
tion length due to larger damping of Pt/Co/MgO (see table 8.1). A peak shift is visible
and seems to be opposite to the shift found in the MgO/Co/Pt stack. Now, the CCW
spin wave (again calculated by averaging the +k signal for positive applied fiields and
the −k signal for negative fiields) has a higher resonance fiield. This indicates a nega-
tive i-DMI. As an initial guess for the i-DMI strength, the peaks are again fiitted with a
Lorentzian function, as shown by the inset of the fiigure. The fiit results in a peak shift
of μ0ΔHres(kM = 3μm−1) = 5 ± 1 mT. Assuming the shift is orignates from the
kM spin wave, the result corresponds to an i-DMI strengthDS = −10 pJ/m, which
is approximately 3 times higher than observed values in literature for Pt/Co/MgO[29]
and 6-8 higher than Pt/Co/AlOx[26, 80].

Since the signal now consists of a combination of the kS and kM peak, we use the
transduction model to explain the efffect of i-DMI on the mutual inductance. The cal-
culated response for f = 15 GHz and an i-DMI constant of DS = −10 mJ/m2 is
shown in fiigure 8.8b. Other input parameters are shown in table 8.2. The fact that we
need a relatively high damping and anisotropy compared to the FMR measurements
(8.1) might indicate that the growth of Co is altered in the fabricated strips, as men-
tioned in section 8.1. Nonetheless, the observed lineshape is in qualitative agreement
with the experiment. The shift is reproduced, and the relative intensities of the signal
are in agreement with the experiment. However, since various k-dependent processes
are involved, we cannot attribute the shift solely to i-DMI. Further analysis at diffferent
frequencies reveals odd behavior of the peak shifts that cannot be explained by i-DMI

90



L

5 mT

CCW

CW

|        |

(a)

-0.6

-0.3

-0.3

L

5 mT

D
S
 = -10 pJ/m

CCW

CW

(b)

Figure 8.8: (a) Measured response in a Pt/Co/MgO stack for ±k spin waves at
f = 15GHz for an antenna with kM = 3μm−1. Inset shows Lorentzian peak fiit.
(b) The predicted lineshape by the transduction model forDS = −10 pJ/m and
an antenna distance d = 12.4 μm. Other parameters are shown in table 8.2.
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Figure 8.9: Measured response of Pt/Co/MgO stack for CW andCCW spinwaves
at f = 20 GHz for an antenna with (a) kM = 3 μm−1 and (b) kM = 7 μm−1.
Peak values are obtained with local Lorenzian fiit (not shown in fiigure).

alone. Firstly, as shown in fiigure 8.9a, the peak shift for kM = 3 μm−1 strongly in-
creases with increasing applied frequency, up to 13 ± 3 mT for f = 20 GHz. While
a small increase is expected as a function of f according to fiigure 6.5, a shift of 13mT
cannot be explained by i-DMI alone. This peculiar behavior is further complicated by
the fact that formeasurements at higher wave numbers the peak shift is signifiicantly de-
creased, and even changes sign. An example of this discrepancy is shown in fiigure 8.9.
An antenna with kM = 7μm−1 with f = 20GHz is used for this measurement. Here
we see that the CCW spin wave (blue line) has the lowest resonance fiield, similar to the
MgO/Co/Pt stack. Unfortunately, due to the limited amount of samples we were not
able to verify whether the odd k-dependence and frequency dependence of the peak
shift can be reproduced. With the physical mechanisms mentioned in this chapter, we
cannot explain both the frequency dependence and the k-dependence of the observed
signals. Collecting a larger data set on diffferent sample stacks could shed light on the
dominant physical mechanism driving the peak shift.

Finally, wewill discuss several options tomeasure the i-DMI valuesmore accurately.
Firstly, we candecrease the thickness of themagnetic layer, which increases the contribu-
tion of the i-DMI and causes a larger peak shift. However, decreasing the thickness also
causes a broader linewidth in thepresence of spinpumping and two-magnon scattering.
Also, the diffference in resonance fiields for both spin waves μ0Hres(kM) − μ0Hres(kS)
becomes much smaller for thinner layers (∼ 60mT for tCo = 20 nm versus 30mT for
tCo = 10 nm for an antenna with kM = 7 μm−1). Both efffects cause the resonance
peaks to overlap, distorting the resonance fiields and complicating the analysis.

Secondly,measuringhigherk values can also increase thepeak shift. Creating smaller
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antennas requires further optimization of the EBL parameters and has the additional
disadvantage of having to take more averages due to a decreased signal-to-noise ratio.
Nonetheless, it increases the resonance peak distance for kS and kM spin waves, since
their Fourier peaks are further apart for smaller antennas. This can greatly simplify the
analysis of the signals.

In conclusion, we can state that we are able to fabricate and measure propagating
spin waves using all-electrical spin wave spectroscopy. We have observed a k-dependent
asymmetry in Pt/Co/MgO and MgO/Co/Pt trilayers. The intensity of high k spin
waves is found tobe strongly afffected by the propagationdirection. This canpossibly be
explained by the asymmetric excitation of spinwaves with opposite chirality. Besides an
asymmetry in amplitude, a peak shift was also observed for counter-propagating waves.
However, the frequency and k-dependence of the shift could not be explained using
only i-DMI. Also, the large overlap of the resonance peaks of diffferent excited spin
waves complicated the analysis of the observed signal. Therefore, no conclusive result
about the magnitude of the i-DMI can be given. Only for specifiic cases, the transduc-
tion model is able to reproduce the observed peak shift with i-DMI. More systematic
investigation on diffferent stacks for the peak shift as a function of k can improve our
understanding of the physical mechanisms at work.
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Chapter 9

Conclusion and outlook

In part 1 of this thesis, a new one-port VNA-FMR setup was developed that allows for
both frequency and fiield-swept FMR. After careful testing, the setup was then used
to study interface anisotropy and spin pumping at Co/Pt interfaces. The experimental
data agreedwell with literature and othermethods of extracting anisotropy like anoma-
lous hall efffect magnetometry. The results of the FMR experiments were used to un-
derstand the asymmetric spin wave propagation of Co/Pt multilayers.

For part 2 of this thesis, the setup was altered to allow for two port VNAmeasure-
ments to investigate the asymmetric propagation of magnetostatic surface spin waves
with opposite chirality. A nano-structured periodic coplanar waveguide was used to
excite and detect spin waves with a well-defiined wavelength. One long wavelength and
one short wavelength spin wave could be distinguished in our samples, which can be
explained using the analytical model developed by Vlaminck and Bailleul [69]. Good
agreement was found between the model and observed lineshapes. However, the in-
put parameters for the model required a strongly increased damping and anisotropy
fiield compared to full sheet FMR measurements of the same magnetic stacks. This
might indicate that our fabrication method of the magnetic strips alters the proper-
ties of these stacks. We were also able to measure asymmetry between spin waves with
opposite chirality. Moreover, it turns out that the asymmetry is more pronounced for
higherwavenumbers, as is also expected for i-DMI andother localization induced asym-
metries. However, the predicted change in amplitude and the dependence of the peak
shift on the spin wave wave number k did not match our experiments.

One of the complications when interpreting the observed signal is the large line-
width of the resonance curves. We believe the large linewidth most likely originates
from either increased spin wave scattering or from contamination of the substrate due
to the fabrication method. The latter can be investigated by cleaning the substrate af-
ter EBL exposure. However, for MgO/Co/Pt stack samples, having a relatively low
damping and high kM , we were able to distinguish between the two excited waves at
low applied frequencies f ≤ 15 GHz. These samples unambiguously showed us that
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low wavenumber waves exhibit a smaller asymmetry in spin wave intensity than high
wavenumber spinwaves, as is expected for localization dependent processes and i-DMI.
For the reverse stack, Pt/Co/MgO, a large peak shift was visible for oppositely propa-
gating waves. However, the experimental data could not give conclusive results about
themagnitude or sign of the i-DMI in these stacks due to the aforementioned linewidth
related issues.

The second complication that arises is that even when we can distinguish between
two spin waves, the underlying mechanism behind the asymmetry is difffiicult to de-
scribe unambiguously, mostly because there are multiple phenomena contributing to
the asymmetry. Like i-DMI, localization of spin waves on a surface is also k-dependent
and also linked to the chirality of the spin wave. For example, increased anisotropy for
spin waves localized near the Co/Pt interface would induce a similar asymmetry in the
observed peak shift. However, in future research the thickness tFM of themagnetic layer
could be varied, such that interface efffects can be distinguished from interface localiza-
tion efffects. Interface efffects like i-DMI become more pronounced for thinner layers,
while for thinner layers there is less asymmetry due to interface localization.

Once the problems related to the large linewidth and discrepancies between theory
and experiment can be explained, the setup opens novel paths towards investigating
and possibly modulating i-DMI and spin waves in general. Several variations of the
spin wave measurements performed in this thesis are listed in the following sections,
which can shed light on several technologically interesting physical mechanisms using
all-electrical spin wave spectroscopy.

9.1 Voltage induced modulation of i-DMI

So far, i-DMI has been a purely intrinsic property of the material stack and little exper-
imental evidence has been found for a method that modulates i-DMI by any external
means. However, such a method is highly desirable, since it could enable local stabi-
lization and manipulation of magnetic chiral textures like skyrmions. In recent years,
the influence of electric fiields on the magnetic properties of thin fiilms has become an
intensively studied topic[81]. For example, due to the absence of Joule heating, elec-
tric fiields offfer an energy efffiicient alternative to the use of Oersted fiields or currents to
manipulate the magnetization. In 2009, Maruyama et al. [82] has shown that interface
anisotropy can be changed up to 40% by applying an electric fiield parallel to the nor-
mal of ultrathin Fe layers. Similar behaviormight be expected for other interface related
phenomena. For example by adding an extra voltage gate between antennas, as depicted
in fiigure 9.1a, the change inDS can be investigated as a function of the applied voltage.

Yang et al. [83] has performed ab-initio calculations showing that in MgO/Co/Pt
stacks of three Co monolayers thick, the calculated thickness averaged DMI constant
D is roughly linearly proportional to the magnitude of the applied electric fiield (fiig-
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Figure 9.1: (a) Variation of the spinwave sample design allowing formeasurements
of the electric fiield induced modulation on propagating spin waves. An extra volt-
age gate between the antennas tunes the electric fiield at the ferromagnetic/spacer
interface, which can locally induce a change in the (interface induced)magnetic pa-
rameters. (b) Calculated change in DMI-constant D as a function of an applied
fiield of anMgO/Co(tCo)/Pt stack (tCo equals threemonolayers). The approximate
slope β = ∂D

∂E
is given in the fiigure. Figure adapted from Yang et al. [83].
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ure 9.1b). The DMI constant is found to increase by approximatelyΔD = 26 nJ/m2

for an applied electric fiield of 1 mV/nm. Nawaoka et al. [84] have done preliminary
experimental work on electric fiield modulated i-DMI in Au/Fe/MgO stacks using an
all electrical frequency swept two-port VNA setup. The relative change in i-DMI con-
stant was ΔD ≈ 40 nJ/m2 at an estimated electric fiield of 5.5 mV/nm, which is ap-
proximately the same order of magnitude as predicted by Yang et al. [83]. Observed
peak shifts were in the range of tens of kHz, which is at least one order of magnitude
smaller than the resolution ofmost VNA’s (typically hundreds of kHz to severalMHz).
Therefore, signals should be accurately analyzed, for example by fiitting the data to al-
low for the required levels of accuracy. Also, the antenna design in the experiments of
Nawaoka et al. [84] excited a broad spectrum of wavelengths. Using the structuring
tools presented in this thesis, much higher and more well defiined wave vectors can be
obtained, which can increase the observed peak shift by an order of magnitude.

9.2 Non-inductive spin wave detection

The antennas used in this thesis allow for both spinwave detection and excitation. This
means that left and right traveling waves can be easily measured by changing the source
port of the VNA. However, the relatively thick spacer layer that is required to prevent
shunting limits the induced voltage. Additionally, since the detected signal is caused by
induction, the amplitude of the induced current is also decreased for (I) thinner layers
(required for high i-DMI), (II) stackswith low values forMS (like YIG) or (III) samples
with high wavenumber kM (required for high peak shifts). This limits the freedom in
our sample design. Other electrical detection methods based on the anomalous hall ef-
fect[87] or on the inverse spin hall efffect[88] of themagnetization vector have proven to
be a suitable alternative for CPW-based VNA-FMRmeasurements and could (partly)
resolve the above-mentioned issues.

For example, detection of propagating waves can be enhanced in the presence of
spin pumping and the inverse spin hall efffect, which generates both an AC-current and
a DC-current transverse to the precession direction. This efffect is depicted in fiigure
9.2a [85]. The grey arrows represent the pumped spins across the ferromagnetic-normal
metal interface. The oscillating spin current in the yz-plane generates an oscillating
current due to the inverse spin hall efffect pointing in thex-direction. The accumulation
of the smaller vertical pumped spin component generates a constant current in the y-
direction due to the inverse spin hall efffect. This efffect has been utilized by Chumak
et al. [86] to study spin wave propagation of backward volume waves. They used a
setup is depicted in fiigure 9.2b. A short microwave pulse excited spin waves in a YIG
waveguide, while a thin Pt strip patterned on top of that waveguide acts as the detector.
The YIG/Pt interface provides high spin pumping, such that the induced DC voltage
in the Pt strip could be measured.
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(a)

(b)

Figure 9.2: (a) A precession magnetizationm(t) induces an oscillating (AC) spin
current with polarization σ(t) (in black) and a small constant (DC) spin current
(in yellow) in the adjacent metal layer. Via the inverse spin hall efffect (ISHE), these
spin currents are converted into charge currents resulting in voltagesU(t) andUDC.
Figure obtained from Wei et al. [85]. (b) Spin waves are excited in a YIG fiilm by
a 100 ns microwave pulse (blue region in graph) and propagate outwards. As the
spin wave arrives at the Pt strip, spin pumping and the ISHE induce a DC voltage.
After applying a low-pass fiilter, the voltage can be measured with an oscilloscope
for diffferent fiield polarities (blue and green line). Figure adapted from Chumak et
al. [86].
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By slightly altering the geometry of the detector, this setup could be utilized for
magnetostatic surface spin waves. The voltage diffference along the propagation direc-
tion is then a measure for the DC component of the ISHE. Since spin pumping is not
strongly dependent on the wavenumber of spin waves[76] or the magnetic layer thick-
ness, the signal quality for high kM antennas and thin fiilms is preserved. Lastly, this de-
tection method has the advantage of allowing modulation techniques, improving the
measurement accuracy in the system.
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Appendix A

Determining the saturation magneti-
zation

To be able to correctly determine the interface contribution of anisotropy and spin
pumping, it is important to investigate the presence of a magnetic dead layer. Not tak-
ing this into account results in extraordinarily high values for the surface anisotropy
KS and spin mixing conductance g↑↓efff . The magnetic dead layer can be determined by
measuring the total magnetic moment of a sample as a function of the deposited layer
thickness tdep.. If amagnetic dead layer with thickness tdead is present, the totalmagnetic
momentM of the sample is given by

M = MSV = MS × A(tdep. − tdead), (A.1)

where V is the volume of the magnetic fiilm and A is the surface area of the magnetic
sample. ThemagneticmomentM canbe accurately determinedusing a Superconduct-
ing QUantum Interference (Device) Vibrating Sample Magnometer (SQUID-VSM).
As depicted in fiigure A.1a, M is determined by saturating a magnetic sample in the
positive and negative z-direction. After linear background subtraction, the diffference
in magnetic moment at saturation is equal to 2M. The sample area is determined by a
microscope and image processing software, which can fiind the sample edges and obtain
surface area of the sample relative to a predefiined area (fiigure A.1b).

The procedure to extract tdead is as follows. First,MS is determined by dividingM
by the uncorrected volume V ∗ = Atdep.. The productMS × tdep. (= M/A) is then
plotted as a function of tdep., as shown in fiigure A.2. Using equation A.1, we fiind that
from the slope we can extract the real value forMS and from the offfset on the x-axis we
obtain tdead. Results are summarized in table A.1.

For Pt/Co/Pt, no signifiicant dead layer is observed. In fact, a small negative offfset
of−0.2±0.2 nm is found. This could be related to the an inducedmagnetization of Pt
atoms near the Co/Pt interface, as previously reported in literature[89]. However, due
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FigureA.1: (a) Positive and negative saturation of themagnetic sample givesMSV .
(b) The sample area is determined by fiinding the sample edges (white outline) and
comparing the pixel count in the blue area (1 cm2) and the sample.

Figure A.2: Saturation magnetizationMS multiplied by the deposition thickness
tCo for various stacks. For Pt/Co/Ta, two diffferent capping layers were used, which
were simultaneously fiitted for increased accuracy.
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to its large uncertainty, we do not take this into account for the anisotropy measure-
ments. From the slope we fiind that the saturationmagnetization is close to that of bulk
Co, indicating that the loweredbulk anisotropyobserved inFMRexperiments is indeed
not caused by a decrease of demagnetization energy, but an extra volume anisotropy
KV .

For Pt/Co/Ta samples, a signifiicant decrease in M is observed compared to the
Pt/Co/Pt stack. This is the result of a large magnetic dead layer at the Co/Ta interface.
To make sure that the capping layer has no influence on the dead layer, two diffferent
capping layers were used. Both for a Pt and an MgO capping layer, a similar trend is
observed for both data sets. From a linear fiit we fiind that tdead = 0.5 nm.

For the Ta/Co/Pt samples studied in FMR measurements, the fiit gives a slightly
lower value for the saturationmagnetizationMS = 1.2·106A/m. However, out of the
four grown samples, only three data points could be used for this fiit. The sample with
tdep. = 2.1 nm showed a signifiicantly highermagneticmoment than for tdep. = 2.5 nm
and is therefore omitted from the fiit. The magnetic dead layer is peculiarly large and
negative, which brings into question the accuracy of this fiit. Also, the demagnetization
fiield for the measured value ofMS would be smaller than the in-plane anisotropy fiield
obtained from the FMR measurements. While this is possible in the presence on an
in-plane volume anisotropy, it is also likely that the fiit is simply not accurate enough for
the obtained value ofMS to be conclusive.

However, another batch with the same stack was grown at the start of this the-
sis using another sputter deposition system. Even though the fiilms were grown un-
der slightly diffferent conditions, we do observe a similar trend in the two diffferent
Ta/Co/Pt batches. Fitting both sets simultaneously givesMS = 1.3 and tdead = 0.05
nm. Noteworthy is the large spread of the data points around the fiitted line. Onemight
speculate that the amorphous growth of Ta causes unpredictable Co growth textures.

TableA.1: Magnetic properties obtained by FMRmeasurements of the stacks stud-
ied in this chapter. [1]Two datasets with diffferent capping layers have been fiitted
simultaneously. [2]Three data points were used for fiitting. [3]Two batches grown
in diffferent sputter systems were used for fiitting.

Stack MS (×106 A/m) tdead (nm)

Pt/Co/Pt 1.4± 0.1 −0.2± 0.2
Pt/Co/Ta[1] 1.4± 0.1 0.5± 0.1
Ta/Co/Pt[2] 1.2± 0.1 −0.3± 0.2
Ta/Co/Pt[3] 1.3± 0.2 0.05± 0.4
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Appendix B

Fourier transform of the current den-
sity

To fiind the Fourier transform of the current density of the antenna, we fiirst look at
the spatial distribution of the current density in fiigure B.1. A side view of the antenna
is shown at the top of the fiigure. We note that the Fourier transform can be split up
in two parts. First, the Fourier transform of a single CPW, consisting of a signal line
(widthws) and two ground lines (widthwg) separated by a distance ds-g is determined.
Applying the Fourier transformof a rectangular function to the signal and ground lines
gives

j̃CPW
I

=
j̃CPW

|j̃CPW|ws

=
sin(kwS/2)

kwS/2
− sin(kwg/2)

kwg/2
cos

(
kds-g

)
. (B.1)

Then, we determine the Fourier transform of the total antenna given by the sum ofN
of these CPW’s, separated by a distancends-s from the center CPW.Here,n is an integer
ranging from−N−1

2
to N−1

2
(assumingN is uneven). This results in

j̃meander =

(N−1)/2∑
n=−(N−1)/2

(−1)nj̃CPW(k) exp(inkds-s)

= j̃CPW(k)

(N−1)/2∑
n=0

(−1)n2 cos(nkds-s), (B.2)

where the factor (−1)n comes from the fact that for each consecutive repetition of the
CPW the direction of the current is inverted. Note that we have assumed that the cur-
rent densities in the ground and signal line are equal in amplitude, which is only the
case ifws = 2wg.
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jCPW(x, )

j(x, )

x

wSwg

dg-g

ds-s

CPW

FigureB.1: Formonochromatic excitation, the current density in ameander shaped
antenna should approximate a sine wave with wavelength λ (dotted black line).
The antenna consists ofN repetitions of a single CPW structure, where the direc-
tion of the current, jCPW, is reversed for each repetition.
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As discussed in section 6.3, we note that for meander shaped antenna design, two
separate peaks can be distinguished. Themain peakwithwavenumber kM corresponds
to the desired periodicity, also given by the dotted line in fiigure B.1. However, a second
peak arises as well, with a much smaller wavenumber kS . In principle, both spin waves
can be used to extract data. However, the presence of two resonance curves can compli-
cate the analysis if both peaks overlap. To prevent complications, the excitation should
be preferably as monochromatic as possible. This can be achieved by using more rep-
etitions of the meander, which increases the kM Fourier peak height and decreases the
linewidthΔkM . However, the fiinite attenuation length of spin waves limits the maxi-
mum number of meander repetitions, since the distance between excitation and detec-
tion would simply become too large to contribute to the induced signal. Therefore, in
this research we have chosen to create antennas withN = 5.
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