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Abstract

In the field of ultrafast electron diffraction (UED) the goal is to study molecular dynamics

at the most fundamental level, requiring atomic resolution on both time (sub-picosecond)

and length (sub-nanometre) scales. The biggest challenge in this field is to enable

the studying of macromolecules in motion, in particularly monitoring protein folding

processes. These are of interest because of the major role proteins play in biological

processes. Electron diffraction is particularly suited to study the important class of thin

membrane proteins. Because of reasons of reproducibility and radiation damage, the

‘frames’ of the ‘movie’ have to be recorded in a single exposure. This puts extreme

requirements on the source which have not been met yet.

This thesis investigates the steps necessary to realise single-shot UED on macromolecules

with the so-called ultracold electron source (UCES), which is a very promising candidate.

A UCES is based on near-threshold femtosecond photoionisation of laser-cooled and

trapped atoms. As a first possible sample we investigate hydrophobin (HFBI), which is

used as a model system in this work. This thesis has two topics: Firstly, we study the

beam quality of the UCES. Secondly, we study the HFBI sample to determine if our

setup is suitable for single-shot UED on macromolecules

The crystallinity of the self-made HFBI sample was studied with a 200 keV TEM.

Subsequently, diffraction experiments attempts were made in the TEM and UCES setup.

We studied the beam quality in three different ways. We report a normalised root-mean-

square (rms) transverse emittance of 1.1±0.1 nm rad corresponding to an effective source

temperature of 19 K for a rms source size of 20 micron, and yields a relative coherence

of C⊥ = 3.4 · 10−4. This is independently confirmed by a diffraction measurement re-

sulting in a relative coherence of at least C⊥ = 2.9 · 10−4, which is better than the

minimum required C⊥ = 1 · 10−4 to study macromolecules. From an alternative diffrac-

tion measurement it is found that this setup has the resolving power to study crystals

with a lattice constant well over 5 nm, amply fulfilling the requirements of UED on

HFBI. Successful electron diffraction on a monolayer of graphene in combination with a
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theoretically calculated scatter probability of electrons on HFBI, gives us full confidence

that we are able to study thin macromolecules.

Alongside these measurements a rms pulse length of 25 ps was reported for bunches

containing ∼ 103 electrons with an effective transverse source temperatures of 29 K.

This is shorter than the timescale of most dynamical processes in proteins.

In conclusion, we have experimental evidence that a UCES is a viable source for ultrafast

electron diffraction on thin macromolecules.
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Chapter 1

Introduction

The understanding of biological processes at cellular level requires knowledge of the

structure and dynamics of macromolecules, such as proteins. Proteins perform a vast

array of functions within organisms. After protein folding, the three-dimensional struc-

ture determines its function. Diseases such as Alzheimer’s, Parkinson’s, Diabetes Type

II and BSE (mad cow disease) are attributed to the incorrect folding of proteins [1].

Being able to study the (un)folding process of proteins would contribute to the research

to prevent or cure these diseases. Recording movies of biological processes in molecular

systems requires both atomic spatial and temporal resolutions of nanometre and fem-

tosecond scales, respectively [2–4]. Furthermore, we need single-shot ultra-fast exposure

because of the radiation damage and the vulnerability of the protein. Ultrafast electron

diffraction (UED) and ultrafast x-ray diffraction are two techniques that could poten-

tially meet these extreme requirements. In this work we investigate the future prospects

of studying time-resolved dynamics of macromolecules with an ultracold electron source.

We have chosen the surface protein Hydrophobin (HFBI) as a test sample.

Let us now discuss what is required to achieve this goal in general, and especially the

different properties of x-rays and electrons and why we have chosen for electrons in this

research.

1.1 Beam quality for single shot diffraction

A diffraction experiment is a technique in which the crystalline structure of materials is

used to study the atomic structure of the constituent molecules inside the unit cell. The

periodic structure of the specimen acts as a diffraction grating, scattering the particles;

x-ray photons or electrons. The resulting interference pattern contains the information

we are interested in.

1



Chapter 1. Introduction 2

For a diffraction measurement we need a beam to probe the sample. The beam’s ability

to interfere and diffract is related to beam coherence and is expressed in transverse

coherence length L⊥ ≡ λ
2πσθ = ~

σpx
, with λ the De Broglie wavelength, ∆θ the angular

spread, ~ the reduced Planck constant and σpx transverse momentum spread. The

transverse coherence length is a measure for the correlation between two separated waves

in space. In order for diffraction to take place we need the coherence length of the

beam to be larger than the lattice spacing of the crystal dhkl, which is typical 5 nm for

macromolecules. Thus, if we want to study macromolecules we require a beam with at

least L⊥ = 5 nm at the sample, or in other words: σpx ≤ ~/5 nm.

We express the beam quality in transverse emittance εx which is proportional to beam

size σx and transverse momentum spread σpx :

εx ∝ σxσpx . (1.1)

Without going into the derivation of this relation (see section 3.3) we only have to know

that low emittance is desirable, which means that the beam simultaneously can be well

collimated and tightly focused. Emittance is conserved (Liouville’s theorem) so the

source properties are important to the diffraction pattern quality.

Under the assumption that we have such beam coherence, we also require to record a

diffraction pattern in a single shot. By focussing the beam to the size of the specimen

we use every particle available. The transverse beam size σx should therefore be smaller

than the size of the sample, which is typically 50 µm.

We now have two requirements: σx ≤ 50 µm and σpx ≤ ~/5 nm. A useful intuitive

quantity that we introduce is the relative coherence: C⊥ which is the coherence length

divided by the beam size: C⊥ ≡ L⊥
σx

. If we rewrite this as: C⊥ = ~
σxσpx

∝ 1
εx

we see it

is directly related to the beam emittance. It is a conserved measure for the degree of

coherence of the beam and ultimately determines the quality of the diffraction pattern.

For example, studying a crystal with 103 unit cells across requires a beam coherence of

C⊥ ≥ 10−3. A fully coherent beam has C⊥ = 1.

The minimally required relative coherence for single-shot diffraction on macromolecules

is determined by the specimen size and the crystal lattice spacing: C⊥ = 5 nm
50 µm = 1·10−4.

Section 3.3 discusses beam quality in further detail. More on coherence length is found

in section 3.3.3. We now look into the sources for ultrafast structural dynamics that

have high beam coherence.
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1.2 Ultrafast structural dynamics

The field of ultrafast structural dynamics focusses on understanding processes that take

place on both atomic length and time scales. These experiments are typically performed

in a pump-probe scheme. A pump laser initiates the dynamics that lead to structural

change in the sample. Shortly after the pump, the sample is probed by either an ultra-

fast electron or an x-ray pulse and creates a diffraction image on a detector. By varying

the delay time between the pump and probe pulse we can make snapshots at certain

times to study the dynamical process. The temporal resolution is limited by the dura-

tion of the two pulses. The structural resolution is limited by the beam parameters such

as wavelength, beam coherence and irradiation damage threshold of the sample. X-ray

crystallography and ultrafast electron diffraction are two different techniques for ultra-

fast structural dynamics. The former report an ultrafast time-resolved x-ray scattering

experiment of a ringopening reaction of 1,3-cyclohexadiene [5]. The latter investigated

the ultrafast photo-induced insulator-to-metal phase transition in organic salt (EDO-

TTF)2PF6 [6].

1.2.1 X-ray crystallography

X-ray sources such as synchrotrons provide x-ray pulses designed to determine the three-

dimensional structure of biological macromolecules with a high resolution. The required

large crystal size is a limiting factor, and the necessary increase of x-ray dose for ex-

periments on small crystals lead to extensive structural damage before the diffraction

can be recorded [7]. Chapman [8] presented a method where single-crystal x-ray diffrac-

tion ‘snapshots’ were collected from a stream of nanocrystals using femtosecond x-ray

pulses from a free-electron x-ray laser (XFEL). Free-electron laser facilities like DESY,

in Germany, or SLAC, in the US, rely on the principle of ‘diffract-before-destroy’ princi-

ple, where high intensity x-ray pulses make a diffraction pattern of proteins with pulses

shorter (40 fs) than the timescale of the damage processes. This allows them to get a

better spatial resolution by using a higher dose (700 MGy versus 30 MGy of conventional

x-ray experiments). A 3D model of the protein is made by combining millions of images

together with the orientation of the macromolecule. Typical parameters for XFEL ex-

periments are a x-ray photon energy of 1-10 keV, 50-100 fs x-ray pulses containing 1012

photons focussed to 100× 100 nm2, and can study nanocrystals (200 nm to 1 µm) with

sub-nanometer resolution up to 2-8.5 Å[8, 9].

With the inherent low scatter cross-section of x-rays it is not possible to study small and

thin proteins. Furthermore, XFELs are big and billion-dollar facilities and makes them

less attractive for ultrafast structural dynamics. We explore the usage of short electron
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pulses as alternative for the XFEL. Ultrafast electron diffraction (UED) has become

a serious competitor for XFELs. The principle of UED is to use ultrashort electron

pulses generated by femtosecond photoemission. This principle is used in for example a

photogun. This relatively cheap high-brightness photogun was originally designed as an

injector for an XFEL. The next section will look into the differences between electrons

and x-rays for ultrafast structural dynamic purposes.

1.2.2 X-rays versus electrons

The biggest difference between x-rays and electrons is that electrons carry charge. It

allows electron beams to be conveniently deflected or focussed. Electrons also carry

more momentum and thus a shorter De Broglie wavelength for the same energy because

of their mass. The responsible interaction between the the sample and x-ray or electron

for diffraction are fundamentally different. X-ray scatter off the inner shell electrons

whereas electrons scatter off the atomic nuclei. Typical energies for x-ray diffraction is

1 to 10 keV photons and can penetrate micron sized specimens. Electrons with these

energies have a very short mean free path and only penetrate a few nanometers, for

example see section 2.2. X-rays are favoured when studying thicker samples whereas

electrons are more suitable for very thin samples.

Electrons have a number of advantages over x-ray beams. First of all, high-intensity

X-ray beams require expensive and big facilities compared to compact electron beam

setups. Electromagnetic focussing, steering and analysis tools are commercially available

for electron beams. Electrons have better interaction with material compared to x-ray:

the elastic mean free path for x-rays is 105 times longer than for electrons [9]. More on

electron scattering can be found in section 2.1, which also touch upon x-rays in 2.1.1.

Radiation damage

The main damaging effect for x-rays and electrons is the same: ionisation damage (ra-

diolysis). For example an inner-shell electron of the specimen is excited by the energy

dumped by inelastic scattered electrons, or absorbed x-ray. The most damage is done

by secondary electron emission (for electrons) and photoelectrons (x-ray). These mech-

anisms lead to the breakage of chemical bonds. Compared to electrons, x-rays have over

3 times as many inelastic scatter events per elastic scatter event [7, 9, 10]. Inelastic scat-

tering is responsible for damage and are lost since they do not contribute to diffraction.

The damage induced by the higher momentum associated with electrons are negligible

and much slower compared to radiolysis damage. For elastic scattering, the induced

damage of x-rays photons is 103 times higher than electrons. For inelastic scattering

events the induced damage is 20 times higher [9]. This makes electrons capable of

providing more information per dose.
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1.2.3 The problem of using electrons

A serious competitor for the XFEL would require a high coherence beam that is able

to perform single-shot diffraction. To obtain a high quality diffraction pattern from an

electron source we need 106 electrons in a low emittance beam. To fully understand the

problem we have on our hands we can show that we can rewrite equation 1.1 in terms

of effective source temperature Tx:

εx ∝ σxi
√
Tx, (1.2)

with σxi the initial rms source size. The full derivation is found in section 3.3.2. Equation

1.2 shows that for a low emittance beam we should either: (1) start with a small σxi ,

i.e. a point like source, or (2) start with a low source temperature Tx.

Method (1) is used in the aforementioned photoguns. However, at very small emission

surfaces the space-charge forces in a bunch containing 106 electrons deteriorate the

beam quality and broaden the pulse length. These sources have typical temperatures

of 103 − 104 K. For single-shot diffraction with the photogun a relative coherence of

C⊥ = 3 ·10−5 is found, which is generally not sufficient to study macromolecules [10, 11].

In the second Method (2) a lower source temperature Tx is used to improve the emittance.

An ultracold electrons source (UCES) is based on this idea and promises high coherent

beams combined with a high bunch charge. It is described in the following section, 1.3.

1.3 The ultracold electron source

An ultracold electron source is based on near-threshold photoionisation of laser-cooled

and trapped atoms. The UCES mitigates Coulomb explosions by extracting electrons

over a large volume and produces electron bunches of both high coherence and high

charge. Source temperatures as low as 14 K with a relative coherence of C⊥ = 3.6 · 10−4

have been demonstrated in this group [12]. The rms size of the trapped atom cloud is 1

mm and allows to extract enough charge for a full diffraction pattern in one bunch. The

25 ps electron pulses containing 103−106 electrons have a high beam coherence required

for crystallography of macromolecules [13, 14]. The simultaneous extraction of a high

number of electrons and a high coherence beam makes the UCES the best alternative

for the XFEL. This work studies and further discusses the UCES extensively in chapter

3.
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1.4 The protein Hydrophobin (HFBI)

Proteins are central to cellular function and their wide variety of functions in the human

body is the reason that scientist want to study them. With a ‘molecular movie’ we

want to monitor and study the structural changes in the protein during the (un)folding

processes that ultimately define their functions. Being able to relate structure and

dynamics to property or functionality also helps with the engineering of man-made

functional proteins. Hydrophobin (HFBI), a membrane protein, is the protein used

in this experiment. First of all because membrane proteins are interesting, as they

play a big role in biology, but also in products as food stabilisers, bio-sensors, drug

deliverer and catalysts [15]. Secondly, large areas of suspended crystalline HFBI films

can be made relatively easily in the lab [16, 17], more on that in 4.3.1. These HFBI

films are vacuum compatible whereas other proteins are resolved in water and destorted

in vacuum. Studying thin protein layers is capitalising on the strengths of electron

diffraction compared to X-ray diffraction. For molecular dynamics molecular tumbling

is a problem and causes blurred diffraction patterns. This can be avoided with crystalline

arrays of proteins in the same orientation. Thirdly, this protein is relatively small for

a macromolecule and thus requires lower beam quality than bigger molecules. Lastly,

there was already some interest and studies available from [12, 18].

Hydrophobins belong to the group of surface-active proteins from the Trichoderma ree-

sei fungal. They are small, have low mass (<20 kDa1), are amphiphilic2 and globularly

shaped. Amphiphilic molecules are known to absorb at hydrophilic-hydrophobic inter-

faces, e.g. the air-water interface or water-oil interface. At these interfaces, HFBI has

the unique ability to self-assemble into highly crystalline films [16, 17]. The self-assembly

properties and remarkable structure of hydrophobin proteins underlie the multiple roles

played by HFBI in fungal biology [19]. There are two classes of HFBI: Class I and Class

II. Without going too much into the difference between the two, we use Class II since

they are known to readily self-assemble in crystalline layers within minutes [15, 16, 18] .

1.5 This thesis

In this thesis the possibility is investigated of single-shot UED of macromolecules such

as HFBI, using the UCES. HFBI has a lattice constant of 5.5 nm. Diffraction mea-

surements on graphite have been performed before but graphite has a lattice constant

1The unit, (k)Da, (kilo)Dalton is the standard unit that is used for indicating the molecular mass of
large molecules such as proteins. This is exactly the same as ‘u’, the unit physicist use for molecular
mass, i.e. 1 Da ≡ 1.66... · 10−27 kg.

2A protein having both hydrophilic and hydrophobic parts
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20 times smaller than HFBI. Recently, a better detector has become available in this

group providing a better resolution than the previous detector, which was limiting our

measurements. In chapter 2 we compare the electron scatter cross-section of HFBI with

graphite to estimate how a diffraction pattern of HFBI would hold up with respect to

graphite measurements.

Chapter 3 looks into the details of beam physics, the experimental setup and source

characterisation.

In chapter 4 we present the findings of diffraction experiment with a UCES on graphite

and graphene. Measurements on graphite were performed to measure the beam quality

independently from source parameters and estimate the spatial resolving power of the

new detector. Diffraction measurements on graphene were used to estimate whether we

can detect diffraction patterns of monolayer samples and are compared to the theoretical

work in chapter 3. This will give insight whether we can successfully detect diffraction

on macromolecules. Furthermore we report a method to fabricate vacuum compatible

crystalline films of HFBI. This specimen was investigated with a TEM to check its crys-

tallinity.

The conclusion, outlook and recommendations are presented in chapter 5.



Chapter 2

Crystallography theory

Crystallography is the field of research that determine the atomic and molecular struc-

ture of the constituent molecules inside the unit cell. Nanocrystallography is a protein

crystallography technique that either uses femtosecond pulses from an X-ray free-electron

laser or electron beams to collect diffraction snapshots from a crystal of a macromolecule.

The goal is to obtain a high-resolution three-dimensional macromolecular structure to

study protein folding. In section 1.4 one protein in particular called Hydrophobin (HFBI)

is already discussed. This protein is used in this experiment. In this chapter the relevant

theory behind electron scattering, diffraction and proteins is discussed. In section 2.2

the electron scatter cross-section of HFBI is calculated and compared to graphite to

investigate whether diffraction on HFBI is detectable in our setup.

2.1 Electron diffraction theory

Generally speaking, there are three ways for a electron to interact with a sample:

1. Elastic scattering by atom-electron interaction: A collision between two particles

in which the total kinetic energy and momentum is conserved but their propagation

direction is changed, described in section 2.1.1. Under certain conditions scattered

electrons from different planes interfere and result in a diffraction pattern. This is

discussed section 2.1.2

2. Inelastic scattering by atom-electron interaction: The kinetic energy and momen-

tum of the incident electron is changed. Inelastic scattering is almost always

incoherent and does not contribute to a diffraction pattern. Inelastic scattering is

discussed in section 2.1.3

3. Electrons do not interact with the sample and pass through it unaffected.

8
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2.1.1 Elastic scattering

Elastic scattering is a collision between two particles in which the total momentum and

kinetic energy are conserved but its direction is changed. We describe an electron as a

plane wave (with position vector ~r0) incident on an atom at position ~r = 0. The outgoing

wave is described with a time-independed wave ψ, which is a linear combination of the

scattered spherical wave and an unscattered plane wave1

ψ(~r) = ψ0

[
ei
~k0·~r + f( ~∆k)

ei
~k0·(~r−~r0)

|~r − ~r0|

]
(2.1)

where f( ~∆k) is the scattering amplitude, ~∆k = ~k − ~k0 with ~k0 the wavevector of the

incoming wave and ~k the wavevector of the outgoing wave [20] . For elastic scatter-

ing | ~k0| = |~k| = k. The angle between in the incoming and outgoing wave is θ =

2 arcsin(| ~∆k|/(2 ~k0)). The first Born approximation [20] is used to solve the Schödinger

equation for the total wave function. This approximation assumes that the wave is undi-

minished and only scatters once in the material. It also assumes the scattering is small

compared to the distance of the detector i.e. |~r − ~r0| ≈ |~r|. The wave function is given

by:

ψ(~r) = ψ0

[
ei
~k0·~r + f(θ)

ei
~k·~r

|~r|

]
(2.2)

with the scattering amplitude:

f(θ) = − m

2π~2

∫
V (~r′)ei

~k·~r′d3~r′. (2.3)

where m is the electron mass, ~ the reduced Planck constant, and V (~r′) the scattering

potential of the atom. In equation 2.3 we recognise that the scatter amplitude is pro-

portional to the Fourier transform of the potential seen by the incident electron as it

goes through the material.

We use the screened Coulomb potential V (~r′) = − Ze2

4πε0r
e−r/R, with e the elementary

charge, Z the atomic number, ε0 the permittivity in vacuum, and R = a0Z
−1/3 the

effective atom radius with Bohr radius a0 ≈ 52.9 pm. Using this potential obtains

analytical results [20]. For this screened potential the scattering amplitude yields

f(θ) =
2Za0

∆k2a2
0 + Z2/3

(2.4)

The scattering amplitude is related to the elastic differential cross-section by

dσel
dΩ

= |f(θ)|2 (2.5)

1The time-dependency e−iωt is left out
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which means that a particle that passes through an area dσel is scattered into a cone

with solid angle dΩ. We obtain the differential elastic (Rutherford2) cross-section

dσel
dΩ

=

[
Ze2

16πε0Uk sin2(θ/2)

]2

(2.6)

where Uk = ~2k20/2m the electron kinetic energy. The probability that an incident electron

is scattered at a high angle increases quadratically with the charge of the nucleus, Z2,

and decreases quadratically with the kinetic energy of the incident electron. Also, for

large angle θ scattering is not nearly so likely as scattering at smaller angles.

Integrating the differential cross-section over all angles gives the total elastic cross-section

σel = 2π

∫ π

0

dσel
dΩ

sin θ dθ (2.7)

In this thesis the elastic cross-section are taken from the NIST database [21] and [22].

A few examples of elastic cross-sections are presented in table 2.1.

X-rays

For 100 keV electrons the elastic cross-section is around 7 · 10−23 m2 per carbon atom.

For 8 keV x-rays this cross-section is 10−27 m2 due to energy and fundamental scatter

mechanism differences. This means that 107 electrons produce around the same diffrac-

tion signal as 1012 photons under the same conditions. This stronger interaction makes

electrons better for thin specimen (smaller than 1 micron) diffraction experiments.

2.1.2 Diffraction and Laue condition

The electrons that scatter elastically only once are the most interesting, since they

will produce a diffraction pattern. The position and the intensities of the peaks gives

information about the sample’s structure. Constructive interference takes place when

the Bragg (in real-space) or Laue condition (in reciprocal plane) is met. For this, basic

theory of the crystal lattice is needed and discussed together with diffraction theory in

this section.

Real space

A crystal lattice is a regularly structured array of primitive cells, which is the smallest

group of atoms that can describe the bulk arrangement of the crystal (in 3 dimensions).

2Rutherford assumed high scatter angles ∆k2a2
0 >> Z2/3
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Figure 2.1: Example of the primitive cell in crystalline HFBI. The spheres (21Å)
represent one HFBI molecule. Source: [16]

The crystal’s translation vector ~rg spans this primitive cell as:

~rg = m~r1 + n~r2 + o~r3 (2.8)

with m, n, o ∈ Z and {~r1, ~r2, ~r3} the primitive vectors. For example for graphene:

|~r1| = |~r2| = 0.246 nm and ~r3 = 0.67 nm. The primitive cell doesn’t necessarily contain

only one atom i.e. for protein crystals, as shown in figure 2.1. The k-th atom in the

primitive cell is positioned at ~rk = uk ~r1 + vk ~r2 + wk ~r3. The position of the atom in the

lattice is given by ~Rj = ~rg + ~rk. Note that for mono-atomic crystals such as graphite

~Rj = ~rg.

For a crystal, the incident waves are scattered from lattice planes separated by the in-

terplaner distance dhkl. The scattered waves interfere constructively when the difference

between path lengths is an integer multiple of the wavelength. Under this condition, the

diffracted electrons will make an angle of 2θ with the undiffracted electrons, see figure

2.2, and given by the Bragg condition

dhkl sin(2θ) = nλe, (2.9)

with

λe =
h√

2mUe
(2.10)

the De Broglie wavelength of the electron, n the diffraction order and Ue the electron

energy. For small angles d� λe we can approximate 2.9 by 2θ = λe/d.
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(b)

Figure 2.2: (a) Scattering from a plane wave where θi 6= θs. (b) Bragg angle θB for
a plane wave scattering from different crystal planes

Reciprocal space

The crystal’s translation vector of equation 2.8 can be described in reciprocal space by:

~a1 = 2π
~r2 × ~r3

Ve
, ~a2 = 2π

~r1 × ~r3

Ve
, ~a3 = 2π

~r1 × ~r2

Ve
, (2.11)

with Ve the volume of the unit cell. In reciprocal space the unit cell is spanned by the

reciprocal lattice vectors ~g, which are defined as ei~g· ~rg = 1 and written as

~g = h~a1 + k ~a2 + l ~a3 (2.12)

where {h, k, l} ∈ Z, and { ~a1, ~a2, ~a3} the primitive vectors. The reciprocal lattice vectors

are normal to the (real space) lattice planes which are a distance dhkl = 2π/|~g| apart. The

first order lattice distances for graphite d1st = 0.2131 nm, which is the lattice distance

that result in the smallest diffraction angle 2θ.

The Laue condition for constructive interference is given by:

~∆k ≡ ~k − ~ko = h~a1 + k ~a2 + l ~a3 ≡ ~g. (2.13)

This means that the change in the electron’s wave vector ~∆k must be equal to a lattice

vector. This is essentially the equivalent of the Bragg condition in reciprocal space.

The Laue condition is not so strict and diffraction is observed when ~∆k = ~g + ~s, with

~s the excitation error vector. The larger this excitation error, the smaller the scatter

probability.

2.1.2.1 Diffraction on a crystal

The aforementioned crystal structure and conditions gives information about the geom-

etry and positions of the diffraction peaks, but not of the intensities. The intensity of

the diffraction peaks depends on the excitation error. The shape of the lattice point
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depends on the so-called shape factor, form factor or lattice amplitude. The formula 2.1

is for a single atom, and using the periodicity from section 2.1.2 we can calculate the

amplitudes of the elastically scattered wave (details of the derivation is found in [20]).

The wave diffracted from a crystal is proportional to:

ψscatt( ~∆k) ∝
∑
~rg

∑
~rk

fk(~rg + ~rk) e
−i ~∆k·( ~rg+ ~rk)

=
∑
~rk

fk(~rk) e
−i ~∆k· ~rk

︸ ︷︷ ︸
Fhkl

∑
~rg

e−i
~∆k· ~rg

︸ ︷︷ ︸
S

. (2.14)

Here is fk the atomic scatter amplitude for the k-th atom in the primitive cell and

periodic3 in ~rg. Fhkl is the vector sum of waves from all atoms within the primitive cell.

It is called the structure factor Fhkl, and depends on the position and types of atoms in

the primitive cell. S is the sum over all the primitive cells of the crystal and is known

as the shape factor. The shape factor only depends on the shape of the lattice.

In equation 2.14 we see that the scattered wave can be decomposed in the shape factor

and structure factor. In nanocrystallography this is used to study the crystal’s lattice

and basis. For molecular dynamics the change in structure factor is measured to study

the molecular behaviour.

2.1.3 Inelastic scattering

The kinetic energy and momentum of an electron is converted into an excitation such

as a phonon excitation (20 meV to 1 eV) or plasmon excitation (3 to 25 eV). All these

energy transfer mechanisms have their own corresponding differential cross-section. The

most dominant contribution to inelastic scattering is the ionisation of core electrons

in the inner atomic shells (10 eV to 1 keV). Inelastic scattering is not important in

diffraction measurement and is only relevant as inelastic background. The formula for

the inelastic differential cross-section dσinel/dΩ corresponding to the ionisation of core

electrons is given in [10, 11, 20]. The energy change is proportional to the atomic

number Z. They calculate the ratio elastic to inelastic cross-section as 26/Z, but it is

shown experimentally that the ratio elastic to inelastic cross-section is better given by:

σinel
σel
' 20

Z
(2.15)

This empirical relation is used to calculate the inelastic cross-section in this thesis, see

section 2.2.

3Since the atom basis is identical for all primitive cells fk(~rg + ~rk) cannot depend on ~rg thus fk(~rg +
~rk) = fk(~rk)
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Table 2.1: Scatter cross-sections, densities, mean-free-path l and layer thickness ∆z
for gold, graphite and HFBI for 100 keV and 10 keV electrons

Material σel σinel ρ n l ∆z
[a2

0] [a2
0] [kg/m3] [m−3] [nm] [nm]

100 keV [11, 25]
Gold (Au, Z=79) 7.48 · 10−1 1.89 · 10−1 1.93 · 104 5.90 · 1028 6.46 0.41
Graphite (C, Z=6) 2.87 · 10−2 9.58 · 10−2 2.27 · 103 1.14 · 1029 25.2 0.34
Hydrophobin (HFBI) 3.88 · 101 1.11 · 102 0.97 · 103 3.53 · 1025 67.7 2.40

10 keV [22, 25, 26]
Gold (Au, Z=79) 2.90 7.33 · 10−1 - - 1.68 -
Graphite (C, Z=6) 2.24 · 10−1 7.47 · 10−1 - - 3.23 -
Hydrophobin (HFBI) 2.99 · 102 8.57 · 102 - - 8.76 -

2.2 Total cross-section and mean free path

This section shows an estimate whether we are able to detect diffraction patterns on

proteins with respect to graphite in the UCP setup. The scatter cross-sections from

section 2.1 are used to calculate l, the average distance between two scatter events. We

assume that the material has a crystalline structure with constant interlayer distance

∆z and that the electrons hit the sample perpendicular to the layers (a small scatter

angle θ < 0.1 rad). The mean-free-path length l of electrons through a material is the

average distance between two scattering events:

l =
1

nσt
(2.16)

with n the number of atoms per volume and σt the total scatter cross-section. The total

scatter cross-section is the sum of the elastic and inelastic cross-sections: σt = σel+σinel.

In table 2.1 the scatter cross-section and mean free path of some materials shown (in

units of Bohr radius squared a2
0). The mean free path is depended on β−2 (β = v/c), so

data are shown both for 100 keV and 10 keV electrons to emphasise the difference the

electron energy makes. For HFBI the cross-sections of all the individual atoms in the

molecule are summed linearly. This is an approximation, since it neglects the influence

of certain bonds in the macromolecule which can affect the scatter chance, but it gives a

general idea of the mean free path compared to other materials. The HFBI with Protein

Database code (PDB) 1R2M is used, which was studied by Ref.[23], and reported a layer

thickness of 24Å. The density is calculated by loading the PDB files into CrystalMaker

[24]. The total scatter cross-section of a HFBI molecule is 2 to 3 order of magnitudes

higher than a graphite atoms and gold atoms, but the atom density is 3 orders lower.

So a mean-free-path within 1 order of magnitude of graphite and gold is expected. We

calculate a mean free path of 8.76 nm for 10 keV electrons.
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We use the cross-section and mean free path length to estimate the fraction of electrons

which get scattered when traveling a distance z through a material given by Ft =

1 − exp(−z/l). We are interested in the faction of inelastic to elastic scattering since

the latter produces a diffraction pattern. Also, our materials: graphene, graphite and

protein HFBI have N layers. We assume that only one type of scattering can take place

per layer of material. The fraction elastic, inelastic and unscattered electrons per layer

(with thickness ∆z) can be calculated with:

fe = 1− exp(−nσel∆z)
fi = 1− exp(−nσinel∆z)
fu = 1− fe − fi

(2.17)

After N layers the fractions become:

Fe = NfN−1
u fe

Fi = NfN−1
u fi

Fu = fNu

Fm = 1− Fe − Fi − Fu

(2.18)

with the addition of Fm; the fraction of multi-scattered electrons. We also define Floss =

1 − Fu − Fe as the fraction of scatter events which is not a single elastic scatter event

after N layers. We call it loss since it does not contribute to a diffraction pattern.

In figure 2.3 the fraction, or probabilities, are plotted for 20 layers of graphite for 10 keV

electrons. It shows that the fraction of single elastic scattered electrons is maximum at

around 10 layers, but decreases afterwards since there will be more multiple scattering

events when adding more layers. We also see that with the most favourable sample, only

10% of the electrons would contribute to a diffraction pattern. For a monolayer graphene

the elastic scatter fraction is about 2.7%. The graphite sample used in our experiments

is estimated to have 20 layers [27]. This is the same sample used to measure the first

diffraction patterns with our UCP setup [28]. So we know that this elastic scattering/loss

ratio yields diffraction with sufficient signal to noise. In principle it would be better to

use a sample with 10 layers, so we will have maximum elastic scattering, a low lost

fraction, and a high unscattered fraction (which can be blocked with a beam block).

Figure 2.4 shows the scatter probability for HFBI for 10 keV and 100 keV. The energies

are chosen since the former is used in the UCP (this experiment) and the latter since

the TEM from FEI Company in our lab operates at 200 keV, and also because previous

work in this group has been carried out with 100 keV [10, 11]. The comparison between

the energies give some perspective on our expectation to see diffraction.
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Figure 2.3: Scatter probability of N layers of graphite for 10 keV electrons.
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Figure 2.4: Scatter probability of N layers of HFBI for (A) 10 and (B) 100 keV
electrons.

Only a few layers are plotted since the HFBI is either 1 or sometimes 2 layers thick

[18]. A layer can also be broken. Five layers are plotted to see the general trend of the

fraction elastically scattered electrons. For 10 keV and N = 1 it shows 15% elastically

scattered electrons and 50% unscattered. For 100 keV less electrons are scattered, but

Ref. [18] showed that this is still enough to observe diffraction in commercial TEMs.

Based on these calculation we conclude that monolayer of HFBI should have an equal

or better fraction of electrons contributing to diffraction than our 20-layers graphite

sample.



Chapter 3

The Ultracold Particle Source

To study biological processes on the atomic time and length we need ultrafast electron

sources. The ultracold electron source promises ultrashort, high-coherence pulses con-

taining 103−106 electrons [13, 14, 29, 30]. The ultracold plasma (UCP) setup is used as

an electron source in this research. An UCP is based on near-threshold photoionisation

of laser-cooled and trapped atoms. This chapter will first discuss the laser cooling and

trapping mechanism of 85Rb and in section 3.1.2 how electron bunches are created and

extracted from the gas. Section 3.1.3 explains the experimental setup in detail.

The bunch charge measurement is described in section 3.2. Some beam physics is de-

scribed in section 3.3 to support section 3.3.5 where the effective source temperature

and the relative coherence of the UCP setup is measured. This chapter ends with a

summary of bunch length measurements by Ref. [13], which was performed in the same

setup, see section 3.4.

3.1 Electron bunches from laser-cooled gasses

UCP-based electron sources have enormous potential for advancing the state-of-the-

art in high-brightness ultrashort electron beams [30]. To realise a UCP based electron

source, we need three ingredients:

• A Magneto-optical trap (MOT), where atoms are laser-cooled and trapped

• The excitation and ionisation of a part of the atom cloud by two lasers

• The acceleration of charged particles by an applied electric field

These three processes are illustrated schematically in figure 3.1 and are explained in the

following subsections. UCP sources do not require any conditioning and do not suffer

17
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Figure 3.1: Overview of the UCP based electron source. (a) A cloud of atoms is
laser-cooled and magnetically trapped. (b) The trapping lasers are turned off and a
small volume of the cloud is ionised at near-threshold by a two-stage ionisation process.

(c) An external electric field extracts charged particles. Image taken from [12]

from aging, in contrast with most solid state (photo and field) emitters. By changing

the polarity of the electric field, the UCP is also suitable for ultrabright ion beams which

can be used for focused ion beams applications [31] .

3.1.1 Laser-cooling and trapping of 85RB

Inside a vacuum chamber Rubidium-85 atoms are laser-cooled and trapped by six orthog-

onal laser beams. The laser-cooling is based on Doppler cooling in where the frequency

of the trapping light is slightly red detuned below the transition frequency of the 5S 1
2
,3

and 5P 3
2
,4 states. This is depicted by the red light in figure 3.1a. Because of the hyper-

fine splitting atoms can end up in a dark state, which can not be cooled by the trapping

light. A repump laser is used to pump atoms from the 5S 1
2
,2 to the 5P 3

2
,3 state. This is

done to bring them back into the original cooling cycle. See figure 3.2 for a overview of

the level diagram of 85Rb used in this research.

A quadrupole magnetic field of 10 G/cm is applied by two coils (4 windings, 72 mm

diameter, current of 175 A and separation of 66 mm) in anti-Helmholtz configuration

so the magnetic field in the centre is zero, see figure 3.1a. The magnetic field causes

Zeeman splitting of the states. Opposite Zeeman shifted states favour opposite polarised

light for stimulated transitions and result in the atoms to be pushed to the centre of the

magnetic field and traps the atoms.

A typical MOT consists of 108 atoms, has a Gaussian density distribution with a rms

size of 1 mm and atom temperatures as low as T = 230 ± 30 µK [12]. The size and

position of the MOT is measured by two CCD cameras which record the fluorescence

light emitting from the MOT. The cameras also check the Gaussian MOT density profile

of the MOT in all directions. A more detailed theory behind laser cooling and trapping,

and MOT diagnostics in our setup can be found in [27, 31, 32].
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Figure 3.2: A schematic representation of the hyperfine level diagram for 5S 1
2

and

5P 3
2

of 85Rb used for trapping and repumping. The insert shows the shifted ionisation

energy diagram induced by a Stark shift (formula 3.3) due to the present of an electric
field. Image taken from [33]

3.1.2 Electron bunches from the MOT

After a cloud of atoms has been laser-cooled and trapped, we switch off the trapping light

and the atoms fall back into the ground state. After the atoms have relaxed, a pulsed

excitation beam is turned on to create a small cylinder of excited atoms in the 5P 3
2
,4

state. Because the MOT is so cold the Rb atoms have a low velocity and the atom cloud

hardly moves in between these steps. Immediately after the excitation pulse, a blue

480 nm 100 fs ionisation pulse impinges on the cloud of excited atoms. The Rb atoms

are ionised in the volume where the two lasers overlap, see figure 3.1b. Two cameras

measure the intensity profiles of the excitation and ionisation laser at the position of the

MOT, from which we estimate the ionisation volume.

The ionisation volume is characterised by three Gaussian distributions in x, y and z-

direction, where z is defined to be in the longitudinal direction, i.e. the positive z-

direction is along the beam line from the center of the MOT to the detector. The size

of the ionisation volume can be controlled by the size of the excitation and ionisation

laser beam, as shown in figure 3.3. The initial rms size σyi of the electron bunch in the

y-direction is determined by the excitation laser. The initial rms size σzi is determined

by the ionisation laser. The initial σxi is given by 1/σ2
xi

= 1/σ2
ex,x + 1/σ2

xion,x
. A typical

rms size of the ionisation volume is 20 to 50 µm in all three dimensions. Section 3.2 will

discuss the bunch charge from a MOT under typical circumstances.
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Figure 3.3: The ionisation volume is determined by the Gaussian profiles of the over-
lapping excitation and ionisation lasers. The particles are accelerated by the potential

difference Vacc between the plates. Image obtained from [31, 34].

By choosing a wavelength just above the ionisation threshold we create a small volume

of cold electrons and ions. The electrons gain an excess energy Eλ from photoionisation:

Eλ = hc

(
1

λ
− 1

λ0

)
, (3.1)

with h Planck’s constant, c the speed of light, λ0 the ionisation threshold wavelength

(479.06 nm for 85Rb in the 5P state) and λ the wavelength of the ionisation laser.

The ion and electron bunches created in the MOT are accelerated in opposite direction,

as shown in figure 3.1c. The accelerator has a axially symmetric structure, see figure

3.4 for schematics, and is connected to a HV feedthrough. The MOT is positioned in

the centre of the accelerator. The maximum voltage applied across the accelerator is

±30 kV over a distance of 27 mm. The outer part of the accelerator is grounded. The

electric field strength at the position of the ionisation volume is 37 kV/m per kV input

voltage [32]. The electron bunch is accelerated to an electron energy given by

U = 0.47efVa, (3.2)

with e the elementary charge, f a correction factor that only deviates from unity when

electrons do not start from the exact center of the accelerator, and Va the applied voltage.

The maximum electron energy is around 15 keV.

The electric field results in a Stark shift and splitting of energy levels of 85Rb , see inset
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figure 3.2. It effectively lowers the ionisation threshold energy with

EF = 2Eh

√
F

F0
, (3.3)

where Eh= 27.2 eV is the Hartee energy, F the electric field strength and F0 = 5.14 ·
1011V/M the atomic unit of field strength.

The total electron excess energy, see inset figure 3.2, is the sum of equations 3.1 and 3.3

and yields

Eexc = Eλ + EF = hc

(
1

λ
− 1

λ0

)
+ 2Eh

√
F

F0
. (3.4)

Eexc can thus be decreased by either increasing the ionisation wavelength or decreasing

the electric field. The excess energy is distributed over the electron momenta leading

to an initial momentum distribution. Low excess energy yields low source temperature.

The work of [35] and [14] shows a detailed model of effective source temperature and

how it depends on excess energy. This model is beyond the scope of this thesis. The

accelerator could be switched in polarity to make ions, which is useful for alignment,

source size determination, or a whole other type of research such as ultracold ion beams

sources [31].

Figure 3.4: A cross section of the acceleration structure. A cloud of Rb atoms is
trapped in the center of the MOT coils. The red excitation light enters the vessel from
underneath and is reflected by a mirror into the MOT. The ionisation laser enters from
the top (not depicted here, see figure 3.1b). The electrons are accelerated towards the

right into the beam line. Image taken from [32].

3.1.3 Experimental setup

For laser cooling we use a continuous wave (CW) diode Toptica DLX laser at 900 mW.

The laser is locked between the transition frequency of the 5S 1
2
,3 and 5P 3

2
,4 states which
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is around 780 nm. The frequency is stabilised by a modulation transfer spectroscopy

mechanism [31][27]. This technique is based on measuring Doppler-free absorption of

rubidium and locking the laser beam to that frequency. Additional detuning is done by

an acousto-optical modulator (AOM) which is also used to switch the light on and off

within 100 nanoseconds. The AOM (IntraAction ATM-801A2) has a centre frequency

of 80 MHz and the output beams can be detuned from -30 to 30 MHz. The beam size

of the trapping laser beam is about 3 cm diameter with an intensity of 100 Wm−2

The excitation light is split from the trapping light and is tuned and pulsed by an-

other AOM. This light is used to excite a small cylinder from the ground state to the

5P 3
2
,4 state, see figure 3.4. The power of the excitation laser (in the order 100 nW)

can be controlled with ND filters and with an AOM for optimal saturation intensity

(Is = 1.64 · 10−2 nW/µm2).

For the repump laser a Toptica DL 100 diode laser is used which is operating at 100

mW. This laser is locked to the cooling laser with a phase-locked feedback system [31].

The repump transition is shifted by 2915 MHz with respect to the trapping transition.

The laser beam is split into 4 beams with a beam size of about 3 cm diameter. Repump

light is only applied in 4 orthogonal directions.

There were two laser systems available for ionisation: A Quanta-Ray PDL3 dye laser

producing 2.5 ns rms pulses with a pulse energy of 200 µJ at 10 Hz. The wavelength of

the laser could be tuned between 470 and 490 nm with a bandwidth of ∼ 0.01 nm.

The second option is a femtosecond laser system (Coherent Mantis, Legend Elite and

OPerA Solo). It consists of a Ti:Sapph laser producing 800 nm pump pulses with an

energy of 2.75 mJ per pulse. The pump is fed through a optical parametric amplifier

(OPA) to produce tuneable wavelengths between 472 and 533 nm. The output of the

OPA in our case is 100 fs, 100 µJ pulses with a repetition rate of 1 kHz. The wavelength

could be scanned from 474 - 495 nm with a bandwidth sigma σλ of 4 nm.

Our setup was able to precisely control the time between the trapping light, the excita-

tion light and the ionisation light using the AOM’s connected to a programmable pulse

generator (PPG) with a timestep of 10 ns [31]. The sequence was triggered by a signal

from the femtosecond laser system.

3.1.4 Beam line

The accelerated electrons from the MOT will travel through various elements in the

beam line before hitting the detector. The important elements used for the experiments

in this thesis are schematically shown in figure 3.5.
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Figure 3.5: Schematics of the experimental setup. The electron bunches are created
by near threshold photoionisation of laser-cooled atoms. The beam is sharply focussed
through a pinhole by the first lens. The second lens focusses on the detector, but its
focal length is also varied for waist scan measurements. Electrons diffract at the sample

and the zeroth order beam is blocked by the beam block.

After exiting the MOT, the beam is heavily focussed through a pinhole (z = 68 cm, 1

mm diameter) by a magnetic lens positioned at z = 56 cm. The pinhole was necessary,

because the light from the MOT and background electrons from the accelerator over-

saturated the camera. By focussing the beam through the pinhole, a large fraction of

the current is preserved and the beam quality in general is improved. Because of the

first lens, there is a cross over point after the pinhole. The beam is again focused by a

second lens onto either a sample or the detector, depending on our measurement.

The focal length and position of all elements can be found in table 3.1. The focal length

of a solenoid magnetic lens is depended on the current and electron energy. The focal

lengths are modeled with GPT simulations [12, 36]. For the first magnetic lens the

inner/outer diameter (ρi/ρo) is 58/62 mm, length L = 50 mm and has 200 windings.

The second lens has ρi = 5.8 cm, ρo = 6.2 cm, L = 4.2 cm and 600 windings. The lenses

are mounted on stages, so the position and orientation (pitch and yaw) can be changed

accurately by hand.

Other elements in the setup are: deflector coils used for steering the beam (not de-

picted), a beam block (8 mm diameter) to block the 0th order of our diffracted beam,

some alignment plates used for alignment and a faraday cup for charge measurements.

The faraday cup, pinhole, sample holder and beam block are mounted on translation

stages and could be inserted into the beam line. Furthermore the pinhole is placed on

a large retractable stage which we also used to place the RF cavity for pulse length

measurements, which is explained in more detailed in section 3.4. This stage was able

to be moved in all three cartesian directions.
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3.1.5 Detection

There were two detectors used in this experiment: (1) a double microchannel plate

(MCP) with a phosphor screen imaged by a CCD camera and (2) a TVIPS Tem-Cam-

F216 CMOS type detector.

(1) The MCP detector works a follows: an electron hitting the MCP starts a cascade of

electrons accelerated through the channel due to an applied voltage between the plates.

The cascade broadens out as it passes through the MCP and eventually detected on the

phosphor screen. The phosphor screen emits photons which are detected with a cooled

CCD camera. The measured spot size is a convolution of the electron spot and the

detector resolution. In Ref. [28] it was found that the final resolution of this detector

setup was over 100 µm, which was a limiting factor for the measurements.

(2) The TVIPS camera [37] has become available only recently in our lab. The TVIPS

camera has been used in all experiments unless mentioned otherwise. This camera is

originally designed for TEMs. It’s a 4 megapixel (2048x2048) camera with pixel sizes of

15.6 x 15.6 µm. This camera should eliminate the disadvantages of the MCP detector.

Due to unfortunate events the top layer, which is supposed to filter all visible light,

was damaged at some places, as can be seen in figure 3.6a. At these scratches the

camera was oversaturated by the light emitted from the MOT. Using a pinhole and

Table 3.1: A list of all the elements in the beam line including the focal length
depended on the electron energy and current of the element of each element. Ue is
the electrons energy in eV units, KL the strength of the quadrupole and I the current
running through the element in A. The two detectors used have different architecture
so the length of the beam line is depended on which detector was used. The last column

is discussed in section 3.3.4.

Element Position (m) Focal length (m) In model

Extra drift accelerator -0.00979 - y
MOT 0 - y
Accelerator 0.01 -0.033 y
MOT coils 0.057 0.019 + 4.8 · 10−5 · Ue y
Steering coil 1 0.32 - n
Quadrupole - ∓√2mUe/eKL y
Magnetic lens 1 0.56 (1.6 + 5.8 · 10−6 · Ue) · I−2 y
RF Cavity / Pinhole 0.68 - n
Steering coil 2 0.89 - n
Alignment plate 1.12 - n
Magnetic lens 2 1.32 1.221 ·10−5 ·Ue ·I−2 +2.74 ·10−11 ·

U2
e · I−2

y

Steering coil 3 1.38 - n
Sample holder 1.62 - n
Beam Block 1.75 - y
Detector TVIPS 1.86 - y
Detector MCP 1.90 - y
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(a) Scratches (light) on the detector’s (dark)
coating caused holes in aluminum reflection
coating.

(b) Image taken during a measurement. In the
center the elliptical shaped electron beam. A
high amount of counts is present at the same
position and shape of the scratches.

(c) Taken with the ionisation laser off so no
electron are created from the MOT. The shape
of the noise matches the shape of the damage.

(d) Image 3.6c linearly subtracted from 3.6b,
leaving a clear image of the beam; the noise at
the position of the scratches is still visible.

Figure 3.6: Scratches on 3.6a and noise on 3.6d are better visible on digital version
of this report. The axis show pixel number and the colour bars represent the counts
on each pixel. The counts on the damaged parts is higher than the counts from the
electron beam. Even after subtraction of the dark image these spots are still visible

which caused some troubles fitting the beam size.

dark image subtraction reduced, but not completely eliminated, this problem. This is

shown in figures 3.6b, 3.6c and 3.6d where one can see a normal image of our electron

beam, a dark image (without photo-ionised electrons) and the dark subtracted from the

normal image, respectively. The bright spots visible off-centre are oversaturated pixels

illuminated by laser light scattered photons from the MOT.
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3.2 Bunch charge

For a typical experiment the rms ionisation volume is 20 to 50 µm in all three dimensions.

The number of electrons that can be extracted from this volume is

Ne =
√

2π
3
σxiσyiσzinMOT fexPion, (3.5)

with nMOT the MOT atom density, fex the fraction of atoms in excited state in this

volume and Pion the ionisation probability per atom, given by Pion = EλσPI/2hcA, with

E the ionisation laser pulse energy, σPI the photoionisation cross section and A the area

of the ionisation laser. Correcting for the bandwidth of the fs laser we get the number

of electrons per pulse as [12]:

Nfs =
1

2
N
[
1 + erf

(
Eexc/

√
2σEexc

)]
(3.6)

With erf the Error function and σEexc the spread of excess energy corresponding to the

4 nm bandwidth of the laser. For λ = 490 nm, 100 µJ pulse intensity, σPI = 1.5 · 10−21

m2, σy = 20 µm, fex = 0.4 and nMOT = 3 · 1015 m−3 we calculate around 8000 electrons

per pulse.

In measurements with λ = 490 nm, we measure 1800 electrons per pulse. When the

pinhole is in the beam line we measure 1300 electrons per pulse. The pinhole thus cuts

off 30% of the electrons. These measurements were performed with a faraday plate

connected to a charge meter which measured the current for 100 s. The measurements

are corrected for the background electrons with a dark measurement. The difference

in theory and experiment can be attributed by the low efficiency of the faraday plate;

Normally this is a cup shaped object which also captures secondary electrons, whereas

we used a flat alignment plate. Also, the MOT density has a high uncertainty and could

be estimated to optimistic. Another contributing factor is that the fraction of excited

state could actually be lower.

For an ionisation wavelength of 495 nm we calculate a bunch charge 2.5− 3 times lower

because of the λ dependency in equation 3.5. The OPA is also less efficient so the

output power is lower for this wavelength. For waist scans (section 3.3.5) there was a

significantly lower signal available to fit the beam size for wavelengths yielding negative

excess energy.
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3.3 Beam quality

This section starts with beam physics theory in subsections 3.3.1, 3.3.2 and 3.3.3. Then

in subsection 3.3.4 we discuss the mathematical model used to describe the electron

trajectory throughout our beam line. This theory is needed to analyse waist scan mea-

surements to determine the beam quality from our setup.

3.3.1 Phase-space

An electron bunch can be described as an ensemble of particles in six-dimensional (6D)

phase-space. When there’s no coupling between motions in the x-, y-, and z-directions

the 6D phase-space can be split up in three separate 2D phase-spaces. In our case, one for

each degree of freedom in their respective Cartesian directions x, y, z. Each individual

particle is defined by the space x and momentum p coordinates, as shown in figure

3.7. On the right hand side of figure 3.7 we see a typical distribution of particles in an

electron bunch in phase-space, with x on the x-axis and px on the y-axis corresponding

to the bunch depicted next to it. In this work we assume Gaussian distributions in both

x- and p-direction. The distributions are characterised by the root-mean-square (rms)

size and rms momentum respectively: σx =
√
〈x2〉 and σpx =

√
〈p2
x〉, where 〈〉 denotes

the averaging over the distribution. As a result we see a elliptical shaped distribution

in phase-space, as shown in the inset.

Figure 3.7: Electron positions (red dots) and velocities in a beam, and corresponding
(x, θx) phase space coordinates (right image). Image obtained from [38]

In figure 3.8 we see the propagation of a Gaussian distributed beam through a lens. The

top image shows the beam size as function of its position starting at its waist. Below

that, we see the corresponding phase-space plots. Red is the distribution of electrons

and the black ellipse marks the contour of the distribution. For Gaussian beams this

ellipse (in x-direction) in the waist is described by (x/2σx)2 + (px/2σpx) = 1. In beam

physics the ellipse’s area A is proportional to the beam quality and is called emittance



Chapter 3. The Ultracold Particle Source 28

ε (A = πε). In this work we assume Gaussian distribution in both directions of the

phase-space.

3.3.2 Emittance

Generally speaking, the smaller the area (emittance) the better the beam quality. In

beam physics we use the normalised emittance. The normalised (rms) emittance (in the

x-direction) is defined as:

εx =
1

mc

√
〈x2〉〈p2

x〉 − 〈xpx〉2 (3.7)

with m electron mass and c speed of light. The normalised emittance is expressed

in [m rad] and is in principle a conserved quantity according to Liouville’s Theorem.

Particle scattering or space charge effects such as Coulomb repulsion increases emittance.

Decreasing emittance is more complicated but can be done by using a pinhole but comes

at the cost of lower current.

The transverse emittance in the y-direction and the longitudinal emittance in the z-

direction are defined analogously. Transverse emittance provides a connection between

Figure 3.8: In the waist (1) we see an upright ellipse and represents an uncorrelated
phase-space distribution. In the second position (2) we see how the spatial and momen-
tum distributions evolve by beam drift. The lens (3 + 4) focusses the beam and flips
the ellipse. After some drift space (5) the beam will be in waist again (6). Here, the
waist is smaller than the first waist, but has a higher momentum spread (more narrow

but more elongated ellipse).
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bunch width and transverse momentum spread. Longitudinal emittance connects bunch

length and energy spread. As stated before, in the beam waist the particles’ position

and momentum are uncorrelated, which makes 〈xpx〉 = 0 and equation 3.7 reduces to:

εx =
1

mc
σxσpx , (3.8)

Low emittance means that the beam simultaneously can be well collimated and tightly

focused. Since emittance is conserved we can make very small spot sizes σx by increasing

the angular spread σpx or vice versa. The second thing conservation of emittance tells us

is that the beam quality is determined at the source. We want to express the emittance

in terms of source parameters. We associate the initial electron transverse momentum

spread with an effective source temperature Tx:

1

2

σ2
px

m
=

1

2
kBTx, (3.9)

where kB is the Boltzmann constant. We combine equations 3.8 and 3.9 to express the

beam quality with the source size σxi and source temperature (in the x-direction):

εx = σxi

√
kBTx
mc2

. (3.10)

This equation shows there are two approaches for a low emittance beam: (1) starting

with a small spot size (a vertical line in phase space), for example field emission electron

sources extract high temperature electrons from a single atom sized tip [39]. Or (2)

starting with a low electron temperature (horizontal line in phase space) such as the

ultra cold atom source, used in this work.

3.3.3 Coherence length

The quality of electron bunches used for diffraction is expressed in transverse coherence

length L⊥. The transverse coherence length is a measure for the correlation between

two waves separated in space (or time) and in the waist it is defined as:

L⊥ =
~
mc

σx
εx

=
~
σpx

, (3.11)

We use this quantity because in order for a wave to diffract the L⊥ of our beam must

be larger than the (largest) crystal’s lattice spacing a. However L⊥ is not a conserved

quantity, it depends on the beam size σx, and can be in principle be made arbitrarily

large by increasing the beam size σx, as seen in equation 3.11. We now define the relative
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transverse coherence

C⊥ =
L⊥
σx

=
~

mc εx
(3.12)

which is a conserved quantity if the emittance of the beam is conserved. For the ideal

diffraction experiments we want the coherence length to be as large possible and a beam

size with the size of the sample s, yielding the highest coherence length without throwing

away electrons in your sample holder:

L⊥,max =
~
mc

s

εx
= C⊥s. (3.13)

3.3.4 Beam line model and characterisation

In order to calculate the particle trajectory through our setup we can use a similar model

to that used for optical ray tracing. This model uses the paraxial approximation and

each element in the beam line is represented by a transfer matrix Mj, which describes

the transformation of the ellipse in phase space:[
xf

x′f

]
≡
[
A B

C D

][
xi

x′i

]
≡Mxi, (3.14)

where xi(f) is the initial (final) position and x′i(f) ≈
px
pz

the particle’s initial (final)

directional angle with respect to the z-axis. Two transfer matrices are enough to describe

all elements: one for a thin lens Mf and one for beam drift Md

Mf ,j =

[
1 0

−1/fj 1

]
Md,j =

[
1 dj

0 1

]
. (3.15)

Here is fj the focal length of the jth element and dj the drift space. Along the beam

line the electrons travel through a combination of N of these two elements yielding one

total transfer matrix:

Mtot =

[
M11 M12

M21 M22

]
= Mf ,NMd,NMf ,N−1Md,N−1 · · ·Mf ,1Md,1. (3.16)

Using this model we can relate the initial rms beam size σx,i and divergence σx′,i to the

final beam size:

σ2
xf

= M2
11σ

2
xi +M2

12σ
2
x′i

(3.17)

The divergence can also be expressed by equation 3.9 in terms of source temperature T:

σx′i = σpx/pz =
√
kBT/2U , yielding:

σ2
xf

= M2
11σ

2
xi +M2

12

kBT

2U
. (3.18)
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We now have a theoretical description of the beam size throughout the beam line. We

can relate the final beam size to source parameters by comparing measurements with

this model. However, we have to take into account the (de)focussing elements. Table

3.1 lists the focal length of each element and whether it is included in our theoretical

model when fitting the experimental data by a ‘y’ (=Yes) or ‘n’ (=not included) . The

solenoids aren’t the only elements that change the beam size. We also have to take into

account the exit kick from the accelerator. Since the field is radially diverging at the

exit of the accelerator due to its shape, the exit acts as a negative lens, with focal length

-0.033 m [12]. Also the MOT coils act as a magnetic lenses. These lens elements are

both included in our model.

In measurements it is seen that the waist in the x- and y-direction of our beam are

at different values of z and also that σx < σy. Previous work on this setup, [12, 27],

concluded that this is caused by an spurious quadrupole present in our setup, which

causes the bunches to be focussed in one direction and defocussed in the other direction.

The hypothesis is that there is a magnetised element in the beam line. The position d

and focal length f = ∓
√

2mU/eKL are fitted by the computer, where KL is the strength

of the quadrupole. The main problem of this quadrupole is that the beam is focussed

in the x-direction and defocussed in the y-direction. The position and strength of the

quadrupole, the source temperature and a correction factor on the magnetic lens strength

are fit parameters in this model.

3.3.5 Effective transverse temperature measurements

With aforementioned model we can determine an upper limit for the effective source

temperature of the ultracold electron source. The source temperature is an upper limit,

because the model doesn’t include processes that increase the beam size such as lens

aberration. Processes such as these deteriorate the beam and lead to an overestimation

of the source temperature. From formula 3.18 we can determine the source temperature,

in principle, with one measurement. However, it is more accurate to measure the spot

size for varying beam parameters. We perform a so-called ‘waist scan’, where we measure

the beam’s size at the detector σxdet as function of the current of the last magnetic lens

I2. Basically, we scan the position of the waist over a distance around the detector. The

computer fits the temperature of the model to match the experimental data. We neglect

the contribution of longitudinal energy spread to the spot size, since this is only about

0.1%.

The spot size was measured by fitting the spot intensity profile with a sum of two rotated

2D Gaussian distributions. The spot is elliptical shaped and each Gaussian fit resulted

in a standard deviation of the long and short axis of the ellipse. Solenoids cause the
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Figure 3.9: An example of a spot on the detector during a waist scan. The axes show
pixels in x- and y-direction.

beam to rotate so we do not look at the x- and y-direction but we look at the short and

long axis (σ1,2) of the ellipse. The rms width obtained from the fit is used as spot size.

Figure 3.9 shows the intensity profile of a electron spot on the detector. A dark mea-

surement is subtracted from the image and all pixels values below zero are set to zero.

We cut out only the relevant part of the detector to speed up data processing, but more

importantly to prevent that any oversaturated pixel is mistaken for the actual electron

spot by the analysis software. Figure 3.9 clearly shows the elongation of the the electron

bunch in one direction.

The major and minor axes of the ellipse are marked by two teal orthogonal lines in figure

3.9. Along these axis we look at the cross section of the spot to determine the spot size,

as is shown in figure 3.10. The cross-section of the spot is fitted and we get a standard

deviation of the short and long axes. The minor and major axes from the green ellipse

in figure 3.9 represent the standard deviations found from the cross-sections in figure

3.10.

We notice that the major axis is three times larger than the minor axis. The spot sizes

are 188± 2 and 56± 5 µm respectively. This shows that we measure spot sizes smaller

than the resolution of our old detector. We also see that we are able to focus our beam

onto a few pixels (with pixel size 15.6× 15.6 µm2).

Along the major axis the distribution is slightly skewed, but we still fit with a Gaussian

function. We notice this deviation in the major axis in all recorded waist scans. However,

the Gaussian fit along the minor axis successfully describes the data. In principle it is

enough to have a low emittance beam in one direction
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Figure 3.10: Cross sections of the spot intensity profile of the major (left) and minor
(right) axis. The minor axis satisfies the Gaussian shaped distribution. The major axis

deviates more but a Gaussian shape is still recognisable.

Waist scan

In figure 3.11 an example of a waist scan is shown. This experiment was carried out

with Ue = 11 keV, the TVIPS detector and a pinhole in the beam line. The step size of

the current was smaller for data around the focus. The solid lines are the theoretically

calculated with the beam line model and the data points are from the measurements.

The data is closely packed and only one axis of each measurement is shown. Both axis

can be found in appendix A.1. For the minor axis the model describes the data better

than the major axis. This is because the source size in that direction was harder to

determine and also due to the small deviations from Gaussian distribution as mentioned

before.

In general for low lens current, I <0.4 A, the beam had a large spot size, resulting in

a low intensity which complicated the fitting process. In case the fitting failed, because

an oversaturated pixel was fitted e.g. for 495 nm data, I <0.2 A, the data point was

removed. Especially for the 495 nm data the difference in bunch charge was a limiting

factor on fitting and caused high uncertainty.

For higher excess energy we see larger spot sizes compared to low (negative) excess

energy as expected. The femtosecond ionisation wavelength is varied between 485, 490

and 495 nm and the respective temperatures of T = 41± 7, 32± 4 and 19± 3 are found

using equation 3.18. These are consistent and slightly better than [12, 27]. The smallest

spot sizes measured are 51± 5, 46± 5 and 40± 5 µm for the 485, 490 and 495 nm data

respectively. This is a 4 − 5 fold improvement of the resolution reached by the MCP

detector in [12, 27].

Temperature, emittance and coherence length

The lowest normalised rms transverse beam emittance of ε = 1.1 ± 0.1 nm rad was

obtained for λ = 495 nm (Eexc = −15 meV). Assuming a source size of σi = 20 µm, based
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Figure 3.11: Left: A waist scan performed with three different ionisation wavelengths.
The measurements are represented by the data points. The data is fitted with the model
from 3.3.4 and is represented by the solid lines. The line colour of the model matches
with its corresponding measurement. Right: zoomed in around I2 = 0.65 A where the

beam is focussed on the detector.

on the beam profile of the excitation laser, we calculated a temperature of T = 19 K,

see equation 3.10. A corresponding relative transverse coherence of C⊥ = 3.4±0.3 ·10−4

is calculated with equation 3.12. In principle bunches with lower temperatures can be

created by choosing a larger wavelength but one would have to sacrifice bunch charge.

It is instructive to plot the measured emittance, temperatures and relative coherence

as excess energy (equation 3.4), as is shown in figure 3.12. The source temperature

increases with higher excess energy as predicted in section 3.3.2. From this it follows

that emittance increases with the excess energy, and coherence length decreases.

In figure 3.12 some results of [12] are also presented by the black diamond. This work

reports a slightly overall increased beam quality. This can be attributed to the pinhole

and a better detector in the beam line.

3.4 Bunch length

The bunch length is the limiting factor for the temporal resolution in UED. This group

already reported sub-100 fs electron bunches from 100 keV DC photogun for UED by us-

ing a compression radio-frequent (RF) cavity [40]. However, the pulse length of bunches

from UCP setup wasn’t investigated before until very recently [13]. Here, the pulse

length was measured by a resonant streaking cavity. Ref. [13] reported σt = 25 ps

pulses with a normalised rms transverse emittance of 1.5± 0.1 nm rad. These measure-

ments were performed alongside the work in this project and proves that the UCP setup

creates high coherent, ultrashort electron bunches containing ∼ 103 electrons.
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Figure 3.12: Overview of the source temperature, normalised rms transverse beam
emittance and relative transverse coherence as function of excess energy.



Chapter 4

Electron diffraction with an

ultracold source

This section described the results of diffraction measurements done on graphite, graphene

and HFBI. A diffraction pattern recorded using a 20 layered graphite sample was to check

the beam quality independent of source parameters, and also to check if the achieved

resolution is good enough to resolve the close packed diffraction peaks of HFBI. Diffrac-

tion on graphene was to check whether the contrast of the UCP setup was good enough

to detect diffraction on a monolayer, which is necessary for HFBI samples. We end with

an analysis on an attempt of diffraction on HFBI and the implications of the found

results.

4.1 Diffraction on graphite

Diffraction patterns are recorded with the setup as shown in figure 3.5. With Eexc = 10

meV, a source temperature of around 30 K, we focus the beam on the detector for 10 s

with a ionisation repetition rate of 1 kHz. Under these conditions a exposure time of 10

s is equivalent to 107 electrons, which was expected to deliver a full diffraction pattern.

Focussing on the detector gives the sharpest diffraction spots and will test the resolution

of the setup. If we observe small spot sizes compared to the distance between the spots

(σ<r), we know what we have a high resolvability and thus coherence.

Two measurements were performed: One with a normal excitation beam intensity, and

one with the excitation beam intensity 10× lower than the first measurement by using

an ND-filter. With the normal excitation beam we were slightly above the saturation

intensity. A higher intensity of the laser result in a slightly bigger excitation volume

36
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Figure 4.1: Left: Six first order diffraction peaks from graphite. Measurements were
done on the three labelled peaks. Right: Diffraction on graphite with lower power
excitation beam. Measurements are done on the same peaks as in the left picture. These
images are logarithmically plotted and smoothed for better visibility. The diffraction

peaks are only a few pixels wide, but it is poorly visible on paper.

deteriorating the emittance. A lower intensity is expected to have smaller spots on

the detector compared to without ND-filter (σND<σ), but comes at the cost of lower

current.

An example of two diffraction patterns is shown in figure 4.1 and shows six first order

diffraction spots. The second order fell outside the detection area. For viewing purposes

only, the counts per pixel were plotted logarithmically, which was not done for analysis.

The one with an ND filter has lower signal-to-noise and the spots were less visible,

because of the lower current. Three peaks are labelled. The zeroth order beam is

blocked by a beam block, which is the dark circle in the middle. Some background noise

(seen around the beam block) is still apparent even after subtracting a dark image. The

six diffraction peaks are however clearly distinguishable so we are confident enough to

not confuse the diffraction peaks with damaged parts of the detector.

The spot sizes of three diffraction peaks (as labelled) of two measurements for each

method were measured and compared. A typical spot and a profile along one of the

axes are shown in figure 4.2. The diffraction spot is Gaussian shaped, and fitted with

the same method as before from which the spot size is determined. The spot is slightly

elongated i.e. one axis is bigger than the other. This is the same case as the difference

in the two axis from the waist scan measurements in section 3.3.5. This resulted in spot

sizes (σ2) along Axis 2 were smaller than along Axis 1 (σ1) in all measurements. An

overview of the measured diffraction spot sizes is presented in figure 4.3.

To clarify, measurement numbers are labeled on the x-axis. Measurement [1−3] represent

the measurement of spots 1, 2, 3, as labeled in figure 4.1 and [4 − 6] also represent
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measurements on the same spots but for another image taken with the exact same

condition. We choose this out of practical reasons; in this area the detector surface had

little to no damage and the spots had the best shape and the most signal. Secondly,

these spots fitted the best in the detection area, even when we blow up the spot sizes

such as in section 4.1.1.

The smallest diffraction spot size measured is σ2 = 84 ± 5 µm. And σND,2 = 72 ± 16

µm for the measurement with lower excitation intensity. On average the spot sizes with

a lower excitation intensity are smaller due to a lower emittance, but have a larger

uncertainty, due to a lower current:

σ2 [µm] σND,2 [µm]

Best 84± 5 72± 16
Average 95± 5 92± 11

However, these values are very close to each other and we rather choose a higher current

since background is still an issue. Overall these spot sizes are a factor 2 − 3× smaller

than in previous work [27].

The diffraction angle from the measurement is calculated by 2θ = tan−1(r/h) where

r = 13.6 mm the distance between two first order peaks, and h = 0.235 m the distance

between the sample and the detector. The diffraction angle found is 2θ = 57.7 ± 0.8

mrad, which agrees with the theoretical angle of 57 mrad calculated by using Bragg’s

law from equation 2.9 with d1st = 0.2131 nm.

Another result obtained from this measurement is ratio between spot size and distance

between spots. We see that the spot sizes are small compared to the distance between

spots and that we are in principle able to resolve bigger lattice constants. If we want to

study HFBI with a lattice constant of 5.5 nm the peaks will be 5.5nm/0.2131nm ≈ 26 times

closer to each other. The distance between two peaks on the detector then becomes

13.6mm/26 ≈ 0.52 mm ≈ 6 × σ2. According to the criterium for visibility, two Gaussian

shaped overlapping interference fringes separated by 6σ are clearly distinguishable.

This means that with the UCP setup we can study materials with diffraction angles that

of macromolecules. Note that this derivation has been done from the diffraction pattern

only, without using source parameters.

4.1.1 Diffraction with the beam focussed on the sample

It was suggested in previous work on this setup [28] that the MCP detector was a limiting

factor on the resolution. The coherence length was measured from diffraction patterns

where the beam was focussed on the sample. We performed the same measurements
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Figure 4.2: Right: Example of one diffraction spot on the detector.
Left: Profile along the minor axis of the diffraction spot fitted with a Gaussian.
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Figure 4.3: Rms spot sizes of the diffraction peaks for different measurements. The
bottom graph is an experiment where the excitation laser power is 10 times lower than

the top graph.
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with the same method as in previous section 4.1, but now with the beam focussed on

the sample. This resulted in much larger diffraction spots, as can be seen in figure

4.4. This is expected as σθ is much bigger here. The other thing we notice is that the

spots are now shaped differently, i.e. the top left spot is now cut in half. This makes

a Gaussian fit not suitable anymore in the direction perpendicular to that ‘cut’. The

cut is caused by the TEM grid mesh that casts a shadow on the detector since electrons

cannot travel through the TEM grid material. In the other direction we measure a rms

spot size of σdet = 1050± 20 µm on the detector.

The coherence length from equation 3.11 is rewritten by the following steps:

(1). The momentum spread is written in terms of angular spread: σθx = σpx/pz.

(2). From equations 2.9 and 2.10 we connect the first order diffraction angle 2θ to the

longitudinal momentum pz by: pz =
√

2mUe = h/d1st2θ.

(3). Substitute (1) and (2) in equation 3.11 to get L⊥ =
d1st
2π

2θ
σθ

.

(4). Since the beam is focussed on the sample we assume that the spot size on the

sample is much smaller than the spot on the detector: σsample � σdet. Together with

the small angle approximation we find the geometric relation: 2θ
σθ
≈ r

σdet
.

Combining step (3) and (4) to yield:

L⊥ ≈
d1st

2π

r

σdet
. (4.1)

Note that this is an expression to determine the coherence length purely from the diffrac-

tion images only, without prior knowledge of the beam parameters. In essence the co-

herence length is a measure for the visibility of diffraction patterns. In a way it makes

sense that it is derivable from a diffraction image only.

From figure 4.4 we determine a coherence length of L⊥, 1 ≈ 0.46 nm using equation 4.1,

for a beam with T = 19 K. From the measured coherence length and the beam emittance

from the waist scan we estimate that σsample = 1.6 µm. Thus from figure 4.4 we find a

relative coherence C⊥ = 2.9 · 10−4.

We expect a higher relative coherence because the axis used for this calculation showed

larger rms spot sizes and higher emittances throughout all measurements. The coherence

length determination is limited by the shape of the diffraction spot and we couldn’t fit

an accurate spot size for the minor axis. We expect the coherence length on the minor

axis to be close to the theoretical value from section 3.3.5, which is C⊥ = 3.4 · 10−4.

Furthermore, from beam alignment we know that the second magnetic lens had non-

negligible aberrations affecting the beam and could explain the difference between the

measured and theoretical value.
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Figure 4.4: Bigger diffraction spots of graphite with a beam focussed onto the sample
instead of the detector. The spots are shaped differently than shape diffraction. Again,

this picture was slightly modified for viewing purposes.

4.2 Diffraction on a graphene monolayer

In section 2.2 it was calculated that 2.7% of the electrons would contribute to a diffraction

pattern on a monolayer graphene. Around 7% would be lost and the remaining electrons

are unscattered. A diffraction measurement on graphene has been done to check whether

this contrast is visible on the MCP detector. A Pelco single layer graphene on a TEM

grid from Van Loenen Instruments was used as a sample. The sample was checked in

the TEM and micron sized domains of crystalline graphene were visible. Upon record-

ing of a diffraction pattern on a single domain, the familiar six diffraction peaks were

observed in hexagonal symmetry. When multiple domains were selected the diffraction

peaks changed in blurred spotted rings. The observed domains are polycrystalline i.e.

crystallites of varying size and relative orientations. TEM measurements are shown in

figure 4.5.

The diffraction experiment in the UCP setup is performed as described in section 3.1

in MCP detector configuration. Femtosecond ionisation with λ = 495 nm and Ue = 11

keV yields low electron temperature. The images were recorded for 30 seconds with the

laser at a repetition rate of 1 kHz. This large exposure time was needed to obtain a

full diffraction pattern. Under these conditions about 0.5− 1 · 106 electrons will scatter

elastically at the graphene layer. A dark image is subtracted, all negative values are set

to zero and the colormap is set for the best contrast of the diffraction peaks. The result

is shown in figure 4.6. The background around the beam block has a higher intensity

than the peaks because the detector was exposed for 30 seconds to inelastically scattered
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electrons, the unscattered electrons i.e. 0th order, and the continues background elec-

trons from the accelerator. This signal was found to be hard to eliminate with only the

beam block. The background electrons from the accelerator start at a different position

and have a different energy than electrons from the MOT, which makes them prone to

spherical and chromatic aberrations of the beam line optics. The aberrations affect the

trajectory and make it difficult to align onto the beam block. We even saw electrons

passing through the second sample holder (located 6 mm next to the studied sample)

onto the detector.

The position of the peaks was determined by hand in QFitView. It was found to be diffi-

cult for the computer to distinguish the peaks from the background automatically. The

average distance between the peaks was calculated by averaging over 6 measurements.

The diffraction angle is calculated by 2θ = tan−1(r/h) where r = 14.5 mm the distance

between the zeroth and the first order, and h = 0.28 m the distance between the sample

and the detector. For the hexagonal symmetry this is the same as the distance between

two first order peaks. The Bragg angle found is 2θ = 53± 2 mrad, which is close to the

theoretical Bragg angle of 57 mrad calculated by Bragg’s law from equation 2.9 with

d1st = 0.2131 nm.

In conclusion we find that with the UCP setup we have a good enough signal to noise

ratio to observe diffraction on a monolayer of graphene. So we can detect diffraction if

a few percent of the electrons scatter elastically.

Figure 4.5: Left: TEM image of a few graphene domains. Image is 3.1 x 3.1 µm in
size. Right: electron diffraction with the TEM shows six fold symmetry from first order
diffraction peaks with some rings due to poly-crystallinity of the domains. One peak is
behind the beam block. In the top right en bottom left second order peaks are visible.
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Figure 4.6: Image of a diffraction pattern of monolayer graphene. The colormap is
adjusted for the best contrast. In dark part in the middle is the beam block, surrounded
by a intense background. The distance between the six peaks is used to calculate the

diffraction angle.

4.3 Crystallography on HFBI

4.3.1 HFBI sample fabrication

This subsection describes the process of making a suspended crystalline film of HFBI

on a holey carbon grid (with holes of 1.2 µm in diameter and separated by 1.3 µm)

and is based on the method described in [16–18, 23]. The Hydrophobin class I solution

with a concentration of 2 mg/ml was provided by [18]. 5 µl HFBI solution was added

to a 95 µl MilliQ sessile drop on a Parafilm. The droplets were incubated for 2-4 hours

in ambient conditions. Afterwards the drops appeared to be flatted due to the self-

assembled properties which lowers the surface tension [16]. The protein film was formed

on the top of the droplet and was transferred onto the holey carbon grid by laying the

grid carefully on the droplet for 30 seconds. Then, the samples are negatively stained

by subsequent incubation of 15 seconds in a 5 µl 2% uranyl acetate droplet. Staining

increases the signal to noise ration in TEMs. After incubation the excess solution on

the grid was removed by a tissue. The samples dried overnight at room temperature.

We now have a film of HFBI on a holey carbon TEM grid, which can be placed in the

TEM and UCP setup in our lab.

4.3.2 Crystallography on HFBI with a TEM

To check if the sample fabrication was done correctly, we performed a low-dose electron

microscopy (EM) recordings in the FEI Technai G2. A large part of the TEM grid was

covered with HFBI material. Zooming in, we saw some broken films but also intact
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material. Interesting was to see that the material evaporated when looking too long

with a high current. This is possibly due to the irradiation damage of 200 keV electrons

from the TEM. An intact area was further studied with lower current, and an image was

recorded. The image was recorded within a single hole of the holey carbon grid with

an area of 0.14 µm2. On the image the ordering of the macromolecules was present,

but noisy. Figure A.2, in the appendix, shows the direct low dose image of HFBI with

ordering. The noise on the image is the result of a short exposure time necessary to

record an image before the beam destroys the film.

Fast Fourier Transformation (FFT) on the images allowed to study the crystallinity of

the HFBI films, and is showed in figure 4.7. It shows a sixfold symmetry of diffraction

peaks, which is characteristic for 2D hexagonal packaging. The image was then rescaled

by applying a factor 8×8 binning to make the peaks better visible. See the digital version

of this report for a better representation of this FFT image. The colourmap of this

image is scaled for visibility purposes. The raw image can be found in A.3. Furthermore

there is a diffraction ring at a distance twice of the distance of the first order peaks.

These spotted rings indicate that the films were either crystalline or polycrystalline with

varying domain sizes.

In the right image of figure 4.7 the normalised intensity of the FFT signal is plotted

versus the distance from the centre of the plot. The FFT and radial scan are both done

in MATLAB. The position of the first and second order rings in the FFT image are

d−1
10 = 0.194 ± 0.009 nm−1 and d−1

20 = 0.39 ± 0.01 nm−1 respectively and agrees with

Ref. [18]. The unit cell size a can be calculated from the first order diffraction peak

d−1
10 with a = 2d10/

√
3 = 5.9 ± 0.3 nm. This result agrees with Ref. [18] who reported

a = 5.8 ± 0.2 nm for FT images of stained HFBI and also agrees with Ref. [16] who

reported a = 5.5 nm for HFBI with grazing X-ray diffraction.

4.4 Diffraction on HFBI

4.4.1 Diffraction on HFBI with a TEM

An attempt to see diffraction on HFBI in the TEM was made, but did not succeed.

Possible causes could be the inexperience with operating a TEM with diffraction mea-

surements, the time constraint of making, studying and fabricating better HFBI sample,

the lack of knowledge of low dose EM and diffraction in a TEM. For example, during

EM measurements we saw that the HFBI layers suffered from radiation damage and

that the layers slowly disappear (being destroyed or evaporated) when exposing it too

long to our beam. Our TEM misses an aperture to regulate the current. For recording
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Figure 4.7: On the left: A scaled Fourier Transformed image of stained HFBI films.
Three of the six first order diffraction peaks d−1

1 0 are marked with arrows. Outside the
central peak there’s a second order diffraction ring, marked with the d−1

2 0 label. On the
right: Radial intensity profile of the left image shows first order peaks around q = 0.2

nm−1 and a small second order peak around q = 0.4 nm−1.

an EM image we had to move the beam into the correct position, quickly record the

image and a few seconds later that area of the HFBI film was gone. Furthermore it was

impossible to expand the beam further than a few micron (at the sample) for diffraction

due to the custom modifications on the TEM’s beam line. The FFT image experiment

indicated that there is crystalline HFBI present on the sample. The results are so com-

parable to [18] that we conclude that we successfully fabricated suspended crystalline

HFBI films, and we would focus on new diffraction experiments in the UCP setup rather

than reproduce the old work from literature.

4.4.2 Diffraction on HFBI with the UCP-setup

We attempted diffraction measurements on the self-fabricated HFBI sample under the

exact same conditions as in section 4.1, but without a beam block. We did not succeed

in making a diffraction pattern after extensively varying numerous beam parameters

such as excess energy, bunch charge, exposure time and beam size on detector.

The time constraint on the detector usage did not give the opportunity to investigate

the reason for the measurement not succeeding in details as we would like to. Possible

reasons could be that the sample was no longer intact after TEM measurements or after

being stored for a few weeks in ambient conditions.
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Expectations

Both in- and elastic scatter chances on a monolayer HFBI is roughly 5 times higher than

graphene. From experience we see that the accelerator background is dominant over the

inelastic background. By some image post-processing e.g. subtracting dark images, some

of the background can be suppressed. Thus, diffraction on HFBI is expected to give a

better contrast than graphene, which we already successfully studied in section 4.2. The

holey carbon grid of the HFBI samples also have an advantage over normal TEM grids.

Electrons that hit the carbon are not transmitted so the zeroth order intensity should

be relatively weaker.

A simulation of diffraction from HFBI (green) with respect to graphite (red) is presented

in figure 4.8. The image shows a measurement on graphite alongside the simulation. For

simulation we used the same beam convergence and distance between sample and detec-

tor as in the experiment. On the left a beam energy of 11 keV was used whereas a beam

energy of 9.5 keV was in simulation. Comparing the simulation with the experiment

we see that the diffraction spot size for graphite is comparable. However the diffraction

orders of HFBI are closely stacked around the zeroth order beam. The background in

experiments is possibly a limiting factor since it it could dominate the diffraction signal

close to the zeroth order peak. A more flexible beam block (size and position) is recom-

mended for future experiments to see more details close to the undiffracted beam. The

noise around the zeroth order seen in experiments makes it impossible to study the first

diffraction orders from HFBI. This is probably the limiting factor for this setup and has

the be understood and controlled better. A few recommendations to do differently in

next studies are proposed in section 5.1.

4.5 Implication of diffraction measurements

The coherence length of section 4.1.1 is enough for diffraction on material with lattice

constants a few times larger than graphite. However, the angular spread was increased

for the purpose of the measurement. With the relative coherence of C⊥ = 2.9 · 10−4

and a beam size of 20 µm on the sample it would become possible to do diffraction

measurements on materials with a lattice constant of 5.5 nm, such as HFBI. Increasing

the beam size to 70 µm on the sample, we can study materials with d1st = 20 nm, which

resolution was achieved in section 4.1.

These measurements were performed with σt = 25 ps pulses, a normalised rms trans-

verse emittance of 1.5± 0.1 nm rad and a effective source temperature of 19 K. Source

temperatures of 10 K have been reported (Ref. [28]) and the rms source size can be
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Figure 4.8: Left: Diffraction measurement on graphite. Right: Diffraction on
graphite and HFBI simulated in SingleCrystal software. Green arrow emphasises the

similarity between the spot sizes of the measured and simulated diffraction peaks.

lowered to 3 micron (diffraction limit) to achieve even better beam quality at the cost

of current. We conclude that the ultracold electron source is a viable technique for

ultrafast electron diffraction on macromolecules.

4.5.1 Single shot diffraction on protein crystals. Where do we stand?

An area to look into is single shot diffraction. With a pump probe scheme there is a

chance that the pump laser induces irreversible damage to the specimen. This can be

mitigated by recording a diffraction pattern within one shot. The general rule of thumb

is that you need a bunch charge containing 106 − 107 electrons.

Ref. [11] showed single shot diffraction with 6 · 106 electrons on gold with a 100 keV

electron gun. And Ref. [29] showed single shot diffraction on gold with 5 · 105 8 keV

electrons from a UCES. We see that a lower energy requires less electrons for a single

shot diffraction pattern, as was predicted in section 2.2. In the latter experiment the

electrons were extracted from a cylindrical ionisation volume with a diameter of ∼1 mm

and a height of 30 µm FWHM with a MOT density of 1016 m−3. A large ionisation

volume gives a high beam emittance and thus lower the beam quality. An option is to

increase the MOT density and keeping a small ionisation volume.

Currently a parallel project on this setup is investigating possibilities to increase the

MOT density from 1016 m−3 to 1018 m−3. With a MOT density of 1018 m−3 we get
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pulses containing around 5 · 105 electrons when assuming the same conditions as in

diffraction experiments from section 4.1. This promises single shot diffraction without

compromising for beam quality. However, a problem for these bunches is the repelling

space charges of electrons, and has been the limiting factor for other electron sources i.e.

photoguns. The UCP-setup extracts the electrons from a larger volume so space charge

effects is less present. A way to mitigate space charge effects from a dense MOT is to

ionise with a 2 ns (FWHM) laser. Here, the same amount of electrons are extracted

104 times slower than with fs ionisation, but of course yield longer pulse lengths. This

project briefly looked into ns ionisation however diffraction was not observed for reasons

unknown. However this should be better investigated in the future. This study should

consider a trade off between bunch charge, beam emittance, bunch energy and between

ns or fs ionisation.

Single shot diffraction also doesn’t suffer from beam instabilities between shots. For

diffraction measurements in this work we use high exposure times. If the beam drifts

within these 10− 30 seconds the diffraction peaks will be blurred or broaden and limits

the quality of the image.

This project briefly looked into single shot diffraction on graphite experimentally. We

found out the detector didn’t have a reliable sub-second exposure time. We then lowered

the repetition rate of the ionisation laser to 1 Hz and tried exposure times of 1 second.

The background electrons dominated the measurement since this a continuous effect,

whereas our diffraction signal was reduced a factor 1000 due to the repetition rate.

Single shot diffraction is possible as mentioned above, but during these measurement it

became apparent that this required a project outside the scope of the thesis.
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Conclusion, recommendations

and outlook

This thesis investigated the possibility for ultrafast electron diffraction on macromolecules

with an ultracold electron source. Different from previous work on this setup is a slightly

different beam line and detector with a higher resolution. The emphasis is to investi-

gated diffraction on macromolecule such as the surface protein Hydrophobin (HFBI).

HFBI has a lattice constant of 5.5 nm, 20 times larger than graphite.

A waist scan showed a normalised rms transverse emittance of 1.1± 0.1 nm rad, corre-

sponding to an effective source temperature of 19 K and rms source size of 20 micron.

In theory, this should have a relative coherence of C⊥ = 3.4 · 10−4.

From diffraction measurements we concluded that the we have at least a relative co-

herence of C⊥ = 2.9 · 10−4. Note that this was determined independently from source

parameters. This is sufficient to record a diffraction pattern of a macromolecule.

From another diffraction experiment, with the beam focussed on the detector, we found

that this setup can comfortably resolve first order diffraction peaks from materials with

a lattice constant of 5.5 nm. For bunches containing containing ∼ 103 electrons a rms

pulse length 25 ps was reported alongside these measurements with a normalised rms

transverse emittance of 1.5± 0.1 nm rad and rms source size of 20 micron.

We successfully made crystalline films of HFBI on a holey carbon grid suitable for our

setup. For HFBI films the elastic scatter cross-section was calculated and compared

to graphene. From these calculations we expect a diffraction signal two times stronger

from HFBI than from a mono-layer graphene. For graphene we showed we have enough

signal to noise ratio to detect electrons diffracted on a monolayer graphene. Diffraction

measurements on HFBI with the UCP setup were however unsuccessful. However the

49
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experiments performed in this work points to the conclusion that the UCP-setup is able

to perform UED on proteins.

5.1 Recommendations

Theoretically the UCP-setup should be able to perform diffraction experiments on

macromolecules. We list a few recommendation for future research or new setups.

HFBI sample

There are still some question regarding the HFBI samples. For instance: How long

does a sample stay intact (in vacuum or normal ambient conditions)? Did we destroy

the sample with TEM measurements? What’s the induced damage when the sample is

exposed to 10 keV electrons for a long time (in the order of hours)?

More experience with sample fabrication could lead to a higher percentage of intact

films and result in more diffraction. An elegant idea to compare diffraction patterns of

graphene and HFBI is to make HFBI films on a graphene sample. This would also allow

to use uncalibrated setups since the diffraction angle on graphene is well documented.

We were not sure whether graphene is porous or repellent with respect to the HFBI

solution, but it is worth a try in next study.

Detection

The high resolution detector was an improvement on the measurements. It is highly

recommended to use this detector over the MCP detector. Especially the high dynamic

range of the detector strongly contributed to the quality of the measurements. In princi-

ple we can perform diffraction measurements without blocking the intense zeroth order

beam. With the MCP this was not possible since the cascade of electrons that propagates

through the channel can affect the surrounding channels and broadens or oversaturates

the peaks.

A permanent high resolution detector is needed to study diffraction on the protein ex-

tensively and systematically. The diffraction orders are closer together than graphite.

A thought through placement of the detector with respect to the sample could separate

the orders for better visibility. A movable beam block would allow more flexibility in

blocking the undiffracted beam. Finally, a lens between the sample and the detector

could improve the possibility to study diffraction orders closely to the zeroth order peak.
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This detector was borrowed from a different project in the group and we had only limited

time for the measurements. A new detector is discussed in the outlook, section 5.2.

UCES and beam line

The UCP-setup in this work required aligning 8 laser beams in space and time just to

create a MOT, and 2 additional beams for excitation and ionisation. Aligning 10 beam

in the UCP-setup turned out to be a time consuming process and had to be performed

regularly with the risk of changing the parameters of the MOT such as; position, shape

and density. A grating MOT seems to be the best solution for this problem and is

discussed in the outlook, see section 5.2.

Aligning the beam line had to be done daily. There is room for improvement here. We

struggled with aligning the beam through our alignment tools. The beam line is almost

2 m and 10 keV electrons are affected by the earth magnetic field. Some additional

diagnostic tools in the beam line would help the aligning process. We also noticed

aberrations in the second magnetic lens at high current, and possibly limit the spot size

or focusability of the beam. A less aberrated beam is useful for aiming the beam exactly

at the sample so every electron goes through the material, minimising wasted electrons.

This also gives us more freedom to scan the electron energy or lens current without the

beam drifting from the sample.

More control over the shape and intensity of the excitation beam would be very con-

venient. A flexible ionisation volume is interesting if we want to use a big ionisation

volume for single shot diffraction, or a small ionisation volume for low emittance beams.

Beam jitter is a major contribution to the setup limitations. The pointing of the ioni-

sation laser varies between shots and the smallest difference influence the quality of the

diffraction pattern. Especially for diffraction measurements we use long exposure times.

If the beam drifts within these 10− 30 seconds the diffraction peaks will be blurred or

broaden and limits the measurement. We should note that the ionisation laser is placed

15 m away from the MOT. With the new setup this is only 2− 3 m, which is expected

to improve this instability.

A second major limitation is the background electrons. The unscattered and inelasti-

cally scattered electrons have to be filtered from the signal. In every measurement we

see signal ‘leaking’ around the beam block, especially with a MCP detector. For HFBI,

this area contains the first diffraction orders and the information could be lost due to

the background.
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5.2 Outlook

A new project to design a new UCES has already started. It consist of a 3D grating

MOT where a single cooling beam is required. The beam hits a surface where reflection

diffraction gratings are etched on a chip. The input laser beam together with the three

reflected beams form an optical force balance required for a 3D MOT. The grating MOT

allows the cooling, repump and excitation beams to be coupled into a single fibre. The

grating MOT saves money on equipment such as lenses and polarisers but also makes

alignment less complicated and also requires much less space in the lab.

A new detector Medipix Timepix QTPX-262k has been ordered from Amsterdam Scien-

tific Instruments (ASI). According to the company the detector allows us to record data

for proteins with a lattice size of 128 Å. The camera has a pixel size of 55×55 µm2, high

dynamic range and allows time of arrival post-selection with a resolution of 10 ns. In

10 ns 10 keV electrons travel a distance of 60 cm, thus the beam needs 3 times the time

resolution to reach the detector. This allows us to for example filter all ‘slow electrons’

such as the background electrons or electrons coming from slow, ionising Rydberg atoms

from our signal.

The last ingredient for UED is to implement pump-probe system to the setup. In this

field there is already experience in the group. Some additions to a UED setup are either

compression or acceleration cavities so we can compress the pulse length even shorter, or

to accelerate to higher energy to study other materials. There is still much more exciting

research to do for time resolved crystallography with the ultracold electron source!
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A.1 Waistscans
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Figure A.1: Waistscan with three different ionisation wavelengths for both axes.
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A.2 HFBI

Figure A.2: Direct image of low dose HFBI made with a TEM. A ‘trained’ eye can
see the ordering of the HFBI molecules. The red circles show two HFBI molecules as

guide line to the eye. Each circle is around 21Å in diametre.
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Figure A.3: On the left: A scaled Fourier Transformed image of stained HFBI films.
Six first order diffraction peaks are visible. Outside the central peak there’s a second
order diffraction ring. On the right: Radial intensity profile of the left image shows

first order peaks around q = 0.2 nm−1 and a small peak around q = 0.4 nm−1.
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Jean-Paul Latgé. Hydrophobins—unique fungal proteins. PLOS Pathogens, 8(5):

1–4, 05 2012. doi: 10.1371/journal.ppat.1002700. URL http://dx.doi.org/10.

1371%2Fjournal.ppat.1002700.

[20] Ludwig Reimer. Elemental Analysis by X-Ray and Electron Energy-Loss Spec-

troscopy, pages 423–461. Springer Berlin Heidelberg, Berlin, Heidelberg, 1997.

ISBN 978-3-662-14824-2. doi: 10.1007/978-3-662-14824-2 10. URL http://dx.

doi.org/10.1007/978-3-662-14824-2_10.

[21] Nist, national institute of standards and technology, electron elastic-scattering

cross-section database: Version 3.2. URL https://www.nist.gov/srd/

database-64-32.

[22] A Jablonski. Nist electron elastic-scattering cross-section database. 2010.

[23] Aniket Magarkar, Nawel Mele, Noha Abdel-Rahman, Sarah Butcher, Mika Torkkeli,

Ritva Serimaa, Arja Paananen, Markus Linder, and Alex Bunker. Hydrophobin film

structure for hfbi and hfbii and mechanism for accelerated film formation. PLOS

Computational Biology, 10(7):1–13, 07 2014. doi: 10.1371/journal.pcbi.1003745.

URL http://dx.doi.org/10.1371%2Fjournal.pcbi.1003745.

[24] Crystalmaker software. URL www.crystalmaker.com.

[25] S. Tanuma, C. J. Powell, and D. R. Penn. Calculations of electron inelastic mean

free paths. Surface and Interface Analysis, 37(1):1–14, 2005. ISSN 1096-9918. doi:

10.1002/sia.1997. URL http://dx.doi.org/10.1002/sia.1997.

[26] CJ Powell and A Jablonski. The nist electron effective-attenuation-length database.

Journal of Surface Analysis, 9(3):322–325, 2002.

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2242604/
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2242604/
http://repository.tue.nl/793626
http://dx.doi.org/10.1371%2Fjournal.ppat.1002700
http://dx.doi.org/10.1371%2Fjournal.ppat.1002700
http://dx.doi.org/10.1007/978-3-662-14824-2_10
http://dx.doi.org/10.1007/978-3-662-14824-2_10
https://www.nist.gov/srd/database-64-32
https://www.nist.gov/srd/database-64-32
http://dx.doi.org/10.1371%2Fjournal.pcbi.1003745
www.crystalmaker.com
http://dx.doi.org/10.1002/sia.1997


Bibliography 59

[27] M. W. van Mourik. Ultrafast electron diffraction using an ultracold source. Master

thesis. Eindhoven University of Technology, 2013.

[28] M. W. van Mourik, W. J. Engelen, E. J. D. Vredenbregt, and O. J. Luiten. Ultrafast

electron diffraction using an ultracold source. Structural Dynamics, 1(3):034302,

2014. doi: 10.1063/1.4882074. URL http://dx.doi.org/10.1063/1.4882074.

[29] Rory W Speirs, Corey T Putkunz, Andrew J McCulloch, Keith A Nugent, Ben-

jamin M Sparkes, and Robert E Scholten. Single-shot electron diffraction using

a cold atom electron source. Journal of Physics B: Atomic, Molecular and Opti-

cal Physics, 48(21):214002, 2015. URL http://stacks.iop.org/0953-4075/48/

i=21/a=214002.

[30] B. J. Claessens, S. B. van der Geer, G. Taban, E. J. D. Vredenbregt, and

O. J. Luiten. Ultracold electron source. Phys. Rev. Lett., 95:164801, Oct 2005.

doi: 10.1103/PhysRevLett.95.164801. URL http://link.aps.org/doi/10.1103/

PhysRevLett.95.164801.

[31] M. Reijnders. Ion beams from laser-cooled gases. PhD thesis. Eindhoven University

of Technology, 2010. URL http://dx.doi.org/10.6100/IR684840.

[32] G. Taban. A cold atom electron source. PhD thesis, Eindhoven University of

Technology, 2009.

[33] M. A. van der Heijden. Creation and characterization of ultrashort ultracold elec-

tron bunches. Eindhoven University of Technology, 2011.

[34] J. G. H. Franssen. Longitudinal phase space characterisation of ultracold electron

bunches. Master thesis, Eindhoven University of Technology, 2015.

[35] W J Engelen, D J Bakker, O J Luiten, and E J D Vredenbregt. Polarization

effects on the effective temperature of an ultracold electron source. New Journal

of Physics, 15(12):123015, 2013. URL http://stacks.iop.org/1367-2630/15/i=

12/a=123015.

[36] SB Van der Geer and MJ De Loos. General particle tracer. Pulsar Physics, 3:x32,

2011.

[37] Tietz video and image processing systems. URL www.tvips.com.

[38] Eric B Szarmes. Electron beam dynamics. In Classical Theory of Free-Electron

Lasers, 2053-2571, pages 3–1 to 3–9. Morgan & Claypool Publishers, 2014. ISBN

978-1-6270-5573-4. doi: 10.1088/978-1-6270-5573-4ch3. URL http://dx.doi.org/

10.1088/978-1-6270-5573-4ch3.

http://dx.doi.org/10.1063/1.4882074
http://stacks.iop.org/0953-4075/48/i=21/a=214002
http://stacks.iop.org/0953-4075/48/i=21/a=214002
http://link.aps.org/doi/10.1103/PhysRevLett.95.164801
http://link.aps.org/doi/10.1103/PhysRevLett.95.164801
http://dx.doi.org/10.6100/IR684840
http://stacks.iop.org/1367-2630/15/i=12/a=123015
http://stacks.iop.org/1367-2630/15/i=12/a=123015
www.tvips.com
http://dx.doi.org/10.1088/978-1-6270-5573-4ch3
http://dx.doi.org/10.1088/978-1-6270-5573-4ch3


Bibliography 60

[39] Peter Hommelhoff, Yvan Sortais, Anoush Aghajani-Talesh, and Mark A. Kasevich.

Field emission tip as a nanometer source of free electron femtosecond pulses. Phys.

Rev. Lett., 96:077401, Feb 2006. doi: 10.1103/PhysRevLett.96.077401. URL http:

//link.aps.org/doi/10.1103/PhysRevLett.96.077401.

[40] T Van Oudheusden, PLEM Pasmans, SB Van Der Geer, MJ De Loos, MJ Van

Der Wiel, and OJ Luiten. Compression of subrelativistic space-charge-dominated

electron bunches for single-shot femtosecond electron diffraction. Physical review

letters, 105(26):264801, 2010.

http://link.aps.org/doi/10.1103/PhysRevLett.96.077401
http://link.aps.org/doi/10.1103/PhysRevLett.96.077401

	Abstract
	Contents
	1 Introduction
	1.1 Beam quality for single shot diffraction
	1.2 Ultrafast structural dynamics
	1.2.1 X-ray crystallography
	1.2.2 X-rays versus electrons
	1.2.3 The problem of using electrons

	1.3 The ultracold electron source
	1.4 The protein Hydrophobin (HFBI)
	1.5 This thesis

	2 Crystallography theory
	2.1 Electron diffraction theory
	2.1.1 Elastic scattering
	2.1.2 Diffraction and Laue condition
	2.1.2.1 Diffraction on a crystal

	2.1.3 Inelastic scattering

	2.2 Total cross-section and mean free path

	3 The Ultracold Particle Source
	3.1 Electron bunches from laser-cooled gasses
	3.1.1 Laser-cooling and trapping of 85RB
	3.1.2 Electron bunches from the MOT
	3.1.3 Experimental setup
	3.1.4 Beam line
	3.1.5 Detection

	3.2 Bunch charge
	3.3 Beam quality
	3.3.1 Phase-space
	3.3.2 Emittance
	3.3.3 Coherence length
	3.3.4 Beam line model and characterisation
	3.3.5 Effective transverse temperature measurements

	3.4 Bunch length

	4 Electron diffraction with an ultracold source
	4.1 Diffraction on graphite
	4.1.1 Diffraction with the beam focussed on the sample

	4.2 Diffraction on a graphene monolayer
	4.3 Crystallography on HFBI
	4.3.1 HFBI sample fabrication
	4.3.2 Crystallography on HFBI with a TEM

	4.4 Diffraction on HFBI
	4.4.1 Diffraction on HFBI with a TEM
	4.4.2 Diffraction on HFBI with the UCP-setup

	4.5 Implication of diffraction measurements
	4.5.1 Single shot diffraction on protein crystals. Where do we stand?


	5 Conclusion, recommendations and outlook
	5.1 Recommendations
	5.2 Outlook

	A Appendix
	A.1 Waistscans
	A.2 HFBI

	Bibliography

