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Abstract

Recently the analysis of customer journeys has been a subject undergoing an intense study. The
increase in understanding of customer behaviour serves as an important source of success to
many organizations. Current research is however mostly focussed on visualizing these customer
journeys to allow them to be more interpretable by humans. A deeper use of customer journey
information in prediction and recommendation processes has not been achieved. This thesis aims
to take a step forward into that direction by introducing the Order Aware Recommendation
Approach (OARA). The main scientific contributions showcased by this approach are (i) increasing
performance on prediction and recommendation tasks by taking into account the explicit order
of actions in the customer journey, (ii) showing how a visualization of a customer journey can
play an important role during predictions and recommendations, and (iii) introducing a way of
maximizing recommendations for any tailor-made Key Performance Indicator (KPI) instead of
the accuracy-based metrics traditionally used for this task. An extensive experimental evaluation
then highlights the potential of OARA against state-of-the-art approaches using a real dataset
representing a customer journey of upgrading with multiple products.

Keywords: Recommender system, Data mining, Process mining, Customer journey, Context-
Aware Recommendation
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Chapter 1

Introduction

In this introduction the context to which the thesis relates is introduced. The problems tackled are
given, as well as the matters considered to be inside and outside the scope of this thesis. Following
this, a list of abbreviations of terms used during the thesis is presented and finally the structure
of the rest of the thesis is explained.

1.1 Thesis context

In today’s society, the number of interactions a customer has with an organization is quite plen-
tiful due to the myriad of ways in which customers are now able to interact with organizations.
An example of what leads to this is the growing presence of smart devices that continue to be
integrated in streets, houses, and even entire cities [4]. These logged interactions can be seen as a
sequence, where each time the customer achieves a certain goal with a specific interaction. Such
a sequence of observed events which belongs to a single customer is referred to in this thesis as
a customer journey. The analysis of customer journeys can be a huge boon towards improving
the organizations, as the key objective is to get an understanding of how the experiences of the
customer can be enriched though what marketers call their decision-making process [5].

To properly interpret the customer journey data that organ-
izations possess it is helpful to create a visualization of this in- @ start
formation to get an idea of which steps are usually taken in
the journeys. Such a representation is called a customer jour-
ney map. These artefacts often possess a non-linear structure
while reflecting behavioural, emotional and cognitive drives [6].
A mapping in this paper is obtained by means of process mining.
The result is known as a process model, of which an example is
shown in Figure 1.1. The example shown here is from the web-
site of a music festival. First a customer will have to register
him- or herself. Upon completing the registration, they go on to
either buy tickets or merchandise from a band. In case tickets
are bought, it might occur that the customer wishes to also buy
tickets from another band, which is indicated by the arrow to
and from itself. A customer can end his or her journey after
taking either of these actions, but it might also be the case that
they still need to change part of their information, for example
their payment credentials. This information can be altered and
afterwards everything is set to deliver the tickets and/or mer- Figure 1.1: Example process
chandise which leads to the end of the customer journey. Note model of a customer journey.
that in this example customers are only able to conduct a single
purchase. It might also be the case that one wishes to model all purchases made by a single

Register
2,439

223

2074 Buy merchandise
223

Buy tickets
2,168

Change info
221

End
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CHAPTER 1. INTRODUCTION

customer. In that case the process model would be different and more complex to account for this
additional behaviour.

The constant influx of logged user interactions which make up these customer journeys require
for customized approaches that are able to act upon such information. As the understanding
gained from customer journeys can be applied in many dimensions, so do the approaches which
can be built to utilize it. Those particularly relevant for this thesis are the predictions of and
recommendations for future events inside these customer journeys. Current state of the art tech-
niques which are able to interpret such information already exist, but these are built for more
general purposes. For this reason, this thesis will explore in detail how the information ingrained
in the journeys can be utilized to its fullest potential for these two tasks. Based on the results
it then becomes apparent whether this information can be a valuable asset to organizations that
want to do predictions or recommendations.

1.2 Problem description

Based on the previously described premise more concrete goals can now be introduced. The
approach proposed in this paper is called the Order Aware Recommendation Approach, shortened
to OARA, and aims to improve upon the current state of the art in three areas.

First, the extraction of a customer journey map by means of process mining is a technique
which has been recently contributed in [7]. However, the approach proposed here aims to go
beyond simply extracting a model for the customer journeys. The extracted model is used by
OARA as an asset to facilitate predictions and recommendations for future steps in the customer
journeys in a tailor-made manner. This allows for the value of customer journey data to rise it
allows for the utilization of machine learning techniques for these tasks. Usage of these techniques
would otherwise involve a large amount of manual labour if it were to be done solely based on the
discovered customer journey map.

Secondly, there are currently state of the art predictor algorithms and recommendations sys-
tems which can be used to facilitate predictions and recommendations for the customer journey
data. Features can be extracted from this data on which these methods are then trained to obtain
the corresponding predictions or recommendations. OARA however aims to improve upon these
existing methods as they do not take the explicit order information into account which is present
in the customer journeys. This information is proposed as a valuable source of contextual inform-
ation. As such it will be discussed how not taking these details into account can lead to a decrease
in quality compared to when this context is applied to the predictions and recommendations.

Finally, there is also the issue that currently the evaluation of recommender systems is mainly
focused around prediction accuracy, while other evaluation properties such as novelty are less
explored [8]. This is a mismatch with reality. Usually, the goal organizations have when recom-
mending the customer an action is the maximization of a Key Performance Indicator (KPI). This
is a value which measures how well an organization is performing on a specific key objective. To
provide a solution to the current situation it is shown how one can take KPI maximization into
account by using OARA to make sure the recommendations allow an organization to come closer
to reaching their goals.

To summarize, the main contributions of this thesis are:

1. Using a process model during predictions and recommendations.

2. The explicit usage of the order of events during predictions and recommendations to poten-
tially increase performance on these tasks.

3. Optimizations of recommendations for a configurable KPI.

While OARA was developed based on these contributions, it should be noted that these con-
tributions can be valuable to organizations which have access to customer journey information in
a real-life setting. The following problems then were kept in mind specifically:

2 Effective Steering of Customer Journeys via Context-Aware Recommendations



CHAPTER 1. INTRODUCTION

1. Providing a clear overview of the steps that are needed to go from the customer journey data
to the eventual recommendations. For each step it is then explained which matters should
be taken care of and what one should pay attention to make sure the correct methods are
applied to reach the maximal potential of OARA. This ensures that organizations will be
able to utilize the approach described in this thesis.

2. Achieving high quality predictions for each of the events inside the customer journey that
are comparable to or better than current state of the art techniques. The metrics by which
quality are assessed can then be configured by the organization as the predictions by OARA
can, like most predictor methods, be maximized for any metric.

3. Facilitating recommendations based on values which are of specific importance for a certain
organization. The novel way of doing the recommendations makes sure that regardless of
the goals of an organization, useful recommendations can be given. This is something that
is not always the case for current recommender systems.

1.3 Research Scope

Based on the presented contributions and business problems a number of concrete research ques-
tions can be created. These are:

e What are the measurable effects of explicitly taking into account the order in which events
occurred during predictions and recommendations?

e Which concepts and techniques need to be applied such that recommendations can be max-
imized towards any given KPI?

The first research question, as well as the first business problem, require a framework which
is built around taking advantage of the order present in customer journeys. This framework is
OARA, which consists of a multitude of concepts which are required both to make it possible to
take the order into account as well as measuring the effectiveness. However, as time to conduct
the research was limited a restriction to the size of the scope needed to be put in place. Matters
which are considered in scope are:

e Exploratory data analysis

Selecting a baseline of customer journey information

e Preprocessing steps

Prediction steps

Recommendation steps

Possible updates to aspects of OARA
e Evaluation

More details on these steps are presented in Chapter 3.

The second research question does not require as large of a setup as the previously given steps
contain all required operations to obtain a recommendation. What then remains is maximizing
these recommendations for any KPI, for which metrics will be presented. Furthermore, a balance
will be struck between the degree to which a recommended action fits the previous behaviour of
a user and the degree to which that action increases the KPI.

There are aspects which are left outside of the scope of this thesis. First, there is the process
of collecting the actual customer journey data by making devices log the relevant actions. Advice
for this is difficult as a business is responsible for determining what kind of actions they want to

Effective Steering of Customer Journeys via Context-Aware Recommendations 3
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monitor for a customer journey. On top of that, are too many devices that can be used to log
these actions for there to be general and concrete guidelines for this process.

Additionally there is a limitation of this research that lies in the types of customer journeys
used during this thesis. As the research was conducted in cooperation with Signify, the research
environment was that of a company. This leads to a mindset that is different from, for example,
that of analysing a customer journey of applications for a grant at a government department. As
such the methods used, the analyses conducted and the findings obtained will be skewed towards
being useful in such an environment. This is not to say that the created approach is not useful
outside of a company environment, as the created approach was created with any type of customer
journey in mind.

1.4 Used abbreviations

In this section a table is presented with the abbreviations that are used at some point during the
thesis.

Abbreviation Meaning
AP Average Precision
ARCJ Aggregated Representative Customer Journey
CEI Customer Engagement Index
CJ Customer Journey
CLV Customer Lifetime Value
FN False Negative
FP False Positive
ID Identifier
KPI Key Performance Indicator
MAF1 Mean Averaged F1
MAP Mean Average Precision
OARA Order Aware Recommendation Approach
OCulLaR Overlapping co-Cluster Recommendation algorithm
RFM Recency Frequency Monetary values
RCJ Representative Customer Journey
SAD Sum of Absolute Differences
SMOTE Synthetic Minority Over-Sampling
SPD Streaming Process Discovery
SRCJ Subset-based Representative Customer Journey
SRD Sum of Relative Differences
SVM Support Vector Machine
TN True Negative
TP True Positive

Table 1.1: Table of abbreviations used in thesis

1.5 Thesis outline

The rest of this thesis consists of the following sections: Firstly some related work for the rest of
the thesis is presented in Chapter 2. In Chapter 3 it is explained in detail how OARA allows for the
recommendations to be created. In Chapter 4 a real dataset is used to showcase how OARA can
be applied and how well OARA performs in terms of both the predictions and recommendations.
To wrap everything in Section 5 the conclusions and future research opportunities are presented.

4 Effective Steering of Customer Journeys via Context-Aware Recommendations



Chapter 2

Related work

In this chapter all preliminary information which is required to properly understand the rest of the
thesis will be explained. First, the main characteristics and types in the field of process mining
will be discussed. Afterwards, two mainstream data mining algorithms which are used during
the thesis are covered. Then the area of stream data mining is presented where some specific
attention is spent on streaming process discovery. Following this, more context on the concept of
the customer journey is given, and finally, the concept of a KPI is explained after which several
examples are given.

2.1 Process mining

Process mining is a research area which combines the domains of process modelling and analysis
with the domains of data mining and machine learning. The goal of this combination is to
discover, monitor and improve processes based on knowledge from data which is stored in the
event log format regarding the process in question [9]. Event logs show the occurrence of events
at a designated point in time, where the event is an action logged by an information system such
as the sale of a product. This event is specified to have come from a specific process or instance,
also known as case [10]. One such instance or case then encompasses all events belonging to a
single customer which can be identified based on an ID.

In Figure 2.1 an overview of the main elements involved in process mining is given. The model
aims to give a synopsis of the most important events and to show which events regularly follow
each other. This model can however also be enriched such that it allows for analyses regarding
different aspects of the real world. An example of such an aspect is the amount of time each
event usually takes. These aspects of the real world interplay with IT systems allowing them to
be monitored and stored in event logs. The combination of event logs and process models can
then be used for the three basic types of process mining [11]:

e Discovery: The discovery process is aimed at obtaining a model, usually a process model,
based on the events in an event log. It may also be the case that a model is discovered for
a different perspective, such as a social network model [9]. The most basic example of an
approach which allows for process discovery is the a-algorithm, which constructs a Petri net
model that describes the behaviour observed in the event log [12].

e Conformance: Checking the conformance involves comparing an a-priori model and the
actions which are allowed according to it with the actually observed behaviour that is stored
in the event log. Based on this it can be checked how well the allowed actions match with
the actions actually taken by the users, and as such to determine where deviations take place
as well as how severe they are [13]. This is based on Linear Temporal Logic [14], a type of
modal temporal logic where the modalities are referring to time.

Effective Steering of Customer Journeys via Context-Aware Recommendations 5



CHAPTER 2. RELATED WORK

"world" controls /
business procasses supports
<:> IT systems
components
leaves
models / . 5
analyzes T T IT footprints
——
discovery
(process) | o event
model contormance |0gS
enhancement

Figure 2.1: An overview of the main elements in process mining.

e Extensions: The extensions involve extending an existing a-priori model with information
obtained from the event log on matters such as timing, resources, and decisions. An example
of such an extension is extending an a-priori model with the average time each events takes.
This has been shown to help in effectively identifying bottlenecks in a process [13].

In this thesis these techniques are mainly used to gain a better understanding of the under-
lying processes in the data. Furthermore, process mining is used to try and find aspects of the
data where a split can be placed such that different groups have clearly distinct process models.
It also is used to determine the general flow of events to be considered during the predictions
and recommendations, which are based on what is allowed according to a previously discovered
process model. The environment in which the techniques are used during this thesis is the ProM
framework [15].

2.2 Data mining algorithms

Two data mining algorithms are used in Chapter 4, which are Support Vector Machines(SVM)
during the predictions of OARA and Gradient Boosting Trees as a competitor for the predictions
in the evaluation. In a SVM, a linear decision surface is constructed based on the feature space.
This decision surface is then divided into different areas of items which are considered to be similar.
These similar items then correspond to one of the classes to be predicted [16].

To further exemplify some of the relevant concepts on SVMs, an example where items exist in
a 2-dimensional decision surface is given in Figure 2.2. Two support vectors exist in the decision
surface, which separate the items into those which lie above the topmost support vector and below
the bottom most support vector. Mathematically the items in this surface have values such that
wzx + b is less than —1 for the items in the upper region, while it is more than 1 on the bottom.
The margin is define based on the shortest distance between two items which lie on opposing ends
of the support vectors. When many different types of items exist in the dimensional space the
margin can act as an indicator on how similar the types are.

As for the applicability of SVMs, it is interesting to note that it is possible to use support
vector machines to cluster unlabeled data [17]. The predictions for which the SVMs are employed
in this thesis are already labeled and are non-binary, which is a scenario for which SVMs have
been deployed with success in the past in [18].

6 Effective Steering of Customer Journeys via Context-Aware Recommendations
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Figure 2.2: Visualization of a Support Vector Machine. Adapted from [1].

Gradient boosting is a technique which tackles classification by creating an ensemble of weaker
prediction models. This goes against the more traditional approach of creating a single model
which is very strong. The individual models are built in a stage-wise fashion. Afterwards the
collection of models is generalized. The generalization is done according to the optimization of a
differentiable loss function which can be configured to the classification task at hand [19]. The
algorithm by which the models are created during this thesis is a decision tree, more specifically a
classification and regression tree [20]. This tree classifies an item based on conditions for feature
values that are in place at every split in the tree. In the ensemble each new tree is then trained
with an emphasis on the training samples misclassified by the previous tree to get an overall
ensemble where different trees are able to correctly classify different samples. This allows for
the average strength to rise due to the models in the ensemble covering each other’s weakness.
Gradient boosting here is considered as a competitor during the evaluation of the predictions.
Previous research has been conducted on using this technique for classification in a non-binary
setting in [21], where it was able to outperform methods based on pairs of items and regression.

2.3 Stream data mining

Currently data collection technologies, database systems, and the World Wide Web have all be-
come more advanced and widespread. As a result, the amount of data which becomes available
drastically increases as well. Stream data mining concerns itself with designing methods which are
able to keep up with such data. The data streams in which the information arrives in a streaming
setting can be characterized as continuous and typically non-constant [22]. Those data streams
are used for storing or processing of the data.

Two main issues arise from such data streams. First, the data they produce is massive or
potentially even infinite, and secondly, this data is possibly fast changing. This combination leads
to issues with traditional data mining approaches. The reason for this is that these traditional
approaches require multiple scans of the data, which is not possible in a streaming setting [23].
Multiple solutions for these issues have been proposed over the years. A collection of several of
these solutions was created in [2]. A part of this collection is shown in Figure 2.3. Two main types
are identified, which are:

e Data-based solutions: These solutions are aimed at summarizing the dataset in some way,
or by using a subset from the data which is representative. Both methods reduce the size of

Effective Steering of Customer Journeys via Context-Aware Recommendations 7
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the data and as such make it easier to process.

e Task-based solutions: These solutions come in two main flavours. One of them involves
modifying an existing data mining technique in such fashion that it fits in the streaming
environment. The other is based around introducing an entirely new approach which tackles
the computational challenges that come from streaming data.

Preprocessing techniques
for data stream mining

Data-based solutions Task-based solutions

Sampling Load Sketching |Synopsis IAggregationI Approximation Shding | Algorithm Output
shedding data Algorithms window Granularity
Structures

Figure 2.3: Categorization of stream data mining solutions. Adapted from [2].

Obtaining an approach which is compatible with each of the solutions in Figure 2.3 is outside
the scope of this thesis, although there are three which are of interest. These have been indicated
in Figure 2.3 by a box drawn around them.

First, from the data-based solutions there are the synopsis data structures. This approach
tries to identify the most important characteristics of the dataset by applying summary tech-
niques. A downside of this is that less common behaviour gets neglected. However, since rare
behaviour is both difficult for predictors to handle and not representative enough to be used during
recommendations, this downside is mostly irrelevant for the problem tackled in this thesis.

The second solution is aggregation, where the data from the input stream gets summarized by
aggregating it in some manner. A relevant issue here is that highly fluctuating data distributions
can affect the method’s efficiency [24]. The issue is combated in this thesis by combining it with
both the synopsis data structures which will filter out some of the highly unusual and as such highly
deviating data, as well as the third solution used in the thesis, the sliding window approach.

The sliding window approach is a task-based solution where when new data arrives, older data
either becomes less interesting or is not taken into account during analyses at all. This helps
in making sure the most recent, and representative, behaviour gets taken into account. As such
the overall fluctuations in data distributions will decline under the assumptions that data which
occurred near each other in the time dimension have similar distributions. These solutions will
come into play in Sections 3.4 and 4.4.

2.3.1 OCulLaR

The techniques in Figure 2.3 mainly offer high level ways of tackling issues in data stream min-
ing. There are however also more refined approaches specifically built towards adapting to these
circumstances. One example of this is the recommender called Overlapping co-Cluster Recom-
mendation algorithm (OCuLaR) introduced in [3]. OCuLaR aims to generate recommendations
that are easily interpretable by the users based on data where there is implicit feedback, i.e. no
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information is supplied by the users regarding their enjoyment on or motivations for choosing
certain products.

The OCuLaR algorithm does this by means of transforming the information of the users and
products into tuples of the format (user,item) inside a matrix R. These tuples are then used to
identify overlapping co-clusters, which in this context means a group of users that have bought
from a similar group of items. In R, a value of 7(yser item) = 1 indicates that the user purchased
an item in the past. On the other hand, 7(yser,item) = 0 indicates that the degree of interest the
user has in the item is unknown as the combination was not observed in the data. For each of
the users and items it can then be measured to which degree they are affiliated with each of the
identified co-clusters. This information is stored in the vectors vy ser and vjtem. The range of values
the values inside these vectors ranges from 0 to 1, where 0 indicates that the user or item is not
affiliated with the co-cluster and 1 that there is a heavy affiliation. Based on this configuration,
if there is a co-cluster a then the probability that a co-cluster generates a new item that suits the
user is determined to be 1 — e~ [Vuserlalvitemla " These values are then the main driving force behind
the recommendations, where OCuLaR favors the highest probabilities.

An example of the (user, item) pairs and co-clusters is visualized in Figure 2.4, where three
main co-clusters are identified. These co-clusters indicate similar behaviour in users, which will
in most cases leads to higher probabilities that a new item from this co-cluster suits the tastes of
the user. The reason for this is that one can compare the items of similar users to find products
which a user has not yet bought, but that users similar to him have bought in the past. This is
based on the idea that similar users appreciate similar items. As such, users which lie in the same
co-cluster are likely to obtain similar recommendations as their peers when using OCulLaR.

users items items

users

Figure 2.4: Visualization of overlapping user-item co-clusters. Adapted from [3].

2.3.2 Streaming process discovery

A subsection of stream data mining is called Streaming Process Discovery (SPD), which has ties
to the process mining domain. SDP among other things concerns itself with obtaining process
models on data streams. This task is heavily influenced by concept drift, which is the phenomenon
where changes in the behaviour of users can occur over time. Such changes prompt a need for
changes in existing process models. In research, there have been multiple attempts to tackle the
issue. A subset will be discussed here from which inspiration was taken during the creation of the
techniques proposed in this thesis.

The most basic way in which SPD can be handled is by combining a process discovery al-
gorithm with a sliding window. This has previously been put into practice in an adapted version
of the Heuristics Miner in [25]. As was previously mentioned, the sliding window can help lessen
the deviations in the considered data, counteracting concept drift. There are however some issues
which arise from only using this technique. New processes are not necessarily immediately con-
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sidered here as the model is unable to be updated for every new incoming event as this leads to
too high of a computational burden. Furthermore, all events are handled twice, once for storage
and once for mining the model, which is undesirable [25].

To counteract these issues the Heuristics Miner was combined with the 'Lossy Counting’ al-
gorithm. The main implication of using this algorithm is that the frequencies of certain aspects
of the data such as the actions are recorded and periodically the most uncommon occurrences are
deleted from memory. The model can then be more efficiently updated based on these counts,
making it a better fit in the streaming domain. Note that it has also been shown that an upper
limit to the amount of memory can be put with regard to the number of counts we can keep in
memory if so desired [26].

Another way of handling streaming process discovery is by storing cases in a concept known
as prefix-trees. In these trees the sequences of all events are stored, where prefixes are also
useful based on the idea that unfinished cases are just sub-sequences of finished ones. Storing the
information in such a prefix-tree has been reported to allow for the calculation of statistics from
the batches [27]. Furthermore, using prefix-trees leads to efficient preprocessing of events in the
stream while keeping an upper bound on memory usage [27], similar to the approach using Lossy
Counting. Outside of these factors in [27] the prefix-trees are also handled in a way which can
give higher importance to newer behaviour. This is useful in situations where older behaviour is
less relevant than new behaviour.

2.4 Customer journeys

As described in [28], the term customer journey (shortened to CJ from here on out) is one which is
quite widely used in scientific literature yet no common understanding exists with regard to what
a CJ exactly entails. Descriptions used in previous research are that a CJ is the cumulation of
repeated interactions between the service provider and customer [29], an ”engaging story” based
on the interactions of a user with the service [30], or a ”walk in the customer’s shoes” [31]. What
all descriptions have in common is that a high importance is placed on the experience of the
customer. This is carried over into this thesis as well.

A distinction can be made between CJs which are considered to have clear start and end
points [32]. An example of this is an application procedure where the application is either accepted
or rejected in the end. There are however also cases where the journey is viewed as a more open
ended process [33]. For this thesis the latter interpretation will be used, where the focus lies on
processes where one is never certain if the actor will remain engaged in the process or not. An
example of this is a customer buying items at a certain store. One can never be sure that the
customer will return to this store to buy additional products or not. Therefore, it is unclear when
his or her CJ will end. The concept of closing off cases which have not had recent activity is not
unprecedented and has been shown to be successful in the past in [27] providing evidence that it
can be of use.

A technique for capturing the experiences of the customer in their journey from start to end is
customer journey mapping, which tries to map out all parts of the journey in a model. The goal of
this visualization is to make it easier to understand, discuss and improve upon the most prevalent
CJs observed from the users of a service [34]. The interactions of customers with the organization
are called touchpoints and due to increasing prevalence of technology in society these touchpoints
are becoming more numerous. Touchpoints are also at times referred to by the terms action or
event, which often are more intuitive for those not active in this research field. Both of these terms
are also interchangeably used during this thesis, which is in part due to there being an overlap
with the process mining research domain. There the term event refers to the same matter, making
it often more intuitive than the term touchpoint. Aside from this, users often do not all act in the
same manner. As such, the order in which events occur can be rather erratic [35]. Dealing with
the different CJs which result due to this variance is one of the challenges that is tackled in this
thesis.

While customer journey mappings are mostly focused on obtaining a visualization, a combina-
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tion with process mining has been showcased to be possible in [7]. In this paper the events which
were relevant to the CJ were retained from the dataset such that a process model could be created
upon them. Based on this process model a visualization could be created while also allowing for
further analyses on these CJs such as those involving performance and handover of work. Incid-
entally, two of the tasks proposed as further research in this study happen to be covered by this
thesis. These are the creation of new techniques and metrics used for clustering CJs and their
representatives, as well as the creation of methods which allow for the prediction of the customer’s
next action.

The notation for the customer journeys will be borrowed from the process mining domain,

since as was shown by [7], a customer journey can be formed based on an event log. The examples
on notation given here are based on Figure 1.1. First, a single event in the customer journey
called for example Register has the following combination of information: Register = (c,a,t).
Here, ¢ stands for the case, which is a specific customer, a is the action performed, registering,
and t the time at which the action was performed. A customer journey consists of multiple such
events and is then denoted as C'J = (Register, BuyTickets), where Register and BuyTickets
are events belonging to the same case ID. Their ¢ values are then also consecutive timestamps.
The entire collection of journeys is here equivalent to an event log and is denoted as Log =
(Register, BuyTickets), (Register,
BuyMerchandise, Changelnfo), (Register, BuyTickets, BuyTickets, Changelnfo). Note that
based on the presence of a loop there is no exhaustive Log which covers all possible customer
journeys and that journeys belonging to different customers might be interleaving depending on
t.

Considering all possible CJs can be troublesome both during visualizations and analysis. Cre-
ating a visualization which covers a lot of different possible orders for a large number of actions
in CJs will lead to a model which has many lines flowing between the different actions making it
difficult to interpret. During analysis the uncommon CJs can be troublesome during for example
predictions, since there is insufficient data for training purposes. To counteract these issues the
term Representative Customer Journey(RCJ) is introduced in this thesis. A RCJ aims to represent
a relatively large portion of the customer base by itself. Therfore, the actions included in it have
to be relatively common as well, since uncommon behaviour is not something which represents
the customer base well. Upon identifying a number of RCJs the customer base is analysed based
on them instead of all CJs. This is similar to the pruning process in the field of decision trees
where the least informative nodes get removed from the tree. The exact construction of the RCJs
is discussed in more detail in the Approach Chapter.

2.5 KPI information

The eventual goal of the recommendations is the optimization of a Key Performance Indicator
(KPI), which is a measurable value that shows how well a company is performing both with
regard to financial and non-financial aspects. The aspects are derived based on previously set
goals which are relevant to an organization [36]. Both high and low-level KPIs exist, where
the high-level KPIs are aimed at the general performance of an entire company, while the low-
level KPIs are aimed at a more specific aspect of them such as sales or marketing. To provide
additional intuition on the concept of KPIs three examples of them are discussed in the following
subsections. The reason these specific KPI examples are used is that the Customer Lifetime Value
and Customer Engagement Index are shown to have potential value during the evaluation of the
recommendations, while the Recency, Frequency and Monetary values are later used to segregate
the userbase.

2.5.1 Customer Lifetime Value

The Customer Lifetime Value(CLV) is, like the ClJs, a concept which has slightly differing defini-
tions across the literature. For example, in [37] it is defined as the present value of the expected
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benefits minus the burdens from customers. It has also been defined as the sum of cumulated cash
flows minus the weighted average cost of capital per customer in their time with the firm [38].
There is an important distinction to be made here. The first definition includes benefits in a
broad manner, i.e. both direct benefits such as the customer buying items and also any positive
marketing they may do due to being satisfied with the services. The second definition on the other
hand is purely focused on the monetary aspects. In this thesis the CLV will, like in the second
definition, be based solely on the buying behaviour. The reason for this is that usually only the
concrete actions taken by the users are available in CJs, and as such not enough information is
present to use the broader definition.

Many types of contexts have been used to classify customers using CLV. The most common
ones are Lost-for-good and Always-a-share [37], membership and non-membership [39], and most
predominately contractual and non-contractual settings. In the contractual context there usually
is a contract or membership in place such that expected revenues can be forecast with decent
accuracy. If there is a constant usage of the service then the expectation is that cumulative
profits will increase during the lifetime of the customer [40]. In the non-contractual context the
relationship with the customer is less stable. The customer then determines by themselves when to
interact with the company, switching to a different company requires little effort, and no contract
or membership is in place. This usually leads to the business performing actions such as marketing
campaigns to make sure that the customer remains interested in the business over the course of
their lifetime.

Based on these two options, both contexts can apply to CJs. There are both contractual
services which can have ClJs, for example a membership to an internet provider, as well as non-
contractual services, such as a buyer at the local grocery store. The effect of what context applies
lies mostly in how easy it is to determine the endpoint of a CJ, as in a non-contractual context one
does not know when the customer stops being interested [41]. Furthermore, the degree to which
customers behave erratically is different. In most cases this is higher for the non-contractual
setting as the customer has more freedom there, making it more difficult to model and reason on
the ClJs.

Outside of the context, there is one final distinction to consider in how to represent the CLV.
This distinction lies between if CLV is calculated in a static or dynamic way [41]. In the static
approach firstly it is estimated how much longer the customer will remain with the business.
Afterwards, for each of the items it is determined how likely it is that the item will be purchased
in the remaining time. The issue with this lies mostly in the estimation of the remaining lifetime
of a customer, while also not taking into account changes in the customer’s behaviour after the
estimation. This is fixed in the dynamic approach, where every possible state which a customer
can reach can be modeled with a certain KPI value. These states can for example then be based
on years, where based on the currently bought products of a customer it gets estimated how likely
it is that he ends up with a different set of products in the next year. This dynamic approach
meshes very well with the CJs, as there every new touchpoint involves an action which has a
certain effect on the CLV as well. Therefore, the dynamic approach is what is used during the
thesis.

An example can be found in Figure 2.5, where the CJ is based on a customer buying a TV as
well as possible add-ons to it. Buying the TV increases the CLV by 15 points, adding the stereo
another 10, and internet access 25 on top of that. The percentages show how likely it is for the
customer to follow this path, where churning means that the customer has lost interest in the
company. As can be seen on the bottom of Figure 2.5 the CLV is then calculated based on the
CLV values in each of the steps and the likelihoods of taking those steps.
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Figure 2.5: An example of the dynamic calculation of the CLV value.

2.5.2 Customer Engagement Index

In general, the Customer Engagement Index (CEI) is a measure which is used to determine how in-
vested the customer currently is in the company. In the literature there is some debate on whether
this refers solely to the observable behaviour [42] or also to psychological aspects [43]. Further-
more, a distinction can be made between only using non-purchasing actions [42] and combining
these actions with purchasing actions [44]. It should be noted that in cases where psychological
aspects are excluded that the CEI heavily resembles the CLV which also aimed to assess the value
of a customer by means of the perceived actions. The choice between including psychological
information will in most cases primarily be based on the presence of such data, as it is a valuable
source of insights. However, in the context of ClJs, which are primarily behaviour-based, it will be
rare to have this information.

In [45] a framework is given for the CEI This framework allows for it to be applied in multiple
contexts, including the current company environments which are mostly non-linear and dynamic.
Furthermore attention in the work of Maslowska et al. goes to recognizing the growing role that
non-purchase engagements play in purchase decisions and, more importantly for the setting in this
thesis, the rationalization of non-purchase decisions. Several main groups of actions have been
identified such as observing, participating and co-creating. Keeping such groupings in mind during
the calculation of the CEI can be fruitful as it can help in splitting up the entire non-purchasing
behaviour in such smaller groups where the CEI is different. If such differences occur then one can
start looking into what causes these differences, and in turn from such understandings insights
may arise which can be applied to the less well performing groups to increase the CEI as a whole.

2.5.3 Recency Frequency Monetary value

The Recency, Frequency and Monetary values, often shortened to RFM, is a KPI which is based
on how well a customer performs in the recency, frequency and monetary dimensions which has
been introduced by Bult and Wansbeek [46]. Recency here means the time interval which has
passed between the previously observed interaction of the customer and the present. Frequency
involves how often a customer has, possibly in a specific time period, interacted with the business.
Monetary value is based on the cumulated amount of money the customer has spent at the business.
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In this thesis RFM will be applied for segregation purposes, which is a goal for which it has
been used for in success in previous studies [47] [48]. Based on the reported results the segregation
has been helpful in [47] by making it easier for decision-makers to identify market segments in a
clear manner which in turn allowed for the development of better marketing and sales strategies
for customer retention. Outside of clustering, the RFM values have also been shown to be useful
in classification tasks. When RFM was combined with other features in the data the classifications
performed better than when it was compared to a baseline of less complicated classifications [48].

The clustering algorithm which will be used for this is K-Means++ [49], which is an alteration
of the traditional K-Means algorithm that determines the initial points in the center by taking
the squared distance from the closest center that was already chosen. In turn, this will in most
cases lead to a faster calculation of the clusters while also increasing their potential value [49].

The notation when RFM groups are mentioned during this thesis will be as follows: XYZ,
where X represents if the Recency. This recency is then either relatively high, indicated by an H,
or low, indicated by a L. Similarly Y indicates the relative Frequency and Z the relative Monetary
value. For example, if the HLH group is considered, then the latest event was observed relatively
recently, relatively few events were observed in total and the monetary value of the steps taken
by the customer is relatively high. This might be achieved due to the few purchases which were
observed involving more expensive products.
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Chapter 3

OARA: Order Aware
Recommendation Approach

In this chapter a recommendation approach called OARA is proposed by which predictions and
recommendations can be made for the next events in the CJs. First, in Section 3.1 an overview
will be given of OARA to get a general idea of how it functions. Once the main idea is clear,
the individual components of the approach are explained in more detail. The value of an initial
exploratory data analysis is explained in Section 3.2, after which in Section 3.3 it is covered how
the baseline data can be determined. Following this in Section 3.4 the preprocessing which is
needed for the predictions and recommendations is described. The concrete steps taken during
the predictions and recommendations are given afterwards in respectively Sections 3.5 and 3.6.
Finally, in Section 3.7 it is shown how parts of OARA can be updated based on new information
such that recommendations remain valid over time and in Section 3.8 a scheme is given for the
evaluation of both the recommendations and predictions.

3.1 Overview

A general overview is given of the OARA’s components and how these components interact with
one another. A visualization of these components can be found in Figure 3.1. The starting point
is an optional exploratory data analysis to gain further insights into the dataset, which is only re-
quired in case the data scientist is not familiar with the dataset. Afterwards, the baseline customer
information is determined. This is the information on which future predictions and recommend-
ations are based. Once the data to be used has been determined some preprocessing is required
for it to be usable in the two following components, the predictions and recommendations. The
predictions are used in the recommendations, and as such these activities cannot be conducted
in parallel once the preprocessing has finished. Once the predictions and recommendations for
the customers have been completed, it is shown how updates can be conducted on the represent-
ative journeys. To wrap things up, relevant evaluation techniques for both the predictions and
evaluations are presented to assess how good the performance is.

Explorato Baseline
p ry customer Preprocessing Predict Recommend Evaluate
Data analysis . .
information

Figure 3.1: A general overview of the components in OARA.
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3.2 Exploratory data analysis

The exploratory data analysis acts as the start of the approach, although in some cases it can
be better to skip this step and continue towards immediately obtaining the baseline customer
information. The reason for this lies in the goal of this exploratory data analysis. This is to discover
patterns for both hypothesis development and, more importantly, refinement [50]. In scenarios
where the data scientist is already intimately familiar with the features, their distributions and
the general information included in the data, an exploratory data analysis will not increase the
level of understanding and therefore offer little value. However, if the knowledge of the dataset is
not this deep, an exploratory data analysis can help the data scientist understand the data better.
This will be a major boon during later steps of OARA as it plays a role in making sure proper
decisions can be mad.

For CJ data one of the advocated exploratory data analysis approach is to utilize process mining
to create a process map. This allows the data scientist to get an overview of how the actions in
the CJs flow into one another. This overview allow for insights into the process described by the
CJ to be gained quickly. Examples of such insights are the number of distinct CJs, the degree of
similarity between these CJs, how common each distinct CJ is and the average length of the ClJs.
All of these matters can be derived using process mining and can play a big role in how to use
the data moving forward. The reason for this is that different methods should be applied based
on these characteristics.

Another aspect for which the exploratory data analysis can be helpful is determining which
features heavily influence the mined process models. This information is mainly helpful during
the predictions. When the discovered process models significantly differ when split on a certain
feature, that is a clear sign that this feature has distinguishing qualities that can be used during
machine learning to obtain the correct predictions.

Outside of process mining, one can also use different graphical techniques for numerical features
to gain further insights into them. A collection of such techniques has been proposed in [51]. One
of the techniques mentioned in [51] is the usage of box plots to obtain the mean as well as how
much the values usually deviate from this. It also identifies if there are relatively many or few
outliers. Similarly, a histogram can provide an intuition regarding the distribution which a feature
may follow by showcasing where most values are concentrated and how they spread out. An
example of both of these graphical techniques is given in Figure 3.2. In the box plot there seem to
be 3 outliers while most values are centered around 0, and based on the histogram the data seems
to mostly follow a normal distribution.

Histogram of data

25
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4 -2 0 2 4
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Figure 3.2: An example of a histogram and box plot.
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3.3 Baseline customer information

What is important when determining the baseline customer information is to make sure that the
data is both from the correct time frame and that it contains the information needed to properly
do the predictions and recommendations. The latter requires there to be features which allow
for the classes to be distinguished from one another. These matters are here discussed in further
detail.

The selection of the time frame involves determining the correct period of time from which
information on the CJs should be considered. A balance should be struck between past and recent
behaviour, as both can be troublesome if they are the primary focus. Considering too much
past behaviour can lead to a situation where older CJs do not represent behaviour which new
customers would exhibit. An example of this is when the old CJs involve products which are not
in production anymore, in which case new CJs are unable to take the same actions. On the other
hand one should also be careful to not focus only on the newest CJs, as this can lead to a situation
where a wide arrangement of possible CJs are left unconsidered. Seasonal effects are an example
of this, where are certain product may only be bought during winter such as snow tires. As such,
in most cases it will be best to try and include as much information as possible while monitoring
for example per month if the oldest CJs being included do still involve the same product types,
actions and other distinguishing attributes.

Another aspect to take into account during the selection of the time frame is making sure
that customers have actually 'finished’ their CJ. As was pointed out in Section 2.4 the CJs can
be open-ended. The CJs then lack an official final event that signifies the end of the relationship
between a customer and an organization. As such customers should have ample time to determine
if they want to take a certain action or not, while also not cutting off journeys which contain an
action that happens to require a large amount of time in real life. An example of this is sending
physical mail overseas. The exploratory data analysis can be helpful here, as an advocated activity
of it is examining the distribution of times it usually takes customers to do an action. Based on
for example the mean and variance, or percentile information, which were calculated during it it
is possible to decide upon a satisfactory time-frame after which the CJs can be considered to have
finished.

As previously mentioned the data should facilitate proper predictions and recommendations,
which makes it important to carefully consider the information to be included. The features will
be derived from this information, which are important aspects of the data on a per customer level.
Features which do not properly distinguish between the different outcomes will lead to poor results
for both predictions and recommendations. If the dataset lacks such distinguishing features one
can try to enrich the current dataset with additional context information that can be helpful in
segregating the user base. An example is the inclusion of demographic data for predictions on
purchases in a clothing store, where there are a lot of differences in the CJs based on age and
gender.

3.4 Preprocessing

The preprocessing stage consists out of a multitude of steps. These steps can be divided in the
preprocessing which is needed for predictions and those needed for recommendations. Note that the
data should be in an event log format for these steps to proceed smoothly, so the mapping between
CJs to process mining described in Section 2.4 is utilized here. As the process of transforming data
into such a format is case and implementation specific this is left outside the scope of this thesis.
In Figure 3.3 the general overview of the steps taken during preprocessing can be seen. First,
the relevant features are extracted after which for the predictions the users are segregated. Each
partition then has a process model mined for it. Preprocessing required for the recommendations
includes obtaining KPI information, while also several steps are taken to ensure the correct RCJs
are in place based on how homogeneous the population is.

As was mentioned in the explanation of Figure 3.3 the first step is the process of feature
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Figure 3.3: A general overview of the steps taken during preprocessing.

extraction based on the journeys in the baseline data. There are parts of the data which can
immediately be used as a feature, such as the gender of a customer. However, in most cases the
data will need to be altered before it is in a format usable for machine learning. Examples include
aggregating information from the last month of the user’s activity, encoding slightly different
strings to have the same label, and marking if an event was conducted on a public holiday. The
creation of the features will be domain specific and discussions with domain experts can lead to
insights with regard to where special attention should be placed. The feature creation step is very
important, as a small number of great features can quickly outperform a multitude of mediocre
ones if the small number of features very accurately indicate the behaviour of customers.

3.4.1 Preprocessing for predictions

The first step taken during preprocessing for the predictions is segregating the users. The goal of
segregating the customer base is to make it easier for the used classification algorithm to predict
the next action of the customer correctly by isolating observed behaviour into smaller subsets.
These more cohesive subsets contain similar examples which allow the predictor to be optimized
better. The reason for this is that predictors have an easy time predicting a smaller group of
samples with similar behaviour, while a large and varied collection of behaviour will lead to a
predictor that does not perform very well. Segregation then allows the predictor to specialize in
determining the small differences in the subset rather than finding rules which work properly for
all ClJs.

This allocating into subsets can be done based on domain knowledge, where for example there
could be bronze, silver and gold customers which have different permissions and usage patterns.
Alternatively the segregation can also be done based on previously identified features which happen
to be an indicator for certain behaviour, such as children not watching violent programs which
air late at night on TV in which case the age is an indicator of behaviour. The former option of
the domain knowledge is usually preferred, as finding out which combination of features properly
segregates the data can be a lengthy manual process. Furthermore, in many cases the discovered
relations will already be known by a domain expert, further decreasing the efficiency of determining
the distinguishing features manually.

Once the behaviour has been split into subsets, a process model is derived for each of the
segregated parts of the user base. This is done to further streamline the journeys considered for
predictions. While the customer base has already been slightly streamlined by the segregation,
there are still samples inside these partitions which are very rare and specific enough that they
do not occur often enough for a predictor to learn them properly. The process model can then be
configured to properly generalize the Cls.

There are many scientific tools available to do this, most notably ProM [15] and Rapid-
Miner [52]. The main important point is to strike a good balance between interpretability and
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complexity. The model should not be overly simplistic to the point where important parts of the
customer journey are left out, while also making sure that the included events are common enough
that they can be learned and predicted properly by a machine learning algorithm. The optional
exploratory data analysis can help a great deal here, as this will aid in finding a proper balance.
Upon having collected the process model, only those journeys which fit into the process model are
used from the baseline customer information during the predictions.

3.4.2 Preprocessing for recommendations

While the preprocessing steps during prediction are aimed at making sure predictions can be
conducted well, the steps for recommendations are focused on creating artefacts that facilitate
sensible recommendations for a given customer. These steps are explained in further detail in the
following subsections.

Determining the KPI

As mentioned previously the goal of the recommendations is the maximization of a certain KPI, of
which examples can be found in Section 2.5. The first task to take care of is therefore to determine
which KPI should be maximized. The KPI will in many cases be domain specific and should follow
the general rule that their value serves as a good indicator for how well the business is performing
in a certain aspect, e.g. customer engagement when using the Customer Engagement Index. If
the domain for some reason traditionally lacks KPIs, or domain expertise is lacking, then starting
from the CLV value can be of use. The CLV is a broad enough concept that it can be altered to
suit most situations. Once the KPI has been determined, it is calculated for all customers in the
baseline customer set.

Determining coverage using subset

The recommendation a user receives is ideally one which leads to the highest possible KPI value.
However, in that case every user would receive the same recommendation, as there is a specific
sequence of actions which will maximize the KPI. The reason that this is not feasible is that this
does not keep in mind the preferences of the users, and as such will lead to recommendations that
are unlikely to be followed by all users.

Recommendations are therefore mainly based on behaviour which is both observed often and
in line with past behaviour from the customer. The reason for basing recommendations mostly
on common behaviour is that a new customer is more likely to follow what most have done
before them, and as such recommending mostly common behaviour increases the likelihood of the
customer following through on the recommended action. Note that a decrease in overall population
also occurs as a side effect of matching the CJs to the discovered process models, yet here once
again the entire baseline customer data is used. The reason for this is that while there are customer
journeys which may be too specific to be properly predicted due to there being insufficient training
samples, the increase in variety can be useful for matching the CJ to the RCJs with more precision.

Obtaining most of the general behaviour in a summarized format is what the following pre-
processing steps of the approach aim to achieve. This is slightly similar to the steps in the
preprocessing of the predictions, but the key difference is here that a generalization for the entire
customer base is required instead of per segregated group. A relatively easy way in which common
behaviour can be summarized is by only considering the CJs which are observed most often. This
is an approach which is in line with the synopsis data structures described in Section 2.3. If this
can already represent most of the customer base then that is the preferred course of action for the
next step. However, to make sure that enough of the customer base is represented by this subset
of CJs, a coverage threshold is put in place. What is meant here by the term coverage threshold is
a minimum percentage of all CJs which need to be represented by the subset taken into account.
The formula by which the coverage is determined is as follows:

Coverage = iy weight(i) (3.1)

n
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n is here simply the number of CJs and m corresponds to a maximum for the number of different
variants of CJs to be considered. CJ variants are a unique sequence of actions in the CJs. This
maximum is in place to make sure that the threshold is not reached by simply taking a very large
number of possible CJ variants into account, as this would defeat the purpose of generalizing the
considered behaviour. The weight of such a CJ variant is determined by the number of CJs which
fit the same actions as in the variant.

The exploratory data analysis, if conducted, should have provided some intuition on how
heterogeneous the current user base is. Furthermore some leeway should be given with respect to
the timing at which actions are performed in these variants if this is relevant for the features, as it
is extremely unlikely that all actions will be taken at exactly the same time in a CJ. The amount
of leeway depends on the CJ in question, as giving a week of leeway to a CJ which only consists of
3 days is nonsensical, while it may be a reasonable amount of time in a journey that lasts a year.

To give an example of how using the coverage can work out, consider the situation in which
the data consists of Table 3.1. Here there are 5 customers which only take 2 actions during their
CJ, which are done in 4 different orders resulting in different KPI values. (B, C) is the only CJ
variant with weight = 2 so if for example the coverage threshold would be put at 65% and at
Equation 3.1 m = 2 the threshold will not be passed, as Coverage = % = 0.6. On the other
hand, if the threshold would either be below 60% or n > 2 then the coverage threshold could be
passed.

Customer ID Customer Journey KPI

1 (4, A) 7
2 (A, B) 5
3 (B,C) 4
4 (A,C) 6
5 (B,C) 4

)

Table 3.1: Data for coverage threshold example

Subset-based representative customer journeys

If the coverage threshold was passed, then the customer base can be properly represented by a
sufficiently small subset of the observed behaviour. The Subset-based Representative Customer
Journeys (SRCJ) are built up of the most commonly observed behaviour based on the CJ variants
considered during the previous step. As such, the synopsis data structures discussed during
Section 2.3 fit the current dataset well and are therefore the used preprocessing technique for data
stream mining purposes.

What needs to be taken into account from the subset of considered CJ variants are firstly the
weights, which as previously noted are based on how many customers are actually represented
by a specific CJ variant. This will be used later during the updating process to make sure that
only the most common CJ variants remain in the subset. Secondly, the resulting KPIs of the CJ
variants are required, which can simply be looked up based on the previously calculated values.
The reason the KPIs are needed here are that in cases where two variants would have
the same weight the one with a higher KPI value is preferred.

To continue on from the example based on Table 3.1, let the coverage threshold be at 50%
with 2 CJ variants being allowed such the coverage of 60% surpasses the threshold leading to the
subset-based representative journeys being allowed. The representative journeys would then be as
shown in Table 3.2. Note that (A4, A), (A, B) and (A, C) all have weight = 1, and (A, A) leads to
the highest KPI value. As such it wins the tiebreaker and is used as a SRCJ.
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Representative Journey KPI Weight
(B,C) 4 2
(A, A) 7 1

Table 3.2: Data for subset-based representative journeys example

Aggregated representative customer journeys

If the coverage threshold was not passed, something different from the subset-based approach
must be done to obtain the RCJs, as the behaviour is too volatile to be summarized by means of
a subset. In this case a different data-based solution is applied which is based on the aggregation
method instead of the synopsis data structures. The Aggregated Representative Customer Jour-
neys (ARCJ) aim to provide RCJs by firstly grouping together the different CJ variants based
on how well they perform with regard to the KPI. Once the groups are formed, inside each KPI
based group group Z;=1 M is calculated. Here n is once again the number of ClJs, [ is
the number of possible actions observed in the journeys and Action(j) is based on the j’th action
which may or may not be present inside the each of the journeys inside the group. As one can
tell from the formula, the averages then form the ARCJs as the cumulative actions are divided by
n. Furthermore they are then ranked based on the KPI value obtained from following them and
have their weights recorded just like the SRCJs.

This way of obtaining the RCJs is less precise than the SRCJs as values are based on averages,
which can lead to for example 2.5 products being bought. In these cases rounding may be needed,
and it is domain specific how to handle this. It may for example be the case that you do not want
a loan which is paid off for 51% to be rounded upwards to 100% as there is still a substantial
amount which needs to be paid.

To further illustrate the concept of the ARCJs consider the CJs in Table 3.3. As in the
example of the SRCJs the CJ consists purely out of 2 actions and in this case all actions involve
some action A which can occur multiple times. The ARCJ would have for Action 1 the value
(IA+1A+3A)/3 = 1.67A while for Action 2 it would be (14 +2A+3A4)/3 =2A. As 3 CJs are
included here, the weight of the ARCJ will be 3.

Customer ID Customer journey

1 (14, 1A4)
2 (14,2A)
3 (34,3A)

Table 3.3: Data for aggregation based representative journeys example

3.5 Predictions

Predictions are conducted with regard to the next event which occurs in the customer journey.
These predictions are based on the features which can be extracted from past events in the customer
journey. Note that the predictions also include the option of predicting a customer journey to end.
This is primarily interesting for journeys which do not have a set ending point, as in that case one
predicts at which point the customer loses interest in continuing their journey. This is an avenue
usually left unexplored for recommendation systems, where the main focus lies on monitoring the
events actually logged by the system. This knowledge of a customer losing interest can however
be very useful, as it can for example be used as an indicator that a special offer should be sent to
a customer to rekindle their interest.

Predictions should be conducted using an algorithm that allows for multiple options to be
returned with a certain likelihood. The reason for this is that often there is a vast range of options
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Figure 3.4: Example of order influencing event probability.

in the available paths which lie inside the customer journey. In such cases only providing a single
option can lead to poor predictive qualities. It can then be reasonable and valuable to take a
larger number of predictions into account which all have a relatively high potential of being useful
as opposed to using only a single one. This will decrease the probability that the prediction does
not contain any items which the user is not interested in.

Based on these conditions, the way in which OARA does predictions is delved into deeper. As
the Order Aware part of the name indicates, the order in which the events have occurred inside
the customer journey is taken into account here. This means that the past is not considered to
be a bag of unordered events such as for example in OCuLaR, [3]. This added structure improves
distinguishability of the information used for predictions based on the assumption that customers
who have followed the same trail in their CJ have a high likelihood of taking similar actions in
the future as well.

An example of how taking the order into account can help is given in Figure 3.4. Here the
order in which actions B and D are conducted has a high influence on what occurs after event
E. If for example (B, D, E) is observed then the next event is F' with a probability of 65%, while
observing (D, B, E) lowers this to only 10%. Here the order clearly influences future choices, as
without the order one would only observe that events B, D and E occurred and have a harder
time determining if F' or G will follow.

Algorithm 1 ObtainPredictors

Input: Training customer journeys n
Output: Predictors predictorsArray

1: Initialize sequencesArray, featuresArray,

outcomesArray, predictorsArray

2: for i =0 to len(n) do
3:  for j =0 to len(sequence(i)) — 1 do
4 presequence = first j events of sequence(i)
5: if presequence not in sequencesArray then
6: Add presequence to sequenesArray
7
8
9

end if
Obtain features(presequence) and add to featuresArray
: Add nextEvent(presequence) to outcomesArray
10:  end for
11: end for
12: for seq in sequencesArray do
13:  Fit predictor to featuresArray(seq) and outcomesArray(seq)
14:  Add predictor to predictorsArray
15: end for
16: return predictorsArray
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To properly do predictions for any sequence observed in the CJs, OARA employs predictors
for each of these sequences. One should keep in mind that this process is done for each of the
RFM groups, and that there are sequences which are present in multiple RFM groups. The reason
for not using a more general predictor is that the outcomes can be significantly different for a
sequence based on the RFM group in which it is observed. Keeping this in mind the predictors
need to be trained for all observed sequences before proper predictions can be conducted for new
customer journeys.

This process is described in pseudocode in Algorithm 1. Here the sequence is the current path
of a customer journey, e.g. (A4, B,C). In that case the length of the sequence is 3, and the for loop
from Line 3 to Line 10 gets executed twice. Two presequences are identified at Line 4, namely
(A) and (A, B). First, it is checked if these presequences were already observed in Lines 5-7, as an
array of all presequences is required for later use. Afterwards, in Line 8 the features are extracted
based on the data available at these points of the journey. Similarly, Line 9 indicates that the
event observed afterwards is stored as well, which is used for training the predictor and during the
evaluation as the ground truth. Once all customer journeys have been checked in this manner,
Lines 12-14 show that a predictor is trained on the features and outcomes of the sequences in the
base customer data. When the journeys contain a large number of events which are very varied, it
can be useful to not take into account the longer subsequences. This should be done when there
is too little training information available for them to properly train the classifiers. Based on
preliminary tests in these cases performance will increase if the subsequence is decreased in size.

Algorithm 2 OARA Prediction method

Input: Predictors P, Customer journeys n
Output: Predictions predictionsArray
1: Initialize sequencesArray, featuresArray,
predictionsArray
for i =0 to len(n) do
Add sequence(i) to sequencesArray
Obtain features(i) and add to featuresArray
end for
for j =0 to len(sequencesArray) do
Obtain prediction(j) based on predictor P[sequencesArray[j]] using featuresArraylj] and
add prediction(j) to predictionsArray
end for
9: return predictionsArray

N2 TR eN

i

Once these predictors are obtained predictions can be conducted on new samples, which is
described in Algorithm 2. Here the loop from Line 2 to Line 5 indicates that the current sequence
of the new customer journeys is obtained as well as their features. Afterwards the actual prediction
is conducted for each of the sequences in the loop from Line 6 to Line 8. Here the prediction
is conducted based on the previously learned predictor, which was tailored towards the same
sequence. This gives a prediction that is optimized specifically for the order of events observed.
The top X predictions with regard to what is most likely to be the next step in the CJ are then
retrieved. X is a configurable amount based on how many possibilities one wants to consider. If
customers are believed to be receptive of recommendations which are slightly out of their comfort
zone, X can be set relatively high. Alternatively, in cases where the customers are very conservative
with respect to their choices, X should be set relatively low. Multiple predictions are then likely
to include involve actions which they are not eager to take.

The optimization of predictors is a tough task in general, and the ones created here follow this
trend. Two generic issues were observed to be present relatively frequently in the CJ data. The
first of these issues is imbalanced data. For data to be considered imbalanced, the distribution of
possible upcoming actions is heavily skewed towards a small subset of majority classes. This causes
there to be an insufficient number of examples for the machine learning algorithms to properly
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learn how to predict the minority classes. A classic example of this is fraud detection, where 99.9%
of the cases are legitimate and the system needs to identify the minority 0.01% cases which are
fraudulent. There are a number of ways in which imbalanced data can be dealt with. The most
effective one is often to collect additional samples for the minority classes in the field, but this is
an option which is not always available due to for example time restrictions. Another alternative,
which is always readily available, is the application of under- and oversampling.

Undersampling is a technique which reduces the number of samples from the majority class
such that it is more in line with the minority samples. Common undersampling methods include
only using cluster centroids [53], and removing Tomek links [54]. Cluster centroids contain the
most representative variations of the majority class, which if it feature values would be visualized
lie at the center. The removal of Tomek links in the aims to get rid of data that has feature values
which lie between values already observed in other members of the class as these samples do not
add much distinguishing information to the majority class. So if for example only a single feature
exist, and for it values 0, 0.5 and 1 are observed, then 0.5 would be removed as it lies between 0 and
1. Oversampling serves as the counterpart of undersampling in that it aims to increase the sample
size for the minority classes. Two common ways in which this is done is by applying the Synthetic
Minority Over-Sampling(SMOTE) technique [55] or by use of the Adaptive Synthetic Sampling
Approach for Imbalanced Learning method [56]. Both create new samples for the minority classes
based on feature values which lie closely to the feature values observed in the existing samples.

A second issue which can be encountered is that there is a lack of information during the
early stages of the CJ. In that case the customer has not taken many actions yet which can be
used to distinguish between them. In these scenarios multiple CJs which are the same may not
lead to the same next action, which is problematic for the machine learning algorithms. These
algorithms lack a proper indication on which action to predict in these cases due to the lack of
distinguishing features. The main solution to this issue is to try and find additional features which
would indicate differences in CJs already at the early stages, so that they may help differentiate
between the journeys. It should however always be taken into account that the early stages of the
CJ will in many cases be the most difficult ones to predict, and as such that a slight decrease in
predictive quality at this point compared to the rest of the CJ may be unavoidable.

3.6 Recommendations

The recommendations for future actions in the CJs consist of two main steps. First, there is the
process of obtaining the distances between the CJs and the previously created RCJs to see how
much they differ. Afterwards, a combination of these derived distances as well as the previously
obtained predictions are used to determine the actual recommendations. The general outline of
how the recommendations using OARA are done is given in the pseudocode of Algorithm 3, where
the split between the two parts lies at Line 9. The loop from Line 4 to Line 8 indicates that the
distances between the sequence used during predictions and the RCJs are obtained, while the loop
from Line 11 to Line 19 shows how the recommendations are obtained. Of main interest here is
Lines 14 and 15, where certain conditions should be met for a recommendation to be valid. How
this is done exactly is covered in the following subsections.

3.6.1 Obtaining customer journey distances

As was mentioned in Subsection 3.4, recommendations should be in line with previously observed
behaviour from the users. Therefore a distance measure is required to determine how much the CJ
of a certain users differs from each of the representative CJs on which the recommended actions
will be based. The formal definition of a distance metric sets the following conditions for it to be
valid [57], where z,y, z are some measurable elements:

1. Non-negativity: The distance between x and y can never be less than 0.

2. Symmetry: The distance from z to y is the same as the distance from y to x.
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3. Triangle Inequality: The distance from x to z can never be higher than the sum of the
distance from z to y and the distance from y to z.

4. Identity of Indiscernibles: The distance from x to y can only be 0 if x = y.

What distance measure is most appropriate depends on the scenario in which the recommenda-
tions are needed. In this thesis two distance measures are showcased which are suitable in different
scenarios.

Algorithm 3 OARA Recommendation method

Input: Representative journeys RCJ, Predictions P, Prediction Sequences P.S, Conditions C'
Output: Recommendations recommendationsArray
1: Initialize distanceArray,recommendationsArray
2: for i =0 to len(P) do
Initialize distancesArray
/* Loop over all journeys to obtain all distances */
for j =0 to len(RCJ) do
Obtain distance(i)(j) between PS(i) and RCJ(j)
Append distance(i)(j) to distancesArray
end for
Initialize foundRecc = False
10:  /* Loop over all journeys to obtain the recommendations */
11:  for k =len(RCJ) to 0 do

@
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12: if foundRecc == False then

13: currentDist = distancesArray(i)(k)

14: if C based on currentDist are met then

15: Get  recommendation based on P(i) and RJC(k) and add to
recommendationsArray

16: foundRecc = True

17: end if

18: end if

19:  end for

20: end for

21: return recommendationsArray

The distance based on features

For the first scenario the data has a decently sized set of features available on which the predictions
are based. In this case the proposed distance measure is partly based on the Sum of Absolute
Differences(SAD). The SAD is defined as:

SAD = Z ICJ (i) — RCJI()] (3.2)

Here n the number of features used during predictions while CJ(i) and RCJ (i) indicate the value
of the i’th feature value of the CJ and RCJ respectively. The SAD would then be calculated for
each of the RCJs to know which ones are relatively close, if any.

It is however not the case that only the absolute differences should be taken into account. If
this were to be done, features which naturally have higher values will almost always have higher
absolute differences as well. This creates a situation where not every feature has the same influence
on the distance. To counteract this, every absolute difference is divided based on the average value
observed in the RCJs for that feature. This is known as the relative difference, and as such the
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Event 1 Event 2 Event 3

RCJID | A B C|A D E F C F
1 0O 05 070 09 08 0 0 0

2 1 0O 031 05 0 06| 0 0

3 1 1 040 03 07 0 |07 09

Table 3.4: Data for sequence based distance example

metric used here can be called the Sum of Relative Differences (SRD). The SRD is defined as:

CJ(i)—RC.J(i
SRD = Z Zlk 1(AllRCI( 3'@ (3.3)
Where n is once more the number of features, o the number of RCJs and AIIRCJ(k)(i) relates to
feature i of the k’th RCJ. To give an example, if the average value for two features is 100 and 1,
and the actual observed absolute differences are 110 and 1.1, both will have a SRD value of 0.1,
since it becomes (110 — 100)/100 = 0.1 and (1.1 —1)/1 =0.1.

The distance based on sequence

In the second scenario the data is relatively sparse and as such does not contain enough information
to obtain a sufficiently large range of effective features can be obtained between the CJs. In this
case a different distance measure can be used. This measure is based on the sequence of events
observed in the CJ up to the point where a recommendation needs to be made. The way that
this is calculated is by taking all possible actions into account for each of the events which have
occurred. In the CJ which needs a recommendation all executed events get a value of 1. For the
RCJ, the average is taken for each of the events. If for example in the same KPI group it is true
that L = (4, B), (4), (A, B), then for the first event A would have a score of 1 and for the second
event B would have a score of 0.67. Based on these values the absolute differences are once more
used as a measure of the distance, which means Equation 3.2 can be applied. n would here be
equal to the sum of all available types per event, while C.J (i) and RCJ(i) would be #’th event in
the collection of all those types per event.

To clarify this further an example is given based on a CJ (4, (D, E), F) and the RCJs in
Table 3.4. Comparing the CJ to the first RCJ, an SAD value is obtained of 14+ 0.5 + 0.7+ 0 +
0.1+024+0+0+ 1= 3.5. When compared in the same manner to the second and third RCJ
the SAD values are 2.4 and 3.1. So based on the sequence the best matching RCJ would be the
second one.

Neither of the two presented distance measures is necessarily superior to the other, as depending
on the situation either can be more suitable. If for example all customers would follow the exact
same sequence of types at each event up to the point where a recommendation is needed, but major
differences exist in the next event based on their gender and income, then using the distance based
on the features is more appropriate. Similarly, when all feature values are almost completely the
same but different sequences of events were followed which influence the next event, the distance
based on the sequence increases in value. As such, the exact distance measure will always need to
be tuned to the problem at hand.

3.6.2 Obtaining recommendations

Having obtained the predictions and distances, the final part of the recommendation process can
be started, which is determining the actual recommendation to give to the customer. There are a
large number of ways in which this can be done based on the information obtained at this point,
however, there are two general rules which should be followed:

1. Recommendations are never given based on the lowest ranked RCJ. The reason for this is
that pushing the customer towards this path will never lead to KPI maximization.
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2. A ’'non-action’, or finishing the CJ, is never recommended. What is meant by this is that if
in one of the RCJs the recommended action is for example the act of not buying any more
products since the customers in the RCJ were satisfied at that point, then that action will
not be considered.

These two rules on their own are not enough to properly do the recommendations, as they do
not give any concrete directions in case both are followed. An example of what can be done for
recommendations instead is combining these two rules with a condition where it is only allowed to
recommend an action from a RCJ as long as it is in the top 10 most likely next actions according
to the predictions. This would however remove the possibility for an action to be recommended
which does not occur in the predictions. This can be troublesome both when only a small number
of predictions are considered and when new types of products need to be taken into account which
did not exist in the training data of the predictors.

As a solution to this issue there are ways of balancing the information from the predictions and
RCJs. An example of proposed here, which is also included in Algorithm 3, is to use the distances.
"Distance tiers’ can be created which have specific conditions based on how close the CJ is to a
RCJ. These conditions can be configured to directly use the events in the RCJs to circumvent the
mentioned problem of only basing recommendations on predicted events. To further clarify this
an example is presented based on the conditions provided in Table 3.5.

In this example there are 4 tiers, which are based on how close a CJ is compared to a specific
RCJ. The customer is scored on each RCJ in this manner, so it could be that a customer is in the
'Best’ distance tier for one of the RCJs while they are in the "Poor’ distance tier for a different one.
The percentage thresholds and number of tiers which are taken into account can be varied based
on what is desired and suitable. The same is of course true for the conditions, which aim to limit
the usage of actions from the RCJs and predictions in some way based on how relatively distant
the CJ is. In this example whenever the journey matches a RCJ very well, i.e. it is in the shortest
15% of the distances, the two most likely actions from the RCJ are recommended. In the next
tier the recommendation consists of all matches between the three most likely predictions that
matches with the actions available in RCJ. The 'Decent’ tier works in a similar manner except
with the top prediction. Finally, if the CJ performs worse than the 85’th percentile in the training
data, then no recommendation is given based on that RCJ. The reason for this is that the actions
do not line up well enough for it to be reasonable to assume that the customer would follow an
action from that RCJ.

Distance Tier Distance% Condition
Best 0-15 Recommend 2 most likely events based on representative journey
Good 16-50 Check for match in top 3 predictions
Decent 51-85 Check for match top predictions
Poor 86-100+ Do not use action from this representative customer journey

Table 3.5: Data for distance tiers example

Once distance tiers are obtained between each of the RCJs and all of the CJs which require
a recommendation, the recommended action can be obtained. As can be seen in Line 11 of
Algorithm 3 the RCJs are traversed in reverse order, where the highest ranked RCJ leads to the
highest KPI value. Starting from the highest ranked journey it is checked which distance-based
condition needs to be met for the action in that RCJ to be recommended. If this condition is met
then the action from that RCJ indeed becomes the recommended action, while if the condition is
not met, the condition gets checked for the second highest rated journey. This continues until one
of the conditions is met.

One thing to keep in mind here is that there is the unlikely scenario that none of the conditions
can be met for a certain CJ, for example due it always being in the "Poor’ distance tier. Because of
this there also needs to be a default course of action in place. An example of this is recommending
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based on the highest ranked RCJ. This can be reasonable as none of the possible recommendations
seem to fit this customer very well and this allows for at least some sort of advice which can lead to
an advancement of the KPI. A different possibility is recommending based on the action conducted
in the RCJ which was closest to the current CJ.

Based on this setup for the recommendation, there a number of relations which need to be
taken into account when configuring recommendations:

e Recommending more based on the RCJs than the predictions will lead to higher KPI values
in theory. The predictions are based on behaviour which is relatively common and likely to
occur without intervention, while the actions from the higher ranked RCJs are specifically
centered around a certain KPI instead. The main way in which this can be achieved is by
shifting the threshold of the distance tier(s) which involves directly recommending based on
the RCJ.

e The amount of most likely predictions one allows in the conditions affects the eventual KPI.
Allowing for more predictions to be matched with the action in the RCJ will firstly lead
to more matching actions in general, and secondly to more possible matches in the higher
ranked RCJs theoretically getting them closer to the highest possible KPI. This however
comes at the cost of the recommendations becoming less closely related to the previous
behaviour of the customer. This should be considered carefully as a poor recommendation
due to over-enthusiasm on KPI maximization may have an adverse effect due to a poor
match between the recommendation and the taste of the customer.

e Similarly to the previous point, the chosen default action also influences the potential KPI.
A scenario where people are likely to follow any recommendation will incentivize having the
default action coming from a higher ranked RCJ, whereas a scenario where people are less
open minded will favour the use of a RCJ that is either very common or that is relatively
close to that of the customer instead.

All in all the recommendation process involves a number of factors which can be configured to
the situations which are encountered. The main issue lies in finding a balance between maximizing
the KPI while also making sure that the recommendation makes sense for the customer, and an
example of how this can be achieved is given in the Case Study chapter.

3.7 Updates to OARA

As more information from the customers becomes available over time, there are certain parts of
the system which may become outdated unless they are updated. To counteract this and make
sure that the provided recommendations are in line with recent customer behaviour, updates can
be conducted on the RCJs. Note that these updates are most often needed in scenarios where
data comes in rapidly, e.g. a streaming setting.

The RCJs taken into account need to be changed based on the new behaviour to make sure
that recommendations remain relevant. It should be noted that updates to the RCJs can only be
conducted once one is reasonably certain that the CJ has ended. This is similar to the process of
selecting the baseline customer information, and as such CJs should only be used for updates once
a certain amount of time has passed. The updates to the RCJs here do not require a complete
recalculation of the RCJs as they can be updated based on the weights. As such the approach
is still in line with the concept of a "one pass algorithm” [58]. The required updates for the
subset-based and aggregated RCJs are different, and will be discussed separately.

3.7.1 Updating subset-based representative journeys

For the SRCJs the weights of the CJ variants get updated based on the variant to which the newly
finished journeys belong. This may change which CJ variants are most commonly observed. If
this is the case, the variants which are included in the subset are changed to accommodate this.
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Continuing on from the previous example involving the data in Table 3.2, assume that five new
ClJs finished, which resulted in the data in Table 3.6.

Customer ID Customer Journey KPI

1 (A, A) 7
2 (A, B) 5
3 (B,C) 4
4 (A, C) 6
5 (B,C) 4
6 (A, A) 7
7 (A, A) 7
8 (A, C) 6
9 (D, D) 10
10 (A, C) 6

Table 3.6: Data for subset-based representative journey update example

If the amount of allowed variants still remains at 2 then both of the variants considered previ-
ously are now not in the subset any more. The 2 variants which would now make up the SRCJs
are:

1. (A, A), which has weight 3 and a KPI value of 7.
2. (A, C), which has weight 3 and a KPI value of 6.

This process is repeated whenever a new batch of finished CJs comes in to make sure that the
SRCJs remain relevant. It should be noted that in a situation where new trends heavily influence
the actions in a customer journey, that the newly observed CJs can be given additional weight
such that they would rise to the position of a RCJ more swiftly. This makes sure that customers
do not receive recommendations based on items which have already gone out of fashion. This
increase in weight for new CJs can also be applied to the ARCJs, which will now be discussed.

3.7.2 Updating aggregated representative journeys

Like the SRCJs, the ARCJs allow for updates on the newly finished customer journeys. For the
ARCJs the averages get updated based on the new CJs which are in the same KPI based group
as them. The influence of the new customer journeys on the values in the RCJs is based on the
weight of the RCJ to make sure that the influence is proportional compared to that of the previous
customer journeys.

Based on the data in Table 3.3 the ARCJ had 1.67A for Action 1 and 2A for Action 2. Now
assume that there is a new journey (14,5A4) which finished and is in the same KPI based group.
The situation shown in Table 3.7 would be what results. The values in the new aggregated journey
are calculated as follows: for Action 1 it becomes (3 * 1.67A4 + A)/4 = 1.51A and for Action 2 it
is (3x2A+5A)/4 =2.T5A.

Customer ID Customer Journey Weight

Old aggregated (1.67TA,2A4) 3
New journey (1A,54A) 1
New aggregated (1.51A,2.754) 4

Table 3.7: Data for aggregation based representative journeys update example

As such the recommended amounts and types get updated just like in the subset-based coun-
terpart. Therefore it has been shown that no matter which type of RCJS used the journeys can
be updated based on newly observed behaviour.
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3.8 Evaluations

The evaluation is conducted on two fronts, which are the same as during the preprocessing, i.e.
the predictions and recommendations. The goal of these concepts is different, as predictions aim
to properly predict the next event of the customer’s journey based on their past actions, while
recommendations aim to turn this most likely event into an event which maximizes the KPI.
Since the goals are different, evaluations need to be done in a different manner as well. First, the
evaluation of the predictions will be covered, and the recommendations are considered afterwards.

3.8.1 Evaluating predictions

The evaluation of the predictions is mostly done through well known metrics which are based on a
confusion matrix. An example of such a matrix is shown in Figure 3.5. Note that in this example
there would only be two possible future actions in the CJ, which are here referred to as A and
B. TP stands for True Positives, which are cases which were predicted to do action A and where
this was the case. TN stands for True Negatives, which indicate that a case was predicted to
follow action B, which was correct. F'N stands for False Negative and indicates that a case was
predicted to do action B while they did action A. Lastly there are F'P, False Positives, which act
as a counterpart in that a case was predicted to do action A while they did action B.

predicted
]
[ \

TP FN A
©
3 —
4
QO
© FP TN B

A B

Figure 3.5: General setup of a confusion matrix.

Based on the values observed in the confusion matrix, several metrics can be computed. The ones
listed here are relevant to the evaluation of the case study but are by no means an exhaustive
collection of all metrics which can be relevant.

Recall when based on the confusion matrix has the following formula:

Recall =TP/(TP + FN) (3.4)

This metric aims to make sure all cases of a certain class are identified, while disregarding how
many cases need to be misclassified for that to be the case. If for example all predictions were to
come from a single class, then all elements from that class are identified and as such recall becomes
1.

Precision when based on the confusion matrix has the following formula:
Precision =TP/(TP + FP) (3.5)

This metric is primarily focused on making sure that there is no accidental misclassification on
elements of this type, while not paying attention to how many of the elements of this type are
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identified. Precision would for example be 1 even if only a single element in the class was correctly
predicted to be from that class while every other element, including all other elements from that
class, get predicted to be from a different class.

There is however a potential issue with precision in cases where multiple predictions are con-
sidered relevant, which has been showcased to be the case during the explanation of the conditions
for the recommendations. The issue lies in the fact that precision punishes additional predictions
when the correct prediction has already been conducted. To amend this Average Precision can be
used, which only updates when a change in recall is observed. The formula then is:

AP = Z Precision(i) ARecall (i) (3.6)
i=1

The A symbol here denotes a change in Recall, and as such could also be seen as a Boolean
which checks if the ¢ — 1’th Recall value was the same as Recall(7). If it is, it acts as a 0 such
that the sum is not increased, while if it is different it becomes a 1 and the sum does increase.
Furthermore, it is important to note that these AP values are based on the user, and not on the
types of actions. To give an example, consider the action ((B,C)) as the ground truth while the
top 3 most likely predictions were A, B and C. Then AP at prediction 1 is 0 as the prediction is
wrong so AP = 0% 0. At prediction 2 the prediction is correct resulting in an increase in recall of
0.5 and precision of 0.5 as well, so AP =00+ 0.5 0.5 = 0.25. Finally at the third prediction
which is also correct it becomes AP = 0% 0+ 0.5 % 0.5 + 0.67 %« 0.5 = 0.585. The AP values are
then calculated for all the journeys to get an idea of the overall performance. The average of the
sum of all the AP values is called the M AP which follows the formula:

MAP =" AP(i)/n (3.7)

i=1
The Fl-score is a metric which aims to combine the viewpoints of precision and recall into a
single, more balanced metric. It is normally defined as 2x(Precision*Recall) /( Precision+ Recall),

Fl=2x% PrecisionxRecall (38)

Precision+Recall

though it is adapted here to

_ MAPxRecall
MAF1 =2 335 hecant (3.9)

to take care of the issue with the multiple predictions. MAF1 stands for the Mean Averaged
F1 score indicating the use of M AP instead of regular Precision. As one can see in the formulas
precision and recall are of equal importance here. Interpretation of the score is slightly difficult as
the only real guideline is that a higher M AF'1-score is better, and there is no cut-off point which
determines if the M AF1-score is good or bad. Inherently the M AF1-score does not take into
account the True Negatives into account, which is a flaw of the metric.

Usage of these measures aims to give a relatively balanced idea on how well the predictions
perform on different fronts. If there are certain metrics which are more important in a certain
scenario then the classifiers can be configured to specifically increase that metric. There is no
general metric here which is more significant to the ClJs, and if the domain also does not impose
any clear favourites then the best course of action is likely to maximize based on the M AF'1 score.
The reason for this is that it gives a good impression on how well a predictor is able to perform
due to it taking both precision and recall into account.

3.8.2 Evaluating recommendations

Similar to the predictions, the evaluation of the recommendations can be done in a number of
ways. It should however be noted that the metrics used for evaluating the predictions are in many
cases not going to fit the recommendations, since as previously stated their goals are different.
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With that in mind, there are still a number of factors which influence how recommendations can
be evaluated.

Firstly there is the distinction between explicit and implicit feedback given from the users with
regard to how much they liked a certain action. Explicit feedback involves customers explicitly
providing their opinion on something by for example rating it between 1 and 5 stars, or by means
of a thumbs up/down button. This type of feedback allows one to know the feelings a customer
experienced without too many assumptions. This increases the amount of trust one can place in
the feedback of the users feelings during evaluation. The issue however lies in the availability of
such data. Especially within the context of CJs, which is focussed on the actions naturally taken
by the users, this will not be accessible in many cases. This is where implicit feedback comes into
play as a solution.

Implicit feedback indirectly reflect the users opinion by observing user behaviour [59]. An
example of it is the purchasing history, where someone may have bought many books from the
same author in the past. This usually indicates that there is a relatively high chance that the
customer may buy another of their books in the future. The main advantage of implicit feedback
is that it is always available, however, there are some prime characteristics which set it apart from
explicit feedback [60]:

e There is no negative feedback. Users will not perform actions which are not to their liking,
and as such only actions which they enjoy show up in the data. As such it is not known how
heavily disliked the non-observed actions are.

e Implicit feedback is inherently noisy, as the true motives behind the actions can only be
guessed.

e Explicit feedback measures preference as ratings are done on some scale, while implicit
feedback measures confidence as a higher value purely means that the user has acted more
often.

e Evaluation of implicit feedback requires a custom measure to deal with aspects such as the
availability to take actions and how to deal with two actions which are only available during
the same time period.

As implicit feedback will in most cases be required in the evaluation of recommendations for
the CJs, these characteristics should be carefully taken into account for as far as this is possible.
However, most of them are inherent flaws of implicit feedback which cannot be addressed. This
makes implicit feedback slightly less reliable when compared to explicit feedback. It should be
noted that characteristics which fall under the final point can already be taken care of outside of
metric scores. An example of this is availability of new products which can be accounted for in
OARA by means of updates to the RClJs.

Aside from explicit and implicit feedback, another aspect in which the evaluations can be split
is based on if the evaluation was conducted in an online or offline experimental setting. In an
online setting actual users interact with the system and receive the recommendations. This allows
for observations on the actual reactions users have to these recommendations, and as such one can
be certain how the recommendation affects the customers in their journeys. The most well-known
example of online testing is A/B-testing, where independently and with equal probability a user
is either assigned a recommendation or not. This allows for the benefit of the recommendations
to be observed based on the outcomes [61], which in this case refers to the actions taken by the
users and how they increase the KPI.

In an offline setting, this real-time interaction is not present and instead previously collected
interaction data is used similar to how a train and test set in a prediction setting. In such an offline
setting a part of the available customer data is not used while training the recommender, and the
assessment of the quality of the recommender is based on how well the recommended actions
fit the customer data previously left out. Offline experiments are generally easier to conduct,
however, there are some issues regarding them. First, they are mostly focused on a narrow set of
questions such as the predictive power of algorithms. Secondly, it is impossible to directly measure
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the influence of the recommender on the user behaviour in such a setting since it is not actually
deployed [8].

Based on these possible configurations, the most optimal setting would be one where explicit
feedback and online evaluations are available, as in that case the most accurate information is
obtained. As was however pointed out this is not always possible, especially due to explicit
feedback being hard to come by for CJs. In such cases, alternative evaluation methods are to be
used which still allow for the recommendations to be evaluated.

An example of a metric which works in an offline setting with implicit feedback that aims to
maximize a customizable KPI is introduced here. It follows the following formula:

Total KPI = i KPI(recc(i)) (3.10)

i=1

Here n is the number of customers which have been recommended a next step in the journey,
and the KPI is calculated based on the actions recommended by a specific recommender system.
Note that this operates under the restriction that a KPI should be used which can be calculated
at any point in the customer journey, much like the dynamic CLV value calculation showcased in
Figure 2.5. If this is adhered to, then TotalKPI allows for an estimation of the recommendation’s
effect on this KPI under the assumption that the customers always follow the recommendation.
This assumption is different from what one can expect to see in real life, and is mostly in place due
to the lack of any prior research on how often recommendations are followed up on by customers.
In case one wishes to be more realistic, then one can for example assume that only half of the
recommended events are followed by the customers. For the remaining cases one could then take
the KPI from the ground truth.

Keeping this in mind it is possible to obtain Total K PI for as many recommendations as
needed to compare how different configuration for the recommendations affect these differences.
By changing the configurations in this way the configuration can be found which increases the KPI
the most, which could then be used in a real life setting afterwards. It also allows for a comparison
between different recommender systems to see which one leads to the highest theoretical KPI value.

To give an example consider the CEI discussed in Chapter II for a set of Twitter users. In this
case the CEI is based on observable and non-purchasing behaviour in the form of the number of
tweets sent per day. Each action a user can take inside Twitter could then influence the chance
that they will send tweets by a certain amount, such as for example setting a profile picture or
viewing the profiles of other users. Maximizing the number of tweets sent would then involve
recommending the actions which increase it the most, while also making sure that they make
sense in context. For example, it does not make sense to suggest a user to change their profile
picture every day when it is determined that setting a profile picture has a large positive influence
on the probability that a tweet will be sent.
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Case study

In this chapter the results of applying the approach on a real life dataset will be presented. First,
the details of the setting of the case study will be introduced. Upon finishing this, the application
of OARA for this specific setting is given. This includes specifics on the preprocessing, prediction
and recommendation processes. Afterwards, an evaluation of the prediction and recommendation
tasks is given. Here the performance of OARA is compared to that of both a traditional machine
learning approach in gradient boosted trees as well as a recommender system in the form of
OCuLaR. Note that updates to the RCJs are left out due to the lack of any interesting practical
details being involved as the selection and distribution of items remains almost completely static
in the data of this case study.

4.1 Dataset information

The dataset used for this case study was provided by Signify and is based around one of their
products. The product in question requires an initial purchase of a base product to which upgrades
can be attached in the future. These further purchases are entirely optional and conducted solely
based on the interest the customer has in the product. In this dataset there is no clear end to
the journey, as a customer could theoretically always keep buying additional items. A real life
example which would fit such a scenario is the purchase of a laptop, where the customer can
additionally buy items such a mouse, a carrying bag, or a new battery afterwards. One thing to
note here is that the data was anonymized, and as such customers cannot be identified nor the
actual products which were bought. As such a limitation of this dataset is that inferences based
on domain knowledge are relatively difficult here.

Taking this into account, the following main statistics apply to the data used during the case
study: There are 35060 CJs, which contain a total of 141510 events. These CJs are made up
out of 271 possible activities that lead to 9127 different variants. These cases were gathered in
the time period from 01-10-2017 until 14-05-2018. In this scenario a relatively large number of
the customer journeys end early, with 38% buying only the bare necessities after which the user
discovers that the product doesn’t suit their preferences well enough. A consequence of this is
that almost all of the 9127 variants are then contained in the remaining 62% of the journeys. As
such this leads to a situation where in some cases the dominant action is that of a non-upgrade.
This brings about the problem of imbalanced data discussed in Section 3.5, which is attempted to
be tackled here in Section 4.5.
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Attribute name Data type

Customer ID String
Connection time DateTime
Event type Integer
Product type String
Product subtype String
Number of products Integer
Price Integer

Table 4.1: Table of the attributes in the case study dataset

The data which was used contains a number of attributes per event, which are listed in Table
with their data type. In a more detailed explanation, the attributes are as follows:

e Customer ID: A unique sequence of letters and numbers by which a customer can be identi-
fied. Note that a single ID here can relate to other users in the same location which use the
product as well.

e Connection time: Date and time at which a product was added to the system.

e Event type: Type of the event, which signifies at which stage of the CJ the customer currently
is. This value is unbounded due to the existence of a potentially infinite number of upgrades.
Event 1 here signifies the installation of a prerequisite product which is the same for all
customers, Event 2 indicates that the starting product was installed, and Event 3 any possibly
immediate upgrades installed at the same time as the starting product. Higher numbered
event types indicate further, separate upgrades.

e Product type and subtype: The type and subtype of the product which was added at a
specific step in the journey. In the dataset used for this thesis the type and subtype have an
almost 1 to 1 mapping to one another as there are only very few subtype variants.

e Number of products: The amount of products of a specific (sub)type which were added.

e Price: Each product type falls into a price category, with there being 4 different categories.
Categories are used instead of concrete values as pricing can evolve over time, as this makes
them easier to use than constantly changing the price based on a change log.

This combination of information allows for the data to be represented as an event log and
interpreted as a CJ. As was previously defined, a single event can be described as T = (¢, a, t).
For this data ¢ = Customer ID, a = (Event type, Product Type), and ¢ = Connection time. The
CJ is then built up out of multiple of such events and the event log out of multiple CJs. Note
that here a is built up solely from an event type and product type. It is not further specified by
means of the number of products, which is a deliberate choice driven by the increase in generality
being needed to obtain reasonable amounts of training data for the predictors. In case sufficient
data is present, it is encouraged to try and create an event as precise as possible as the increase
in information can help distinguish the customer base.

4.2 Exploratory data analysis

In this section some of the most prominent discoveries during the exploratory data analysis are
presented. First, to obtain an idea of how streamlined the process usually is a process model was
discovered which included 75% of all events and 25% of the paths. The events are here conform
with the format described in the previous section. These events and paths were the most common
ones observed. The discovered model is shown in Figure 4.1, and is known as a ’spaghetti-like
model’. In such a model there are many lines crossing each other making the complete picture
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messy and difficult to interpret. The cause of this is a partly due to a large number of events but
mostly due to the very large number of possible paths of actions. This indicates that there are
very few restrictions regarding which events are allowed to follow up on each other in the Cls.
This issue reinforces the proposed actions during preprocessing of segregating the customer base,
as well as mining a process model tailor-made for the resulting groups. Both of these allow for
the overall behaviour to be less varied, making it more easily interpretable.

Figure 4.1: Process model including 75% of the events and 25% of the paths.

Figure 4.2: Process model including 20% of the events and 5% of the paths.
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To however still get an initial impression of the events and paths which are very common, a
process model was created based on the most common 20% of the events and 5% of the paths.
The resulting model is shown in Figure 4.2. Based on this model it becomes clear that the second
event of the journey usually involves a product of type P, whereas R, C and Q are also somewhat
popular. Past this second event starts the large amount of diversity that causes Figure 4.1 to be
so difficult to read. This is caused by a very large number of events being reachable from each of
these second events. As such customers usually do not limit themselves to only a small selection of
products based on the initial purchases. The variation still present in Figure 4.2 is mainly caused
by events of Event Types 4 and 5. These are the first two upgrades bought upon finalizing the
initial setup of the customer. Near the bottom of the model there are also some events which have
types 6 and 7, but these are scarcer due to fewer customer journeys reaching this many upgrades.
It should be noted that there are higher numbers of event types as well, but these are not observed
often enough for them to be included based on the thresholds set for this process model.

Outside of process mining it was checked how certain values developed over time, i.e. if there
were some specific trends which might need to be addressed. However, no significant changes in
the number of items nor the (sub)types of items bought were observed in the CJs which were
included in the dataset. This has as a consequence that older information is, much like newer
information, representative of the customer body. Similarly the average length of the CJs was
relatively consistent over the period considered in the dataset, remaining closely around 30 days
at all times. Note that this average is heavily influenced by a relatively large number of very short
Cls.

4.3 Baseline customer information

Based on the characteristics of the dataset it is possible to derive the needed and best preprocessing
steps. First, there’s the issue that the customer journeys are open-ended. As such an end point
needs to be decided. In the exploratory data analysis the elapsed time between two actions was
calculated inside each of the CJs, and a good cutoff point was then determined to be the 85th
percentile, which resulted in a time period of 98 days. It should be noted that this was based on
a larger and slightly older, but in terms of observed customer journeys very similar, dataset. This
was done to gain more confidence in what a good cutoff point would be. What this means here
is that only journeys which did not see any activity after their final event for at least 98 days are
included here. The reason the 85th quantile was taken is to strike a balance between preserving
enough data to properly train a model on and prematurely ending a case. The value may appear
slightly high compared to the average length of around 30 days in the recent dataset, yet a similar
average length was also present in the bigger and older dataset due to the influence of shorter CJs.

The features which are relevant here are slightly scarce. Keeping in mind that no features
regarding the order of events are required as they are already taken into account by OARA, the
following features were found to have a positive effect on the predictive power:

e Cumulative price

e Cumulative number of products added

e Duration of journey in days

e Cumulative number of upgrades performed

To give a small explanation for the final feature, it can be the case that a single Event type involves
upgrades of multiple types, and this feature keeps track of that. Note that there were attempts
to use other features as well, such as the day of the week and month, the current season, holiday
information, firmware upgrade information, and releases of own-brand and competitor products.
None of these features were consistently increasing predictive powers, and as such they were left
out.
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4.4 Preprocessing

The preprocessing steps will be handled in the same order as during the previous chapter. However,
firstly it should be noted that the steps to transform the data from the users devices into an event
log format are taken care of by the pipeline in Signify and as such no additional efforts were
required to use it. The features described were all quite easy to extract as they did not require an
outside information source that needed to be converted to the correct format. This would have
been the case if for example the firmware information would have been relevant. For the features
here simply the price, number of products, timestamps and number of upgrades observed up to a
certain point in the journey can be obtained based on the data naturally included in the CJ here
which. As such the mentioned matters here are trivial enough that no further explanation holds
any interesting insights.

The next point to take care of is the segregation of the users, which was done according to
the RFM values of the CJs in combination with the K-Means++ algorithm. As was pointed
out in Chapter 2 splitting the data using this combination has been successful in the past. In
total 8 RFM-groups were created here based on if a CJ scored relatively High or Low in the
areas of Recency, Frequency and Monetary value. Recency was determined by the number of
days observed between the final day in the dataset and the day at which the final event in a CJ
occurred, Frequency by the number of distinct Event Types observed, and Monetary value by the
cumulative sum of all Price values.

Based on this all combinations based on a relative High or Low score on each of the RFM
values are considered. Not all groups have an equal number of cases in them, as can be seen in
Table 4.2. The LLL group contains the most journeys. This means that there are quite a lot
of people who tried out the product that did not find it enough to their liking to continue the
journey. The HLL is similar but slightly smaller, and only covers the newest journeys which still
have a higher potential to change to a different group in the near future. There are also quite
a lot of samples available from the HHH group, which are the best customers. These customers
have bought frequently in the past while the last purchase was also relatively recent, indicating
lingering interest in the product. As a final note, the least CJs fall into the groups where frequency
is high but monetary is low, as it is requires many purchases of cheap items.

RFM Group: LLL HLL LHL LLH HHL HLH LHH HHH
#Customer Journeys 11999 6498 645 2298 1020 2222 2746 7432

Table 4.2: Distribution of the CJs over the RFM groups.

Based on these RFM groups process models can be built and extracted for them to only take
the most relevant journeys from these groups. In Figure 4.3 a process model including the most
common 75% of the events and 25% of the paths for RFM Group LLL is shown. Compared to
Figure 4.1 this model is much clearer and easier to understand due to only the cohesive behaviour
of this RFM group being taken into account. Furthermore, the LLL group mostly includes CJs
which are short, as the frequency is low, which also leads to a more compact model. The HLL,
LLH and HLH groups all have relatively similar short models.
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.

Figure 4.3: Process model of GroupLLL including 75% of the events and 25% of the paths.
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If however an RFM group with relatively high frequency is considered then the model becomes
much more expansive and convoluted. An example is given in Figure 4.4, which is the process
model including the most common 75% of the events and 25% of the paths of the HHH RFM
group. This model is a lot more similar to the one in Figure 4.1 due to the journeys being longer.
The similarity is further reinforced by the high monetary value indicating that journeys where
multiple items are bought at a single event are included too. It should be noted that given an
adequate number of samples per journey even such a model can still be useful for predictions. In
that case for each of the many paths through the model enough training samples need to exist
to properly train the predictors. This would however require for a very large baseline dataset,
and in most cases the more appropriate course of action will be to reduce the % of events and
paths included in the model to create a more general model. It should be noted that the other
RFM groups with high frequency have slightly less complicated models but are still much more
expansive than their infrequent counterparts.

Figure 4.4: Process model of GroupHHH including 75% of the events and 25% of the paths.

This has covered all preprocessing steps for the predictions, which means only the recommend-
ation steps are left. Firstly any relevant KPIs need to be determined and extracted. In this case
these are the CLV and versatility values as they are used during the evaluation. Based on the spe-
cification in [41] the CLV is here non-contractual, i.e. customer can always stop buying products
whenever they lose interest. Furthermore the behaviour is more erratic than in a contractual
setting, and dynamic, which means each action has an effect on the KPI. Furthermore it is viewed
here from a monetary perspective, and as such the KPI is based on the revenue obtainable per
step in the customer journey according to the Price parameter.

Versatility is concerned with obtaining as many different product types as possible in a single
CJ, and is therefore measured by the number of distinct types observed. This can for example be
useful in a use case where a customer is determined to remain interested for a longer period of
time during their journey when they are able to experience multiple aspects of the system. Both
of these metrics are then obtained for each of the CJs in the baseline.

The RCJ format used for this dataset was the ARCJ. The reason for this is the large number
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of possible paths highlighted in the discussion of Figure 4.1, which cannot be properly generalized
by a reasonable number of CJ variants. More specifically, the coverage threshold was set at 75%
and the number of allowed CJ variants at 15. The 15 variants were able to cover only 54.98% of
all CJs, with 36.09% coming from the relatively trivial journey (1B, 2P) which does not have any
events that can be predicted. As such the use of the ARCJ is a better fit for the data in this case
study.

To give an example of how the ARCJs were determined the process is here explained when
using the CLV as the KPI of choice. The number of ARCJs used was firstly set 10 to obtain a
relatively even distribution of CJs per category. The ranges of CLV values per ARCJ are given
in Table 4.3. As most of the journeys are not very long, they do not have time to amass a lot of
products and as such the CLV values are slightly similar. The largest differences exist between the
journeys which involve a lot of products. These are located in the higher ranked ARCJs where the
CLV range is wider. Since the actual calculation of the ARCJs is trivial and has been showcased
previously, further details are not included here.

ARCJ 1

2 3 7 8 9 10
CLV Range 0-2 3 4

4
) 89 10-11 12-17 18-132

5 6
6 7

Table 4.3: CLV values per ARCJ.

4.5 Predictions

The main idea behind the predictions was already explained by means of Algorithms 1 and 2.
The features which can be used by the predictors have been previously introduced, which makes
the task that remains here the specification of the used predictor. In this scenario this is a
Support Vector Machine(SVM), where it is used for predictions in a non-binary setting much
like in [21]. The main reason that this machine learning method was chosen is that it is not
necessarily heavily affected by a relatively small sample size, as shown by [62]. Small sample sizes
are relatively frequent in this dataset due to there being a lot of different paths available in the
CJs. Furthermore SVMs also showed to be among the most promising methods in preliminary
tests, and as such this method seemed like a good choice for the use case.

As was previously mentioned, the issue of imbalanced data was present in this data as well.
This is partly caused by the RFM groups with low frequency, as there were already a lot of CJs
that ended after the fourth Event Type. The ends of CJs also became more common in high
frequency RFM groups as later events in them get predicted. An attempt was made at remedying
this issue by both underfitting and overfitting the data as well as combining the two. When under-
fitting was applied to the dataset this was done by only considering the cluster centroids similar
adapted from [53]. Overfitting was done according by means of SMOTE [55]. The underfitting
and overfitting was then conducted on the CJs belonging to a specific RFM group as a whole, and
not based on the CJs that followed a particular presequence.

Using either of these approaches did not significantly affect performance on the test set, al-
though there was a noticeable difference on the training data where scores did slightly decrease
due to the prediction task becoming more difficult as there was less of a bias towards the majority
class to exploit. This result was not in line with expectations given the fact that these methods
have increased performance in similar situations as is showcased in [63]. Two reasons were iden-
tified for this. First, the relatively few feature values are at times very similar even between the
different classes. In this case both undersampling and oversampling are not really able to increase
the distinguishability. Secondly, it was the case for rarer presequences that the feature values in
the training data did not cover enough ground such that the examples in the test data could be
predicted by the predictor as they were too different. In such a case letting SMOTE create more
training samples based on observations in the training data does not effectively help predictions
on the test samples. A combination of these factors leads to a situation where undersampling and
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oversampling were not able to increase distinguishability of the classes in the imbalanced setting.

Aside from this it should be mentioned that in the cases where frequency was high, a possible
issue arose. As was showcased by Figure 4.4, there are a lot of different paths to consider for the
later predictions if the entire presequence is taken into account. As such to obtain a reasonable
base of training samples on this dataset a smaller presequence is needed. This was here reduced
to purely the previous event, as any longer sequence in these RFM groups would already lead to
situations where there too few samples to reliably predict on.

Aside from this the SVMs were all trained in a cross-validated manner while optimizing para-
meters for the methods based on the previously introduced MAF1 metric. Once the predictors
were obtained for each of the presequences observed in the data, the trained predictors were used
to obtain the top 5 most likely predictions. As will become clear in the next sections not all of
them are used during recommendations, as some are included for evaluation purposes.

4.6 Recommendations

Similar to the predictions, the recommendations follow the process described by pseudocode in
the corresponding Algorithm 3 very closely. The main things which need to be addressed are the
distances, conditions and default action.

As the number of features is relatively low for this dataset, the sequence was used as a means
to determine the distance between CJs and RCJs, as this holds more distinguishing power than
the features. Aside from the low number of them, as was previously mentioned there are also
cases where feature values can be similar between classes. This further reinforces the usage of the
sequence based distance for this case study. The manner in which the distances were calculated
is the same as described in Section 3.6.1 and as such not further discussed here.

The conditions used were the same as those given in Table 3.5. The first reason for this is that
it allows for a fair share of very similar journeys to get a direct recommendation, which makes sure
that not only the more commonly observed actions in the CJs were utilized. Secondly, most of
the other CJs are given at least a chance to match in some regard with the higher ranked RCJs to
increase their similarity to these RCJs. This can lead to them becoming similar enough to them
that more, and larger recommendations can come from these prioritized RCJs in the future.

The default action was set to recommending the two most likely actions based on the highest
ranked RCJ. The previously made claim that this is a rare event is backed up by the case study
data, where at worst in an RFM group it was used in 2.24% of the cases. This was mostly
observed in the LLL and HLL groups where given very specific presequences the only observed
next event was the end of the CJ, in which case this was the sole prediction to be made by the
predictor. As this is not a valid recommendation, no other choice is available but to use the default
recommendation.

4.7 Experimental Evaluation

The predictions and recommendations on the CJs have been conducted in a multitude of ways to
facilitate an overview of how different approaches were able to tackle this dataset. The competitors
which are compared are OARA, gradient boosting trees [19] and OCuLaR [3]. The reason gradient
boosting trees were chosen to represent the traditional methods over any other well known machine
learning algorithm is twofold. First, based on preliminary results this method was most promising
and as such considered as a valid competitor. Secondly, gradient boosting trees are theoretically
able to deal with the unbalanced data issue mentioned earlier. This is caused by one tree, or group
of trees, overfitting on part of the data which they specialize in. Since then information from all
trees is taken into account, overall a more balanced prediction can be given. OCuLaR was used
as it is a recommender which is able to operate under the same circumstances as OARA, while
also being a very recently developed state of the art technique that sets a good example of where
current techniques stand.
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The metrics used for comparison here are the previously introduced Recall, M AP and M AF'1
metrics based on Equations 3.4, 3.7 and 3.9 respectively. This gives an insight both on how well
the predictors perform in the recall as in the precision domains, while the M AF'1 score offers a
balance between the two. The areas which are covered during this evaluation are the predictions of
the very next event, predictions where the event is allowed to be in the slightly more remote future,
performance of predictions when additional context data is available, and finally performance on
recommendations of the next event.

In the experimental evaluation the HLL and HHH RFM groups are explicitly taken into ac-
count, while metric scores for the other REFM groups can be found in Appendix A. Groups HLL
and HHH were chosen as they contained the a relatively large number of CJs while also being most
interesting from a business perspective. The HLL group covers the customers that only recently
started their journey and still have to determine if they appreciate the product. As such this
group holds a lot of potential value if their interest can be retained. Conversely, the HHH group
involves the 'best’ customers that are currently still interested in the product. These customers
have purchased a relatively large number of products, indicating that if relevant products can be
recommended to them they are likely to also be interested in those products. Furthermore, these
two groups were used as they are representative of one of the big distinguishing factors between
the RFM groups. This factor lies in the relative frequency, as low frequency journeys only con-
tain journeys that reach up to the fourth event type. A consequence of this is that the action of
stopping the CJ is more frequent during these predictions when compared to the predictions for
the high frequency journeys. In these journeys the end of the journeys become more prevalent at
the 5th, and predominantly the 6th event type.

4.7.1 Predicting the next event

The main objective of the predictions is determining the very next event in the customer journey.
For this reason the Recall, M AP and M AF'1 score has been obtained for the 5 top-most predictions
for each of the 3 predictors, which can be found in Figures 4.5-4.8.

HLL Event 4

Figure 4.5 shows the metric scores for the prediction of the 4th event in the HLL group. Starting
from Subfigure 4.5a, all predictors perform on a similar level once 2 or more predictions are
allowed. At the first prediction OARA slightly outperforms gradient-boosting trees, and both of
these methods heavily outperform OCuLaR. The cause for this lies in OCuLaR not being able to
take feature information into account, which is important for the identification of the relatively
large group of stopping journeys, as older CJs in this category are more likely to not continue. This
involves the group of customers who relatively recently bought their product who do not return
to expand upon it, as they do not have any further interest or are already satisfied with the base
product. In terms of M AP Subfigure 4.5b showcases a similar scenario as Subfigure 4.5a, although
here the increase in M AP at the threshold of allowing 2 predictions is lessened due to there already
having been an erroneous prediction. Overall then Subfigure 4.5¢, which showcases the M AF1
values, gives a balanced overview based on the previous figures from which it becomes apparent
that both OARA and gradient-boosting trees are a valid choice in this situation. OARA has a
slight edge if few predictions are required, while gradient-boosting trees are favored if multiple are
allowed.

HHH Event 4

Based on the performance in Figure 4.6, all algorithms perform quite poorly here. The performance
is especially bad if few predictions are allowed. This is caused by there being a large number of
options to choose from in this RFM group, as was shown in Figure 4.4. In this group there is no
main path which all journeys follow, and insufficient data is available at this point in the journeys
to properly distinguish between them to find the correct prediction. As such both OARA and
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Figure 4.5: Metrics for predictions on event 4 of group HLL

gradient-boosting trees which take the features into account, as well as OCuLaR which bases it
purely on the observed items per customer have large issues during the prediction phase here.

This however does not mean that there is no favorite in this scenario. For recall, as shown in
Figure 4.6a all methods perform equally well given a single prediction, and increase in a similar
fashion with OCuLaR improving slightly faster than the competitors. For M AP a larger difference
can be observed in Figure 4.6b, where OCuLaR and OARA outperform the gradient-boosting trees,
and where OCuLaR also rises above OARA as the allowed predictions increased. Overall then, as
shown by Figure 4.6¢, OCuLaR is able to more effectively gain insights based purely on the bought
products in this scenario. OARA is then still able to outperform gradient-boosting trees due to
the additional context information from the order of events aiding slightly in the predictions.
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Figure 4.6: Metrics for predictions on event 4 of group HHH

HHH Event 5

In terms of overall performance, the values achieved between Figure 4.6 and 4.7 are quite similar
for OCuLaR, while OARA and gradient-boosting trees start to perform better. This is due to the
additional information that became available due to the additional actions, as well as there being
slightly less paths to consider during the prediction of this event. This in turn allows for more
training data to be available for the predictors. For recall there are no big differences between
the scores of the three methods regardless of the number of allowed predictions, as showcased by
Figure 4.7a. The real difference here is in the precision domain shown in Figure 4.7b, where OARA
is able to outperform both OCuLaR and gradient boosting trees, showcasing the value the context
added by the order of events can have. In terms of general performance the same is true, as the
M AF1 scores in Figure 4.7c are for any number of predictions the highest when using OARA.

HHH Event 6

The scores in Figure 4.8 paint a similar situation as those in Figure 4.5 in the sense that OARA
and gradient-boosting trees outperform OCuLaR. This is mainly caused by an increase of journeys
which are ended that OCuLaR has trouble identifying. This time the increase in recall observable
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Figure 4.7: Metrics for predictions on event 5 of group HHH

in Figure 4.8a also occurs at only the fourth-best prediction instead of the second best. The cause
for this as well as the slightly lower recall scores for OARA and gradient-boosting trees is once more
the increased diversity when comparing the HHH to the HLL RFM group. Gradient-boosting trees
then are slightly better at adapting to this increase in variety than OARA if multiple predictions
are allowed. The development in M AP in Figure 4.8b is identical between OARA and gradient-
boosting trees, while being notably worse for OCuLaR due to the many missclassifications. As
such also the M AF'1 scores in Figure 4.8c are significantly worse for OCuLaR here, while OARA
and gradient-boosting trees both perform well with a slight edge towards the gradient-boosting
trees due to the improvements in recall over multiple predictions.
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Figure 4.8: Metrics for predictions on event 6 of group HHH

Performance on other RFM groups

The Recall, MAP and M AF'1 scores when 1 or 5 predictions are allowed are given for the other
RFM groups in Appendix A.1 using OARA, Gradient-Boosing and OCulLaR. The trends observed
there mainly mirror what was showcased here. For example in the LH H group, where there are also
many products being bought over multiple actions similar to the HH H group, gradient-boosting
is once again able to outperform OARA and both perform better than OCulLaR. In particular
it seems to be the case that in cases where the monetary value is high, which in this dataset
mostly indicates the presence of multiple purchases, OARA seems to perform slightly worse than
Gradient-Boosting. This is likely caused by the feature information adding additional value if it
is considered as a whole, as opposed to splitting it up like how it is used in the predictions using
OARA. As such additional samples may alleviate this issue. OARA is however still able to adapt
to such situation better than OCuLaR, which lacks the information to properly predict here.
Outside of this, in the remaining groups the performance between OARA and gradient-boosting
trees is relatively comparable. When one method reaches high metric values the other is able to
follow suit, with some slight differences in which of the two end up reaching higher values. The
same is true for OCuLaR in the recall dimension, but it seems to perform slightly worse with
regard to M AP. This seems to be caused by it being slightly less refined in scenarios where the
journey is still relatively early on, in which case there are not too many products available to
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distinguish the different users by. This causes the overall performance as measured by the M AF1
score to be slightly lower for this method as well.

4.7.2 Using a span

While most often the prediction needs to be correct immediately, it can also be the case that a
prediction is allowed to be correct in the near instead of the immediate future. This is useful when
there is a reason to believe that a group of actions will be conducted in the near future without the
order being set in stone. An example of this is a user of an online music service who has already
bought 4 albums of a single artist. In this case one can be relatively certain they will buy another
album of that artist, but not which of the remaining ones. To cope with such scenarios the concept
of a span is introduced, which refers to a timespan during which it is allowed for a prediction to
be valid. To clarify, if span = 3 is present, then if the predicted action shows up either in the
next event, the event after that, or the event following that then the prediction is considered to
be correct. Furthermore, the predictions in the previous subsection can be interpreted as having
a span of 1. Usage of a span for sequences of events is not unprecedented and has been used with
success in the past in [64], from which is adapted to the current situation.

The effect of using the span for the predictors here is exemplified in Figure 4.9, where metrics
are given for the prediction of the 4th event in the HHH group when a span of 3 is used. Compared
to the scores achieved in Figure 4.6, the recall values in Figure 4.9a are higher for all predictors.
This is caused by there being more leniency in when a prediction is considered correct. Especially
OARA profits from this as it is now able to outperform OCuLaR up until the point where 5
predictions are allowed. This increase in possibly correct values here has a slightly adverse effect
on the MAP when comparing Figure 4.6b and Figure 4.9b. This is due to there being scenarios
where additional types of products might be valid predictions. When considering both recall and
MAP in the M AF'1 score in Figure 4.9¢, the improvements in recall for OARA allow it to also
outperform OCuLaR on this front. As such this experimental evaluation has showcased that in
scenarios where predictions do not need to be effective immediately, that OARA can be an effective
option.
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Figure 4.9: Metric scores for the 4th event in group HHH with a span of 3.

To further showcase the possible positive effect a span can have on the metrics the recall, M AP
and M AF'1 scores for predictions on the 4th event of the remaining RFM groups can be found in
Appendix A.2. Compared to the scores achieved in Appendix A.1 the recall and M AF'1 scores are
once again a lot higher for each of the RFM groups due to the increase in leniency. Big increases
are mostly noticeable in the LLL, HLL and LLH groups which is caused by the premature endings
in these groups. As such a prediction of the journey ending will always be correct as none of the
journeys inside these groups ever reach the 6th event type. Furthermore the range of possible
actions is also relatively small in these groups, further slightly increasing the ease of prediction.
As such the increases for these groups should be taken with a grain of salt. Furthermore, this
is also the reason why the HHH group was previously used in the more in-depth showcase. Due
to the aforementioned reasons the negative effect on M AP present for the predictions of the 4th
event in group HHH are also not affecting it as much, leading to the M AP scores being higher
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Table 4.4: Comparison of metric scores based on the presence of context data

HLL-4@1 HLL-4@5 HHH-4@Q1 HHH-4@5 HHH-5@1 HHH-5@5 HHH-6@Q1 HHH-6Q5

Recall No context data 0.636 0.817 0.119 0.414 0.179 0.465 0.380 0.625
—  With context data 0.647 0.844 0.105 0.417 0.241 0.489 0.378 0.636
MAP No context data 0.649 0.677 0.249 0.319 0.294 0.432 0.396 0.544
~— With context data 0.655 0.738 0.240 0.415 0.371 0.470 0.387 0.539
MAF1 No context data 0.642 0.741 0.161 0.360 0.223 0.447 0.388 0.582
~  With context data 0.652 0.783 0.146 0.415 0.291 0.479 0.382 0.583

when the span is set to 3 instead of 1. The other groups also reach higher M AP values this time,
as the increase in correctly identified actions is larger than that of the possibly correct values.

4.7.3 Including additional context information

From an intuitive standpoint, it makes sense that to further increase the predictive qualities of a
predictor it is helpful to include additional information. This enriches the customer journey by
providing an increase in context to the observed events, much like taking the order into account did.
To test this hypothesis, an additional dataset was obtained. Due to non-disclosure agreements the
details of this additional dataset are not discussed here. The data was employed during predictions
in the format of features as well as in the format of additional events. Both had a similar effect on
the metrics. However, two issues arose when applying the format of additional events. First, it had
an adverse effect on the computation time due to additional models needing to be trained. This
is caused by an increase in distinct CJs due to there being more events. Secondly, the additional
events led to more situations where distinct CJ variants became so rare that there was insufficient
training data to properly facilitate predictions for them. For these reasons the feature format was
utilized. Note that since the additional information is not in the format of additional items, that
not all existing techniques are able to utilize this supplementary context. OCuLaR for example
does not have a natural way of applying the new knowledge during predictions. As such, being
able to utilize the additional information is a notable quality of a predictor.

A comparison of the results with and without the added dataset when using OARA for 1 or 5
predictions on the HLL and HHH groups can be found in Table 4.4. Note that here the span is set
to 1 as usual. In terms of recall there do not appear to be too many notable differences between the
data with and without context information outside of predictions on the 5th event of group HHH.
Here the additional context information is quite useful, which is in line with the increase in recall
observed when comparing Figures 4.6a and 4.7a. Between these two predictions the additional
context information that became available between the 4th and 5th event proved to be valuable
to OARA, allowing it to outperform OCulLaR. The additional information introduced here leads
to further positive effects. Outside of this it is always the case, also for the other predictions, that
additional items can be correctly identified when allowing for multiple predictions when using the
new data.

With regard to MAP, there are large improvements for when 5 predictions are allowed outside
of the 6th event of the HHH group. This signifies that while in many cases there are not too
many additional correct predictions, the correct ones are on average obtained in fewer predictions.
As such the additional data is a valuable asset if the actions already being identified need to be
obtained with more certainty.

Finally, the M AF'1 scores are in general slightly higher as well. This indicates that general
performance has increased due to the additional data. There are however also some small decreases
in M AF'1 which are caused by the models being trained on the new information. This can lead to
some incorrect insights if certain relations which happen to be uncommon in the test data happen
to be slightly more common in the enriched training data. Outside of this, the additional data
introduced during this case study was shown to be mostly effective during the predictions of the
earlier events. For later events the effect was lessened, as signified by the negligible changes in
metrics for the 6th event of the HHH group. Adding even more context information, or using
different information on the base data from a different source can then prove useful to improve on
the later predictions if this is desirable. As such this experiment has shown that OARA is able

Effective Steering of Customer Journeys via Context-Aware Recommendations 47



CHAPTER 4. CASE STUDY

to adapt itself when additional context information becomes available which in turn can lead to
improvements of the predictions.

Outcomes for the remaining RFM groups were aggregated into a table in Appendix A.3. The
observations there are similar to what was observed for the predictions in the HLL and HHH
groups. Increases in recall for the first prediction like the 5th event of group HHH can be observed
in for example predictions of the 4th event in groups LLL and LHL. There are also cases where
the additional information does not lead to significant increases such as the for the 4th event in
group LHH. Furthermore, when five predictions are allowed the recall always increases. Outside
of that, the M AP has similar increases for any prediction outside of the 5th event in the LHL
group where the relatively low number of items to be predicted is not positively affected by the
additional knowledge. Due to these increases in both recall and M AP the M AF'1 scores are in
general higher as well, indicating that the used data has an overall positive effect on the prediction
process.

4.7.4 Recommendations evaluation on KPIs

As was previously mentioned, the evaluation of the recommendations is done based on how well
a KPI can be maximized instead of the regularly used precision based metrics. While an online
evaluation would have been preferred due to the increased quality in insights, this was not in the
scope of this thesis and as such an offline evaluation was conducted. Furthermore there is no
explicit feedback available with regard to how much the customers like their products. As such,
the information is here inferred based on implicit feedback. The implicit feedback is based on the
types of products which are observed inside a CJ. To compare how well each of the recommenders
is able to increase the KPI the previously introduced Total K PI metric in Equation 3.10 is used.

Total K PI was calculated for OARA under the positive assumption that all recommendations,
which are obtained as described in Section 4.6, are followed. The metric was also obtained for
OCuLaR, where it is based on the 2 most likely actions according to this method. The final
entity for which the KPI was obtained is the ground truth, which are the actions actually taken
by the users without any recommendations affecting them. This was included to see if usage of
recommender systems can have any positive effects on the KPI. The first KPI used here was the
CLV introduced earlier, which is a KPI that aims to capture how valuable a customer is to an
organization measured here by the sum of the prices of observed products.
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Figure 4.10: Comparison of the CLV values on recommendations.

In Figure 4.10 the CLV values have been calculated for 4 recommendations. This was once
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again done for the HLL and HHH groups. The first two recommendations involving the HHH
group have higher CLV values for all 3 recommendations methods due to there being more samples
to observe for these events. Furthermore, the customers in this category buy a larger number of
products than those in the HLL group, which further leads to higher CLV values. For each of
the 4 recommendations OARA is outperforming the alternatives, which is caused by only OARA
optimizing explicitly for the CLV value. There are also times when customers strictly following
the OCuLaR recommendation would have a lower CLV value than the ground truth, which is
caused by it recommending very heavily based on what is most common. This leads to issues in
the HHH group, where the buying behaviour is erratic enough that the most common behaviour
will not involve proper recommendations for the best of the best customers that heavily increase
the KPI.

This does however not mean that the recommendations by OCuLaR are without use, as they
should fit the tastes of the customer very well. This could then positively affect their future
purchasing behaviour. The same can however be said for OARA, which aims to make sure that the
recommendation is in line with the preferences by using the RCJs. Additionally it tries to exert a
more direct influence on the KPI by giving a recommendation that immediately increases it as well.
Note that if one were to be more pessimistic and assume that only a subset of all recommendations
by OARA are actually used, then the relative advantage of OARA would decrease. It would
however remain useful since while the sum of CLV values may decrease it is unlikely to sink below
the ground truth depending on how the customers are handled for which the recommendation is
deemed to fail.
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Figure 4.11: Comparison of the versatility values on recommendations.

To showcase that OARA is also able to handle different KPIs, another KPT is used for which
Total K PI is calculated. This other KPI which was also introduced previously and is called
versatility, which was measured by the number of different product types a customer acquires in
their journey. The highest ranked representative customer journeys are then those which involve
the purchase of many different types of products. The result when using this as the KPI when
calculating Total K PI is visualized in Figure 4.11. This is similar to Figure 4.10 in the sense
that OARA outperforms both OCuLaR and the ground truth, although this time with slimmer
margins. This is caused by it being easier to recommend higher priced products which fit into
a CJ than it is to recommend types of products which have not yet been bought. The reason
for this is that usually only a smaller subset of of products will suit the tastes of the customer
if previously bought products cannot be recommended. OCulLaR also has these issues while, as
mentioned previously, not taking KPI maximization into account. This leads to a similar level of
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performance as in Figure 4.10. Aside from this, another point of importance in Figure 4.11 is that
for the 4th event of group HHH the ground truth is very close to the OARA recommendation.
The reason for this is that this group of customers naturally buy many different items already.
This lessens the need for, and effect of, a recommendation as customers naturally increase their
KPI score in this case. As such, there are cases where it may not necessarily be need to take
action for improvements on a KPI. On the other hand, recommendations can most certainly be
of use if the customer is more conservative in the initial phase of their journey for this KPI and
as such those issuing the actual recommendations should carefully consider when they are most
useful and needed.

4.8 Case Study Conclusions

Based on the results of the case study, the research questions posed earlier can be answered. First,
the answer to the research question "What are the measurable effects of explicitly taking into
account the order in which events occurred during predictions and recommendations?’ is given.
Regarding the predictions, taking into account the order has a potential positive effect on the
metric scores of recall, MAP and M AF1 when compared to state of the art alternatives. This
is true both when predicting the next action in the immediate and slightly more remote future.
Effectiveness was also shown when up to 5 different predictions are allowed in either of those
scenarios. As these metrics cover different quality aspects of the predictions, it seems reasonable
to assume that there is generally a rise in overall quality when the order is considered during
predictions.

Since these predictions play a large role in the recommendation process, this increase also
positively affects the quality of the recommendations. A rise in confidence in the predictions
therefore directly instigates a rise in the confidence that can be put in the recommendations. Take
for example the M AF'1 score as the general quality metric for the predictions, which increases by
5% when taking the order into account. Any recommendation based on a condition that involves
the usage of a prediction should then be 5% more reliable as well. A way to then make the
positive effect quantifiable is to consider the increase in metric quality and multiplying it by the
fraction of recommendations that use the prediction. However, there is a reason such a metric
was not delved deeper into during this thesis. This lies in the flexibility of the conditions used in
the recommendations, which make it difficult to properly measure the effect in an offline setting.
The conditions determine the importance of the predictions during the recommendations, and as
such also the degree to which the effects are properly measurable. Therefore, it is encouraged for
future research in this domain to do the evaluation in an online setting to obtain more accurate
measurements on the effects on the recommendations. The increase in information is likely to lead
to more concretely measurable metrics to properly answer this aspect of the research question.

With regard to the second research question, "Which concepts and techniques need to be applied
such that recommendations can be maximized towards any given KPI?’, it was showcased that a
combination of factors have made this possible. These factors are the for this thesis introduced
RCJs, a distance metric based on the sequence of observed events, a set of conditions which aimed
to balance the increase in KPI and the suitability of an action given the previous behaviour of the
user, and the CLV and Versatility KPIs. By using all of these concepts the attained KPI values
were shown to be higher than that of alternatives. This is an attestation towards the quality of
the recommendations, circumventing part of the shortcomings that come with evaluating in an
offline setting. Furthermore, this combination of concepts and techniques leaves a lot of freedom
for the recommendations to be configured based on the context in which the recommendations are
required.
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Chapter 5

Conclusions and Future Directions

In this thesis, an approach called OARA was proposed that has proven to allow for predictions
and recommendations on datasets which fit the concept of a customer journey. To accomplish this
firstly an exploratory data analysis was determined to be of potential value to motivate choices
between alternatives at other sections in OARA. The selection of the baseline customer information
has then proven to be influenced by the considered timeframe and included information. Upon
having selected the baseline information, a multitude of preprocessing steps were presented to be
of use mainly for generalization purposes to aid the predictions and recommendations that follow
afterwards. Additionally, it was possible to go beyond merely visualizing the journey in a process
model by utilizing the model for the prediction and recommendation tasks. Furthermore it was
explained in detail how exactly predictions can be done in a manner which takes the order of events
into account, and it was also discussed what some of the prominent issues can be during these
predictions. The role of the predictions inside OARA was then exhibited during the explanation
of the recommendations. In the recommendation process they are combined with the RCJs, a
distance measure and a set of conditions to create recommendations that are suitable for a customer
and maximize a configurable KPI. The RCJs were shown to be adaptable to new observations.
This allows the recommendations to remain relevant even as trends change. Finally, multiple
methods were shown that allow for the evaluation of both the predictions and recommendations
to determine how well OARA performs. As such, all three contributions mentioned in the Chapter
1 have been addressed in this thesis.

OARA was also applied in a case study to show that the proposed solutions are useful in a
real life setting. During the evaluation it became apparent that there are potential positive effects
of taking into account the order of events if they exist in a sequential manner. Both in situations
where a prediction needs to be accurate in the immediate and slightly more remote future based
on a configurable span OARA was shown to achieve good results. It was also made evident that
OARA is flexible enough such that it can be further enriched by effective use of an additional
source of information to increase predictive qualities. As a final point of the evaluation on the
case study the KPI values were shown to be significantly higher if OARA was used to obtain the
recommendations, indicating that it can be valuable to explicitly take into account the KPI values
during recommendations.

With regard to future work, it is likely to be valuable for researchers to look further into proper
evaluation metrics in settings where recommendations are aimed at improving a general KPI. The
main shortcoming currently lies in the assumption that the customers will follow recommendations
blindly, which was put into place due to there being no prior research on how often customers
actually follow the given recommendation. As such a case study of the effectiveness of recommend-
ation could provide a lot of value to the assessment of recommender systems. Additionally, an
evaluation in an online setting will also be of value to get a more concrete idea on the quantifiable
effect recommendations have on the behaviour in the ClJs.

Furthermore, OARA has currently only been employed in a single scenario. As such, deploying
it in a different environment will likely lead to further insights on optimizations and generalizations
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in areas which were not significant in the scenario of this paper. It is preferable that this scenario
includes events that can be conducted in parallel. Another interesting scenario is one where
multiple actions are required before a specific different action can be taken, so for example action
C is only observed after actions A and B have been taken. The reason these constructs are
interesting is that no such patterns existed in the data of the current case study. However, in
theory OARA should be able to handle such a sequence of events perfectly given the awareness of
past behaviour in the customer journey. As such, a further case study to back up this claim can
increase the theoretical power and appeal of OARA.

In a similar vein, additional case studies can be useful. First, the case study in this thesis only
applied the ARCJs in practice. As such, a case study based on data that incentivizes the utilization
of SRCJs instead of the ARCJs might be interesting to ascertain their viability. Similarly, usage of
a dataset where no anonymization is required can be interesting as well. The increase in available
context information can potentially lead to a discovery of additional important aspects of the
exploratory data analysis. Lastly, it may be compelling to use data where new types of products
appear over time. This data could be used to showcase that the OARA is able to adapt to the
newer product types to by means of updates.
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Appendix A

Additional Prediction Results

In this appendix firstly the recall, M AP and M AF'1 values when allowing for 1 or 5 predictions
are given for the RFM groups not explored in detail when the predictions are done for the action
immediately following. Afterwards a table is given in which the same metrics are given for the
same RFM groups both when using OARA with a span of 3 and when using OARA with the
additional dataset. For insights derived from these values please refer to Section 4.7.

A.1 Next Event Prediction

H RFM Group Event Predictor Recall@l MAP@1 MAF1@Q1l Recall@5 MAPQ5 MAF1Q@5 H

LLL 4 OARA 0.754 0.754 0.754 0.853 0.771 0.810
LLL 4 Grad-Boost 0.385 0.385 0.385 0.934 0.598 0.729
LLL 4 OCuLaR 0.026 0.032 0.029 0.918 0.466 0.618
LHL 4 OARA 0.262 0.311 0.284 0.689 0.379 0.489
LHL 4 Grad-Boost 0.19 0.19 0.19 0.71 0.369 0.486
LHL 4 OCuLaR 0.174 0.191 0.182 0.721 0.346 0.468
LHL 5 OARA 0.525 0.576 0.550 0.746 0.614 0.674
LHL 5 Grad-Boost 0.578 0.578 0.578 0.832 0.681 0.792
LHL 5 OCuLaR 0.083 0.099 0.090 0.677 0.287 0.403
LLH 4 OARA 0.354 0.409 0.379 0.538 0.454 0.492
LLH 4 Grad-Boost 0.570 0.570 0.570 0.801 0.658 0.723
LLH 4 OCuLaR 0.056 0.109 0.074 0.715 0.396 0.509
HHL 4 OARA 0.232 0.272 0.250 0.718 0.350 0.471
HHL 4 Grad-Boost 0.154 0.154 0.154 0.72 0.355 0.438
HHL 4 OCuLaR 0.136 0.166 0.149 0.716 0.365 0.484
HHL 5 OARA 0.379 0.411 0.395 0.782 0.476 0.592
HHL 5 Grad-Boost 0.383 0.383 0.383 0.770 0.513 0.616
HHL 5 OCuLaR 0.141 0.151 0.146 0.528 0.285 0.370
HLH 4 OARA 0.262 0.352 0.301 0.470 0.414 0.441
HLH 4 Grad-Boost 0.482 0.482 0.482 0.839 0.599 0.699
HLH 4 OCuLaR 0.262 0.352 0.301 0.470 0.414 0.441
LHH 4 OARA 0.131 0.229 0.167 0.439 0.291 0.350
LHH 4 Grad-Boost 0.148 0.148 0.148 0.630 0.307 0.413
LHH 4 OCuLaR 0.083 0.178 0.114 0.585 0.382 0.463
LHH 5 OARA 0.253 0.354 0.295 0.490 0.407 0.445
LHH 5 Grad-Boost 0.323 0.323 0.323 0.766 0.470 0.583
LHH 5 OCuLaR 0.080 0.146 0.103 0.464 0.313 0.374
LHH 6 OARA 0.410 0.410 0.410 0.575 0.446 0.499
LHH 6 Grad-Boost 0.647 0.647 0.647 0.867 0.727 0.791
LHH 6 OCuLaR 0.049 0.082 0.061 0.765 0.47 0.539

Table A.1: Metrics regarding predicting the next event using OARA on remaining RFM groups
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A.2 Span of 3 - OARA

H RFM Group OG Pred Event Recall@l MAPQ@1 MAF1@l1 Recall@5 MAPQ5 MAF1@5 H

LLL 4 0.986 0.986 0.986 1.00 1.00 1.00
HLL 4 0.840 0.840 0.840 0.927 0.858 0.880
LHL 4 0.368 0.368 0.368 0.825 0.511 0.595
LLH 4 0.605 0.605 0.605 0.858 0.668 0.719
HHL 4 0.352 0.352 0.352 0.846 0.529 0.617
HLH 4 0.419 0.419 0.419 0.687 0.497 0.545
LHH 4 0.225 0.225 0.225 0.683 0.372 0.449

Table A.2: Metrics regarding predicting using OARA and a span of 3 on remaining RFM groups

A.3 Additional Dataset - OARA

[ RFM Group Pred Event Recall@l MAP@1 MAF1@l Recalla5 MAP@5 MAFI@5 ||

LLL 4 0.822 0.822 0.822 0.922 0.866 0.893
LHL 4 0.388 0.444 0.415 0.722 0.589 0.649
LHL 5 0.520 0.532 0.525 0.876 0.589 0.648
LLH 4 0.408 0.500 0.449 0.625 0.618 0.621
HHL 4 0.243 0.264 0.253 0.75 0.454 0.566
HHL 5 0.355 0.387 0.370 0.849 0.572 0.684
HLH 4 0.269 0.362 0.308 0.504 0.532 0.518
LHH 4 0.146 0.255 0.191 0.466 0.443 0.452
LHH 5 0.224 0.354 0.275 0.565 0.488 0.524
LHH 6 0.516 0.516 0.516 0.736 0.646 0.691

Table A.3: Metrics regarding predicting using OARA and the additional data on remaining RFM

groups
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Appendix B

Paper based on the research

This appendix contains the paper which was based on this thesis that was submitted and accepted
into the IEEE ICDM 2018 conference.
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Customer Journey via

Context-Aware Recommendation

Submitted for blind revision

Abstract—Recently the analysis of customer journeys is a sub-
ject undergoing an intense study. The increase in understanding
of customer behaviour serves as an important source of success to
many organizations. Current research is however mostly focussed
on visualizing these customer journeys to allow them to be more
interpretable by humans. A deeper use of customer journey
information in prediction and recommendation processes has
not been achieved. This paper aims to take a step forward into
that direction by introducing the Order Aware Recommendation
Approach (OARA). The main scientific contributions showcased
by this approach are (i) increasing performance on prediction
and recommendation tasks by taking into account the explicit
order of actions in the customer journey, (ii) showing how a
visualization of a customer journey can play an important role
during predictions and recommendations, and (iii) introducing
a way of maximizing recommendations for any tailor-made
Key Performance Indicator (KPI) instead of the accuracy-based
metrics traditionally used for this task. An extensive experimental
evaluation then highlights the potential of AORA against state-of-
the-art approaches using a real dataset representing a customer
journey of upgrading with multiple products.

I. INTRODUCTION

In today’s society, the interactions a customer has with an
organization are quite plentiful thanks to the myriad of ways
in which these customers are now able to interact with the
organizations. These interactions can be seen as a sequence,
where each time the customer achieves a certain goal with
a specific interaction. Such a sequence of observed events
which belongs to a single customer is referred to here as a
customer journey. The analysis of such customer journeys can
be a huge boon towards improving the organizations, as the
key objective is to get an understanding of how the experiences
of the customer can be enriched though what marketers call
their decision-making process [1].

To properly interpret the customer journey data that organi-
zations possess it is helpful to create a visualization of this in-
formation to get an idea of which steps are usually taken in the
journeys. Such a representation is called a customer journey
map. These artefacts often possess a non-linear structure while
reflecting behavioural, emotional and cognitive drives [2]. A
mapping in this paper is obtained by means of process mining.
The result is known as a process model, of which an example
is shown in Figure 1. The example shown here is from the
website of a music festival. Firstly, a customer will have to
register themselves. Upon completing the registration, they go
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@ start

Register
2,439

Buy merchandise
223

Buy tickets
2,168

Change info
221

End

®

Fig. 1: Example process model of a customer journey.

on to either buy tickets or merchandise from a band. In case
tickets are bought, it might occur that the customer wishes
to also buy tickets from another band, which is indicated by
the arrow to and from itself. A customer is able to end their
journey after taking either of these actions, but it might also be
the case that they still need to change part of their information,
for example their payment credentials. This information can
then be altered and afterwards everything is in order to deliver
the tickets and/or merchandise, leading to the customer journey
end. Note that in this example customers are only doing a
single purchase, but it might also be the case that one wishes
to model all purchases made by a single customer in which
case the process model would be different and more complex.

Now that it has been made clear what customer journey
information can be included in the process models, the goals
are introduced. The approach proposed in this paper is called
the Order Aware Recommendation Approach, shortened to
OARA, and aims to improve upon the current state of the
art in three areas. Firstly, the extraction of a customer journey
map by means of process mining is a technique which hs been
recently contributed in [3]. However, the approach proposed
here aims to go beyond simply extracting a model. The



extracted model is now used by OARA to also do predictions
and recommendations for future steps in the customer journeys
in a tailor-made manner. This allows for the value of customer
journey data to rise as a result, as one can now rely on machine
learning techniques for these tasks which would otherwise
involve a large amount of manual labour. Furthermore predic-
tions and recommendations on the customer journeys can also
be done by other predictor algorithms and recommendation
systems since one still would like to obtain information on
the future based on the past. OARA however aims to improve
upon the existing methods as they do not take the explicit order
information into account which is present in the customer
journeys. This loss of contextual information can then lead
to a decrease in quality compared to when this context is
applied to the predictions and recommendations. There is also
the issue that currently the evaluation of recommender systems
is mainly focused around prediction accuracy, while other
evaluation properties such as novelty are less explored [4].
This is a mismatch with reality as the goal organizations
usually have when recommending the customer with an action
is the maximization of a Key Performance Indicator (KPI).
This is a value which measures how well an organization is
performing on a specific key objective. To provide a solution
to the current situation it is shown how one can take KPI
maximization into account by using OARA.

To summarize, the contributions made by this paper are
showing how it is possible to:

o Use a process model to do predictions and recommenda-
tions.

o Explicitly use the order of events during predictions and
recommendations.

o Optimize recommendations for any chosen KPIL.

The rest of this paper consists of the following sections:
Firstly some related work for the rest of the paper is presented
in Section II. In Section III the context and problems tackled in
the paper are concretely defined, in Section IV it is explained
in detail how OARA allows for the recommendations to be
created. In Section V a real dataset is used for an evaluation
of the quality of both the predictions and recommendations
provided by OARA and to wrap everything in Section VI the
conclusions and future research opportunities are given.

II. RELATED WORK

In this section some related work from different areas is
introduced. Firstly some more context is given regarding the
concept of customer journeys, after which process mining is
discussed. Following upon this stream data mining is covered
and lastly the Recency, frequency and monetary value is
introduced, which is later used for segregating the customer
base.

A. Customer journeys

As described in [5], the term customer journey is quite
widely used in scientific literature with yet no common under-
standing exists with regard to what a customer journey exactly
entails. Descriptions used in the past include that a customer

journey is the cumulation of repeated interactions between the
service provider and customer [6], an “engaging story” based
on the interactions of a customer with the service [7], or a
“walk in the customer’s shoes” [8]. All descriptions have in
common that a high importance is placed on the experience
of the customer. The approach proposed in this paper aims at
using the logged events to recreate this experienced journey
and using the distinguishing qualities which lie inside them
to achieve high quality predictions of customers future in-
teractions and recommendations regarding the best possible
interaction from both user and organization perspectives.

A combination of research between the research fields of
process mining and customer journeys has occurred in the
past [3], where the goals was to extract customer journey
mappings. These are a visualization of the customer journey,
and in that research the events which were relevant to the
customer journey scenario were retained such that a process
model could be created upon them. This process model was
used both for further analysis tailored to process mining
as well the creation of the customer journey mapping. The
research in this paper also uses such a mapping towards
a customer journey while taking care of two tasks in the
proposed future research of this paper: finding techniques for
clustering customer journeys and facilitating predictions on
future behaviour in these journeys.

B. Process mining

Process mining is a research area which combines the
domain of process modelling and analysis with the domain
of data mining and machine learning. The goal of this combi-
nation is to discover, monitor and improve processes based on
knowledge from data which is stored in the event log format
regarding the process in question [9]. Event logs show the
occurrence of events at a designated point in time, where the
event is an action logged by an information system such as the
sale of a product. This event is specified to have come from
a specific process or instance, also known as case [10]. One
such instance or case then encompasses all events belonging
to a single customer which can be identified based on an ID.

To the approach described in this paper, process mining
mainly plays a role in helping to determine which information
and activities should be included during the predictions and
recommendations on the customer journeys. Ideally, one is
able to find an easy to understand model which shows the
process from a high level, as exemplified in Figure 1. Here
the overall process is short and intuitive, but there are also
cases where the number of events per instance is very large
while there are also connections between almost all of such
events. In this case the model becomes entangled and as a
result hard to interpret which can be counteracted by taking
the most representative samples and segregating the customer
base.

The notation for the customer journeys will be borrowed
from the process mining domain, since as was shown by [3],
a customer journey can be formed based on an event log.
The examples on notation given here are based on Figure 1.



Firstly, a single event in the customer journey called for exam-
ple Register has the following combination of information:
Register = (c,a,t). ¢ here stands for the case, which is a
specific customer, a is the action performed, registering, and
t the time at which the action was performed. A customer
journey consists of multiple such events and is then denoted
as CJ = (Register, BuyTickets), where Register and
BuyTickets are events belonging to the same case ID c¢ have
consecutive timestamps. The entire collection of journeys is
here equivalent to an event log and is denoted as Log =
(Register, BuyTickets), (Register, BuyM erchandise,
Changelnfo), (Register, BuyTickets, BuyTickets,
Changelnfo). Note that based on the presence of a loop
there is no exhaustive Log which covers all possible customer
journeys and that journeys belonging to different customers
might be interleaving depending on ¢.

C. Stream data mining

The environment described in this paper is one where the
information is obtained by means of data streams, which can
be characterized as continuous and typically non-constant [11].
There are two main issues which arise from such data streams.
Firstly these streams produce massive, potentially infinite,
amounts of data which can make it hard to use more time
consuming operations on such data. Secondly the information
in the data can change rapidly, which makes it important to
facilitate an option for fast updates. This also does not suit the
’normal’ data mining approaches either, as the multiple passes
they require over the data are not possible in a streaming
setting [12]. OARA aims to cover these issues by taking
a collection of ’base’ information on which it builds while
having parts which can be updated with new information.

Several approaches have been proposed which are able to
adapt to these circumstances. One of them is called OCu-
LaR [13], a recommender. The aim of of this approach was to
generate recommendations which are easily interpretable by
the customers based on data where there is implicit feedback,
i.e. no information is supplied by the customers regarding their
enjoyment on or motivations for choosing certain products.
One thing to note about this approach is that it does not use any
features, it only considers relationships based on the products
customers bought, and as such does not explicitly use any
context information during the recommendation. The approach
proposed in this paper will on the other hand do this based
on the hypothesis that there lies important knowledge in the
context which can be used to amplify the predictive qualities.

D. Recency Frequency Monetary Value

The Recency, Frequency and Monetary values, often short-
ened to RFM, is a KPI based on how well a customer performs
in the recency, frequency and monetary dimensions which
has been introduced in [14]. Recency here means the time
interval which has passed between the previously observed
interaction of the customer and the present, Frequency involves
how often a customer has interacted with the organization,
possibly within a specified time period, and Monetary value

is based on the cumulated amount of money the customer has
spent at the organization. The RFM values are used in the case
study of this paper to segregate the customer base, which was
inspired by earlier successes such as reported in [15] and [16].
More specifically, the usage of the K-Means++ algorithm [17]
in [16] to create the RFM groups is used. The notation for
the groups here will be as follows: XYZ, where X signifies
if the Recency was relatively high or low, and the same is
signified by Y with regard to the Frequency and Z for the
Monetary value. As such, for example one can have the HLH
group where an event was recently observed, relatively few
events were observed in total and the monetary value of the
steps taken by the customer is relatively high due to the
few purchases which were observed involving more expensive
products.

III. PROBLEM DESCRIPTION AND SETTING

Firstly, the type of customer journey is described here to get
an idea for what kind of environments the approach explained
in this paper is applicable. A distinction can be made between
journeys which have clear start and end points [18] and
those which can be considered open-ended [19]. Respective
examples are an appeal for tax returns which is either granted
or rejected at the end and the purchasing behaviour of a
customer at a convenience store. The emphasis lies on the
latter type of customer journey in this paper, where one is not
certain if the actor will remain engaged in the process or not.
In this case there is no clear endpoint to a customer journey.
To circumvent this, a solution is adapted from [20] where
a customer journey is considered finished if there has been a
significant period of inactivity. Significance is here determined
by a time period being longer than the 85th percentile of the
periods of inactivity between events.

Taking this limitation into account, the following main
statistics apply to the data used during the case study: There
are 35060 cases which contain a total of 141510 events made
up out of 271 possible activities that lead to 9127 different
variants. In the studied environment customers firstly buy
a base product which allows for them to install upgrades
and expansions in the future. These further purchases are
entirely optional and solely conducted based on the interest
the customer has in the product. A real life example of such a
scenario is the purchase of a laptop, where the customer can
additionally buy items such a mouse, carrying bag, or a new
battery afterwards.

In the scenario of this paper a relatively large number of
the customer journeys end early, with 38% buying only the
bare necessity and finding out that the product doesn’t fit
them well enough. A consequence of this is that almost all
of the 9127 variants are then contained in the remaining 62%
of the journeys, which makes them rather heterogeneous and
this will lead to some difficulties in their predictions, as will
be showcased in Section V.

Given the above circumstances the aim is to strive towards
the following two main goals:
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Fig. 2: A general overview of the components in the proposed approach.

1) Maximize metrics during the predictions of each of the
events in the customer journeys. These predictions are
done for future events in the customer journeys based
on what has been observed in the past in them.

2) Maximize a customizable KPI during the recommenda-
tions. This KPI can be any value which is integral to
the success of an organization in a specific area, such
as sales or customer interaction. Examples of KPIs are
the average purchase value, monthly sales bookings, and
the customer engagement index.

Of particular interest to this paper is then determining how
useful it can be to take into account the inherent order which
is contained in the customer journeys while achieving these
goals. The reason for this is that from an intuitive standpoint
this additional information should be helpful for doing the
correct predictions and recommendations. As such the main
research question being answered by this paper is:

What influence does taking into account the inherent order
in which events occur inside customer journeys have on both
predictions and recommendations?

IV. OARA OVERVIEW

In Figure 2 a general overview can be observed which
covers the main components of the system. The starting point
is doing an optional exploratory data analysis to gain further
insights into the dataset, for example by means of process
mining or other visualization means. Afterwards the baseline
customer information is determined that form the base for
future predictions and recommendations. As was mentioned in
the Section III, at this step one should take care that customer
journeys have an appropriate time to finish in scenarios where
there is no clear-cut end point to the customer journey as the
only indicator of a finished customer journey in such a case is a
prolonged period during which no events are monitored. Once
the data to be used has been determined some preprocessing
is needed for the baseline customer information to reach its
maximal potential during the next two phases, the predictions
and recommendations. The predictions are used during the
recommendations in OARA and as such these activities cannot
be conducted in parallel once the preprocessing has finished.

A. Preprocessing

Preprocessing part firstly involves the segregation of the set
of customer journeys into smaller segments. The goal of this
segregation is to allocate either specific types of customers
which can be identified by domain knowledge, or customers
which exhibit similar behaviour into their own groups. The
reason for this is that then less behaviour needs to be kept in
mind during the predictions and recommendations for a single

group. As was mentioned in Section II, one way of segregating
the customer used in this case study in this paper is based on
the RFM values where customers who score similarly in each
of the dimensions are grouped together.

Secondly during the preprocessing, the chosen KPI is cal-
culated for each of the customer journeys to determine which
scored better on it. During this stage, it is important that
the chosen KPI is one suitable for the domain in which the
scenario is deployed. Since this is a domain specific task, the
only concrete advice which can be given in this regard is that
the chosen KPI should be properly quantifiable for each of the
customer journeys.

Another important aspect of the preprocessing of OARA is
obtaining the customer journey mapping by creating a process
model as mentioned in the introduction. There are many
scientific tools available to do this, most notably ProM [21]
and RapidMiner [22]. The main important point here is to
strike a good balance between interpretability and complexity.
The model should not be overly simplistic to the point where
important parts of the customer journey are left out, while
also making sure that the included events are common enough
that they can be learned and predicted properly by a machine
learning algorithm. The optional exploratory data analysis can
help a great deal here, as this will aid in finding a proper
balance since there is no ideal guideline to follow here. Upon
having collected the process model, only those journeys which
fit into the process model are used from the baseline customer
information.

Apart from these tasks, the main interesting part of the pre-
processing is the creation of representative customer journeys.
The goal of these representative customer journeys is, as the
name implies, to act as an artefact which represents most of
the experiences encountered in the customer journeys between
different customers. These are used during the recommenda-
tions, where they are used as a sanity check to make sure
that the recommended action is both optimal and reasonable
based on how well the observed actions match between the
representative customer journey and the one which requires
a recommendations. Two types of representative customer
journeys are proposed in this paper, which are the subset-
based representative customer journeys (SRCJ) and aggregated
representative customer journeys (ARCJ).

1) Subset-based representative customer journey: The con-
dition of the SRCIJ is that there is a certain threshold of
occurrence which a subset of distinct customer journey vari-
ants needs to surpass based on their weights. The weight is
determined by how many journeys followed that exact same
path. As such the condition Threshold < > weight(i)
needs to hold, where n is the number of allowed customer



journey variants. If this is passed, the variants can become
the SRCJs. It may however be the case that the customer
journeys differ wildly between the different customers. This
would require the subset-based approach to then either have a
very high n or to only represent a small margin of the customer
base. In such a case, using SRCJs is a rather poor course of
action.

2) Aggregated representative customer journey: The ARCJ
acts as an alternative option to the SRClJs if large differences
between the customer journeys are present. For the creation
of the ARCIJs all customer journeys are divided into groups
based on how well they score according to the KPI which is to
be maximized. Then inside each group 27;1 M
is calculated. Here n is once again the number of customer
journeys, m is the number of possible actions observed in the
journeys and Action is a boolean value based on if the action
was present inside the i’th journey. As one can tell from the
formula, the averages then form the ARCJs. As the usage of
ARClIs is generally less precise than the usage of SRClJs, it is
discouraged to use it if SRCJs are also a valid option.

As a final note here both the SRCJ and ARCJ can be
updated based on new information smoothly to fit into a
streaming setting. For the SRCJ one only needs to check
if a different sequence has become more common than the
current least common SRCJ, and at the ARCJ the averages
can be changed based on a new journey which has a similar
KPI value. If one desires this can also be configured to give
preference to the newer customer journeys to make sure recent
trends are taken into account during recommendations.

B. Predictions

Predictions are conducted with regard to the next event
which occurs in the customer journey. Note that the predictions
also include the option of predicting a customer journey to end.
This is primarily interesting for journeys which do not have a
set ending point, as in that case one predicts at which point the
customer loses interest in continuing their journey. This is an
avenue usually left unexplored for recommendation systems,
where the main focus lies on monitoring the events actually
logged by the system. Adding such knowledge of a customer
losing interest can be useful by for example sending them a
special offer to rekindle their interest.

Predictions should be conducted using an algorithm that
allows for multiple options to be returned with a certain
likelihood, as very often there is a vast range of options in
the available paths which lie inside the customer journey. In
these cases only providing a single option can lead to poor
predictive qualities. In such cases it is valuable to take a larger
number of predictions into account which all have a relatively
high potential of being useful to the customer.

Based on the presented conditions the process of conducting
the predictions using OARA is explained in further detail here.
As the name indicates, the order in which the events have
occurred inside the customer journey is taken into account
here. This means that the past is not considered to be a
bag of unordered events such as for example in the OCuLaR

Fig. 3: Example of order influencing event probability.

algorithm. This added structure improves distinguishability of
the information used for predictions based on the assumption
that customers who have followed the same trail in their
customer journey have a high likelihood of taking similar
actions in the future as well.

An example of how taking the order into account can help
is given in Figure 3. Here the order in which B and D are
conducted has a high influence on what occurs after event
E. If for example (B, D, E) is observed then the next event
is F with a probability of 65%, while observing (D, B, E)
lowers this to only 10%. Here the order clearly influences
future choices, since without this order one would only observe
that events B, D and F occurred and have a harder time
determining whether F or G will follow.

Algorithm 1 ObtainPredictors

Input: Training customer journeys n
Output: Predictors predictorsArray
1: Initialize sequencesArray, featuresArray,
outcomesArray, predictorsArray
2: for i = 0 to len(n) do

3:  for j =0 to len(sequence(i)) — 1 do

4 presequence = first j events of sequence(7)

5: if presequence not in sequencesArray then

6 Add presequence to sequenesArray

7 end if

8 Obtain  features(presequence) and add to

featuresArray

9: Add nextEvent(presequence) to outcomesArray

10:  end for

11: end for

12: for seq in sequencesArray do

13:  Fit  predictor to  featuresArray(seq)  and
outcomesArray(seq)

14:  Add predictor to predictorsArray

15: end for

16: return predictorsArray




Algorithm 2 OARA Prediction method

Input: Predictors P, Customer journeys n
Output: Predictions predictionsArray
1: Initialize sequencesArray, featuresArray,
predictionsArray
: for i =0 to len(n) do
Add sequence(i) to sequencesArray
Obtain features(i) and add to featuresArray
end for
: for j =0 to len(sequencesArray) do
Obtain  prediction(j)  based on  predictor
P[sequencesArray[j]] using  featuresArray[j]
and add prediction(j) to predictionsArray
8: end for
9: return predictionsArray

AN A

Algorithm 3 OARA Recommendation method

Input: Representative journeys RC.J, Predictions P, Predic-
tion Sequences P.S, Conditions C'
Output: Recommendations recommendationsArray

1: Initialize distanceArray,recommendationsArray

2: for i = 0 to len(P) do

3. Initialize distancesArray

4:  for j =0 to len(RCJ) do

5: Obtain distance(i)(j) between PS(i) and RCJ(j)

6 Append distance(i)(j) to distancesArray

7:  end for

8:  Initialize foundRecc = False

9:  for k =len(RCJ) to 0 do

10: if foundRecc == False then

11: currentDist = distances Array(i)(k)

12: if C based on currentDist are met then

13: Get recommendation based on P(i) and
RJC(k) and add to recommendationsArray

14: foundRecc = True

15: end if

16: end if

17:  end for

18: end for

19: return recommendationsArray

To properly do predictions for any sequence observed,
OARA employs predictors for each of these sequences. As
such, predictors need to be trained for all these sequences
before proper predictions can be conducted for new cus-
tomer journeys. This process is described in pseudocode in
Algorithm 1. Here the sequence is the current path of a
customer journey, e.g. (A, B,C). In that case there are two
presequences to take into account, namely (A) and (A, B). For
these presequences the features are then extracted based on the
data available at those points of the journey, and the following
event is stored as well. Once all customer journeys have been
checked in this manner a predictor is trained on the features
and outcomes of the sequences in the base customer data. Note

that in cases where the journeys contain a large number of
events which are heterogeneous that it can be useful to not take
into the longer subsequences as there will be too little training
information available for them to properly train the classifiers.
Based on preliminary tests in these cases performance will
increase if the subsequence is decreased in size.

Once these predictors are obtained the predictions using
OARA can be conducted on new samples, which is described
in Algorithm 2. Here the current sequence of the new customer
journeys is obtained as well as their features, and then the
prediction is conducted based on the pre-learned predictor
which was tailored towards that sequence to give a prediction
optimized for the order of events observed.

C. Recommendations

The recommendations are here aimed at maximizing a
previously chosen KPI. This does however not mean that only
the most profitable action is recommended for all customer
journeys, as it is also taken into account how likely a cus-
tomer is to take the recommended action. This is where the
previously created representative customer journeys come into
play. The representative journeys provide insights into which
customer journeys led to higher KPI values and it is then
possible to check how well a new customer journey aligns
to the representative ones to get an idea of how reasonable a
recommendation from that representative journey would be.

The general outline of how the recommendations using
OARA are done is given in the pseudocode of Algorithm 3.
The two most interesting points here are the distance and
conditions(C') parameters used in respectively Lines 5-6 and
12. The distance between the representative journey and
the new customer journey is measured based on how well
the events in the new customer journey match up with the
representative journey. One way of doing this is by first using
one-hot-encoding for all types available at each of the observed
events in the customer journey. After that the differences in
value between the representative customer journey and the
current customer journey can be calculated. It should be noted
that this can be adapted to whatever preferred distance measure
is most applicable.

The other important parameter is the conditions, which
specify the constraints to which a recommendation needs to
adhere. These are based on the relative distance of a customer
journey to the representative journey. An example of such
conditions can be found in Table II. Here there are 4 tiers,
where the actual values of the percentiles can for example

Distance Tier | Distance% Conditions
Best 0-15 Recommend 2 most l}kely events
based on representative journey
Good 16-50 Recommend any of the top 2 pI:CdlCUOnS

that match the representative journey

Decent 51-85 Recommend the top pre_dlct_lon if it
matches the representative journey
Poor 86-100 Do not recommend based on this

TABLE I: Example of conditions on the recommendations



be based on the distances observed between the representative
journeys and all journeys in the baseline customer information.
This creates a baseline for the distances on which new journeys
can be judged. The exact conditions are tunable based on the
context in which OARA is employed. In the example if a new
journey falls into the 'Best’ distance tier for a representative
customer journey then the top 2 most likely events in the
representative one are recommended. In the Good’ distance
tier if any of the top 2 predictions for the new journey match
with what occurs in the representative journey then they are
recommended, and in the next tier the same holds for the
topmost prediction. In case the journey is not similar to the
representative one then the recommendation will not be based
on it since the chance that they will follow something which
aligns so poorly with their behaviour is negligible.

These conditions are tested in the order from the highest
ranked customer journey to the lowest ranked one, to try
and route the customer on a path that maximizes the KPIL
Furthermore it is never recommended for a customer to stop
their journey as removing contact with the customer is only of
use to an organization based on very specific conditions. In the
unlikely event that none of the conditions can be met the most
often observed action from the highest scoring representative
journey is recommended. This is done to still give some sort
of advice which can lead to an advancement of the KPIL.

V. EXPERIMENTAL EVALUATION

As was previously mentioned, the evaluated customer jour-
neys involved the initial purchase of a base product to which
upgrades and expansions can be attached in the future. The
customer journeys were then split into 8 groups based on if
their RFM values were relatively high or low. In this section
the HLL and HHH groups are considered. These were chosen
as they contained the most customer journeys while also being
most interesting from a business perspective. The HLL group
covers the customers who only recently started their journey
and still have to determine if they appreciate the product and
as such holds a lot of potential value if their interest can
be retained. Conversely the HHH group involves the ’best’
customers which are currently still interested in the product
and who already have purchased a relatively large number
of products, which means that if relevant products can be
recommended to them they are likely to also be interested
in those products. For these groups process mining was used
to extract customer journey maps, which helped filter out
the journeys that are very hard to predict. The journey here
consists of events which occur in a sequential order and those
used for predictions are the 4th and 5th observed ones. Note
that for the HLL group only the 4th is considered as the others
do not exist in this group since the customer would then fall
in a higher RFM group. Furthermore the 3 first events are all
part of the initial setup of the product of the customer, and
are therefore not predicted.

Outside of these initial segregations, OARA was configured
here to use 10 ARCJs as there was too much variance for
a reasonable number of SRCJs to properly represent the

customer base. Based on preliminary tests the best performing
algorithm to use as predictors for each sequence was the
Support Vector Machine, which has been used for multi-label
classification with success in the past [23]. The conditions
were the same as listed in Table I.

The predictions and recommendations on these customer
journeys have been conducted in a multitude of ways to
facilitate an overview of how different approaches were able
to tackle this dataset. The competitors which are compared
are OARA, gradient boosting trees [24] and OCuLaR [13].
The reason gradient boosting trees were chosen to represent
the traditional methods over any other well known machine
learning algorithm is that preliminary results for this one were
most promising. All scores have been obtained in a cross-
validated manner while optimizing parameters for the methods
based on the relevant metric.

The main metric of comparison used here is an altered
version of the Fl-score, which is normally built up from
precision and recall but here mean average precision is used
instead of normal precision. The reason for this is to prevent
punishing additional predictions in case the correct prediction
was already conducted, as average precision only updates
when recall changes. To indicate the different Fl-score it is
called Mean Averaged FI1(MAF1). The following formulas
show exactly how it is built up:

_ #CorrectPredictions

Recall = ZTtems (€))]

.. _ #CorrectPredictions
Precision = #Predictions (2)
AP = Z Precision(i)ARecall (i) 3)

i=1
MAP = AP(i)/n (4)
=1

M AP+ Recall

A. Predicting the next event

The main objective of the predictions i determining the very
next event in the customer journey. For this reason the MAF1
score has been obtained for the 5 top-most predictions for each
of the 3 predictors, which can be found in Figures 4-6.

1) HLL Event 4: Based on the MAF1 scores in Figure 4
the predictions for this event are done mostly equally well for
both OARA and Gradient-boosting, although OARA achieves
a better initial prediction. As such, recall rises a bit faster using
Gradient-Boosting, while OARA relies more on it’s initial
high precision. OCuLaR performs worse here mostly due to
there being a relatively large number of people who stop their
customer journey at this event, which is a bit troublesome for
it to identify due to it missing the feature information which
the other two competitors have access to.
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Fig. 4: MAF1 scores for the 4th event in group HLL.
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Fig. 5: MAF1 scores for the 4th event in group HHH.

2) HHH Event 4: Based on the performance in Figure 5
all algorithms perform poorly here. This is caused by there
being a large number of options to choose from which are all
relatively uncommon and an insufficient amount of available
information to distinguish between them. This shortage of
information allows OCuLaR to outperform the other two
methods due to it more effectively obtaining insights based on
just the products bought if multiple predictions are allowed.
OARA then, thanks to taking the order into account, still
outperforms Gradient-Boosting, but is mostly less effective.

3) HHH Event 5: When comparing Figures 5 and 6 the
prediction quality and conditions are about equal. However,
this time OARA is able to outperform the other two methods
instead of OCuLaR. The additional event has led to enough
information becoming available that the combination of the
order and features has become well-suited to do the predic-
tions.

B. Using a span

A span here refers to a timespan during which it is allowed
for a prediction to be valid. To clarify, if span = 3 then if
the predicted action shows up either in the next event, the
event after that, or the event following that then the prediction
is considered to be correct. This can be useful when one
is relatively sure that a group of actions will be conducted
in the near future without the order being set in stone. An
example of this is a user of an online music service who has
already bought 3 albums of a single artist, where one can be
relatively certain they will buy another album of that artist but
not which one. Usage of a span for sequences of events is
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Fig. 6: MAF1 scores for the 5th event in group HHH.
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Fig. 7: MAF1 scores for the 4th event in group HHH with
span of 3.

not unprecedented and has been used with success in the past
in [25] which is adapted to the current situation.

The effect of using the span for the predictors here is
exemplified in Figure 7, where the effect was most noticeable.
A span of 3 was used here and when compared to the MAF1
scores obtained in Figure 5 the MAFI scores here are higher
due to the relaxed prediction conditions, as is to be expected.
However, not all predictors profit equally from this and it
allows for OARA to now outperform OCuLaR while with a
span of 1 this is reversed. This shows that given a scenario
where a span is reasonable using OARA can help improve the
quality of the predictions.

C. Including additional context information

From an intuitive standpoint, it makes sense that to increase
the predictive qualities it is helpful to include additional
information. This enriches the customer journey by providing
additional context to the observed events, much like taking the
order into account did. To test this hypothesis, an additional
dataset has been obtained and deployed in the use case. The
comparison of the results with and without the added dataset
can be found in Table II.

In this table the M AF'1 score is given for the predictions
of the events when allowing for 1 or 5 predictions without
using a larger span. Based on the M AF1-scores the main
improvements are found at the prediction of event 5 of the
HHH group, while when allowing for multiple predictions the
M AF1-scores of the predictions for the 4th event in both
groups also seems to rise. The only time when there is little
effect is during the prediction of the 6th event in the HHH



TABLE II: Comparing MAF1 scores based on the presence of context data
HLL-4@1 HLL-4@5 HHH-4@1 HHH-4@5 HHH-5@1 HHH-5@5 HHH-6@1 HHH-6@5
No context data 0.642 0.741 0.161 0.360 0.223 0.447 0.388 0.582
With context data 0.652 0.783 0.146 0.415 0.291 0.479 0.382 0.583
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Fig. 8: Comparison of the CLV values on recommendations.

group. As such the context data used here is mainly of use
during the earlier stages of the customer journey. Additional
context information from a different source may prove useful
to improve on the later predictions. This experiment has shown
that providing additional context information can lead to an
increase in metrics when using OARA.

D. Recommendations evaluation on KPIs

The evaluation of the recommendations for the next event
in the customer journey need to be done in a novel way. The
reason being that the evaluation of recommender systems is
traditionally based on measures related to the precision of the
recommendations and not the maximization of a KPI. To solve
this the following metric is introduced which aims to capture
how much value the recommender brings in terms of the KPI:

Total KPI = : KPI(recc(i))

i=1

(6)

Here n is the number of customers which have been recom-
mended a next step in the journey, and the KPI is calculated
based on a specific recommender system. Note that this
operates under the restriction that a KPI is used which can
be calculated at any point in the customer journey. In other
words, every step contributes a certain amount of KPI value.
If this is adhered to then TofalKPI allows for an estimation
of the recommendation’s effect on the KPI. This however also
relies on the assumption that the customers always follow the
recommendation. It should be noted that this assumption is
different from what one can expect to see in real life, and is
mostly in place due to the lack of any prior research on how
often recommendations are followed up on by customers. In
case one wishes to be more realistic then one can for example
assume only half of the recommended events are followed by
the customers, while taking the KPI from the ground truth in
the remaining cases.

HHH Event 6

HLL Event 4

HHH Event 4  HHH Event 5

OO0CulaR mWOARA @ Ground Truth

Fig. 9: Comparison of the versatility values on recommenda-
tions.

Total K PI was calculated for OARA under the positive
assumption that all recommendations are followed as well as
OCuLaR and the ground truth to see if there is any positive
effect. The first KPI used here was the Customer Lifetime
Value(CLV), a KPI which aims to capture how valuable a
customer is to an organization. Based on the specification
in [26] the CLV is here non-contractual, i.e. customer can
always stop buying products, and dynamic, which means each
action has an effect on the KPI. The CLV is for this example
solely based on the revenue per step in the customer journey.

In Figure 8 the CLV values have been calculated for 4
recommendations. The first two recommendations involving
the HHH group have higher CLV values for all 3 recommen-
dations methods due to there being more samples to increase
the overall CLV. For each of the 4 recommendations OARA
is outperforming the alternatives, which is caused by only
OARA optimizing explicitly for the CLV value. There are
also times when customers strictly following the OCuLaR
recommendation would have a lower CLV value than the
ground truth, although one should take into account that if
the recommendation fit their tastes very well that this could
positively affect their future purchasing behaviour. The same
can however be said for OARA, which aims have a more
direct influence by giving a recommendation that immediately
increases the KPI. If one were to be more pessimistic and
assume that only a subset of all recommendations by OARA
are actually used, the advantage of OARA would decrease. It
would however remain useful as the sum of CLV values may
decrease yet it will not sink below the ground truth.

Another KPI which can be relevant is versatility in the types
of products a customer purchases. This is then measured in
the number of different types a customer purchases during
their journey, and as such the highest ranked representative
customer journeys are those which involve the purchase of
many different types of products. The result when using this as



the KPI when calculating T'otal X PI can be seen in Figure 9.
The result is similar to Figure 8 in the sense that OARA
outperforms both OCuLaR and the ground truth, although
this time with slimmer margins. Most notably here at the
4th event of group HHH the ground truth is very close to
the OARA recommendation which is caused by this group
of customers naturally buying many different items already,
which lessens the need for and effect of a recommendation. As
such recommendations here are mainly of use for customers
which are conservative in their initial purchases.

VI. CONCLUSION AND FUTURE WORK

The approach proposed in this paper allows for the predic-
tions and recommendations on datasets which fit the concept of
a customer journey, showcasing that one can go beyond merely
visualizing the journey in a process model by utilizing the
model for these tasks. Further scientific contributions which
have followed from this research are an investigation of the
positive effects of taking into account the order of events
if they exist in a sequential manner. These are observable
during the predictions both in situations where they need to
be accurate in the immediate and slightly more remote future
based on the selected span. It was also shown that OARA
can be further enriched by effective use of an additional
source of information. These predictions are then used in
combination with the representative customer journeys during
the recommendations to find a recommendation that both
increases the KPI and is well suited based on the actions
previously observed in the customer journey.

Interesting future work includes looking further into proper
evaluation metrics in settings where recommendations are
aimed at improving a general KPI. The main shortcoming
currently lies in the assumption that the customers follow
recommendations blindly, which was put into place due to
a lack of prior research on how often customers actually
follow the given recommendation. As such a case study of
the effectiveness of recommendation could provide a lot of
value to the assessment of recommender systems. Furthermore
OARA has currently only been employed in a single scenario.
Therefore deploying it in a different environment will likely
lead to further insights on optimizations and generalizations in
areas which were not significant in the scenario of this paper.
It is preferable that this scenario includes structures where
events can be conducted in parallel, after which a specific
event follows. In theory OARA can handle such a sequence
of events perfectly given the awareness of past behaviour in
the customer journey, however no such patterns exist in the
data of the current case study to verify this claim.
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