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Abstract

Process mining allows organizations to gain insight into their internal/external process(es) and
thereby make data-driven decisions. Visualization of this internal/external process, which is done
using a graph layout, plays an important role in process mining. Ideally, the process visualization
satisfies two properties. Firstly, it should be of high quality, i.e., the graph layout is readable
and understandable, and thereby properly shows the underlying process. Secondly, since process
analysis is often an iterative task of interactively filtering the process data, the mental map of the
user should be preserved. The current industry standard used for process visualization, is dot,
a Sugiyama-based hierarchical graph layout algorithm. Dot, however, often fails to satisfy these
two properties. In this work, we present the global ranking and global order, which are computed
based on the process data, and are used during the graph layout computation. Additionally, we
present a novel crossing minimization algorithm that satisfies the order constraints specified by
the global order. Finally, we use phased animation to further improve mental map preservation.
A quantitative and qualitative evaluation show that our approach is better at preserving the
mental map of the user and computes layouts of high quality (compared to dot). Additionally, our
approach is significantly faster than dot, especially for graphs with more than about 250 edges.
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Chapter 1

Introduction

Process mining [Aall6] is a field that is quickly gaining popularity in many areas. With process
mining, organizations are moving from a ‘gut-feeling’ approach, in which organizations have to
spend many hours to understand their internal/external process(es), towards a fact-based ap-
proach, where organizations can make data-driven decisions based on facts. Visualization of the
process, which allows organizations to analyze their internal/external process(es), plays an im-
portant role in process mining. Process visualization is done by transforming the process data
into a directed, weighted (process) graph for which a hierarchical graph layout [STT81] is com-
puted. The visualization of this graph layout allows a user to analyze the process, which is often
an iterative task of interactively filtering the process data such that only the data of interest is
visualized. Consequently, process visualization essentially comes down to computing graph layouts
for a sequence of graphs. For this sequence of graphs, there are two important aspects to consider.

The first is that we want an individual graph layout to be of high quality: the layout is readable
and understandable, and thereby properly represents the actual process. The graph layouts in
Figure 1.1 Al and A2, for example, are of poor quality. In terms of readability, we observe that
some edges overlap, making them hard to read. Understandability is also poor because, in both
layouts, node 2 is positioned above node 1, implying that activity 2 occurs before activity 1, while
in the actual process, this is not the case. The graph layouts in Figure 1.1 B1 and B2, on the other
hand, are of high quality. Both layouts are readable and understandable, and thereby properly
represent the actual process.

Secondly, as stated above, a result of the interactive filtering of a user is that we essentially obtain a
sequence of graph layouts. For this sequence, we want to preserve the mental map [MELS95, CP96]
of the user. Intuitively, the mental map represents the user’s mental representation of the data. If
the mental map of the user is not preserved, then the user has to reinvest the effort to understand
the process (graph). For example, the graph layouts in Figure 1.1 A1l and A2 are computed by the
same algorithm. The graph in A2 is the same as the graph in A1, except for the edge highlighted
in red. As we can see, by removing a single edge, the layout changes drastically. Consequently,
the mental map of the user is not preserved. In Figure 1.1 Bl and B2, we again have the same
two graphs and the same edge is removed. But now, our novel graph layout algorithm is used to
compute the graph layouts. As we can see, the graph layout in B2 barely changes compared to the
graph layout in B1. Consequently, the mental map of the user is preserved. In general, there are
two approaches towards preserving the mental map of the user [Bra0l]. The first, is to minimize
the change between consecutive layouts, i.e., to ensure graph layout stability [AP13]. The second,
is to transition between two consecutive graph layouts, allowing the user to ‘follow’ the layout
changes.

Graph layout stability in process mining 1
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Computing graph layouts that are both of high quality and stability is not (always) possible. In
order to obtain stable graph layouts, we have to minimize change. Minimizing change, however,
means that we cannot always optimize layout quality. Finding the right balance between quality
and stability, is one of the main issues addressed in this work.

1.1 Process Mining

Process mining consists of different techniques used to discover, monitor, and improve real pro-
cesses.

“The goal of process mining is to use event data to extract process-related information” [Aall6).

Such event data is obtained during the execution of the process and is stored in a so-called event
log. So, essentially, the data in the event log describes how the process actually takes place. By
visualizing this data in a graph layout, the user can gain insight into the process. Obviously, we
want this graph layout to properly represent the actual process. Existing graph layout algorithms,
however, often fail to do this. The main reason is that the event log is essentially ‘translated’
into a graph. Consequently, graph layout algorithms can only use the information in the graph
structure, and not the process data itself. Therefore, critical process information is lost, resulting
in graph layouts that poorly represent the actual process. In Figure 1.1 A1 and A2, we have seen
examples of poor process representation. In this work, we tackle this problem by bringing the
areas of process mining and graph drawing together.

The work of this thesis was done at ProcessGold, a company that develops a business intelligence
and process mining platform which can be used to create process analysis applications. Part of
this platform is the process graph visualization, which shows the process data. Additionally, dif-
ferent interaction techniques such as filtering, zooming, and panning allow the user to interactively
change/analyze the visualized process data. All algorithms presented in this work are implemen-
ted for this process graph visualization. Additionally, note that the visual attributes (as shown
in Figure 1.1) of the nodes and edges, like color, shape, and edge width, are inherent to the Pro-
cessGold platform, and therefore out of the scope of this work. In general, darker shades of blue
imply a more frequent occurrence of a node/edge. Similarly, wider edges occur more frequently.

Throughout this work, we use a dataset called Invoices as a running example. This dataset contains
process data of a process that includes receiving, approving, and paying invoices.

2 Graph layout stability in process mining
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A1l -
Check received invoice W

Receive invoice W

Pay employee reimbursement

Checked and approved

Request data

ol

Final check of invoice

A2 m

Receive invoice W

O Check received invoice W

Pay employee reimbursement  []

Checked and approved

Request data

ol

Final check of invoice

Check contract conditions 1 Approve invoice

1 Check contract conditions
Checkreceived invoice Wl Pay employee reimbursement [ ]
Checked and approved Requestdata |

Check contract conditions

Final check of invoice

Approve invoice

PA oo m

B2

» Receiveinvoice M

Pay enployee reimbursement [ ]

Check received invoice Wl

Checked and approved Request data

Check contract conditions

]

1 Approve invoice

2

Pay invoice Ml

Figure 1.1: Illustration of four graph layouts. Al and A2 are computed by the same algorithm
and are of poor quality: edges overlap and the actual process is poorly represented. B1 and B2 are
computed by our novel graph layout algorithm and are of high quality: edges are easy to follow
and the process is properly represented. A2 is obtained after removing the edge highlighted in red
from Al. As we can see, A2 differs significantly from A1l. Consequently, the mental map of the
user is lost. Similarly, B2 is obtained after removing the edge highlighted in red from B1l. As we
can see, B2 barely differs from B1. Consequently, the mental map of the user is preserved.
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1.2 Graph Layout Stability and the Mental Map

In order to reduce the cognitive effort of the user, we want to preserve the mental map [MELS95,
CP96] of the user. In other disciplines, the mental map is also referred to as the cognitive
map [Kit94], which essentially represents the user’s mental representation of the data. In the area
of graph drawing, however, the mental map is often defined in terms of the change between two
graph layouts. The most commonly used definition is the definition of Coleman and Parker [CP96]:

“The placement of existing nodes and edges should change as little as possible when a change is
made to the graph.”

Other definitions of the mental map also exist. Therefore, in Chapter 3, we provide an in-depth
analysis of research done into the mental map, and we define what we regard as the mental map.

As stated above, one technique which can be used to preserve the mental map of the user, is
to transition between two consecutive graph layouts [Bra0l]. In Section 1.4.1, we discuss several
transition techniques. Another mental map preservation technique, is to minimize the change
between two consecutive graph layouts, i.e., to ensure graph layout stability [AP13]. By minimizing
the change between two graph layouts, we make sure only a limited number of nodes/edges is
modified. Consequently, it is easier for the user to track these changes.

Both above-mentioned approaches already aid mental map preservation. Transitioning, however,
can still be confusing if there are many changes. For example, a user can only follow up to 5
moving elements at the same time [PS88]. And even when changes are minimal, a transition
without a transition technique can still be hard to follow. Therefore, in this work, we apply both
techniques simultaneously for the best results.

1.3 Problem Description

Given an event log containing data that describes a process, we want to visualize this process
using a weighted, directed graph layout. Moreover, we want layouts to be of high quality: they
should be readable and understandable, and thereby show the underlying process. Additionally,
the interactive filtering of the user changes the visualized graph layout. Under this interaction,
we want to preserve the mental map of the user. Finally, we have the requirement that the graph
layout algorithm should be deterministic: given a graph, we always want to compute the same
layout for this graph, regardless of the previous graph layout.

In order to address these problems, we provide the following contributions:

e A novel ranking algorithm that computes the global ranking, which helps improve layout
quality and layout stability (and thereby mental map preservation). (Chapter 4)

e A novel order constraint computation algorithm that computes the global order, which helps
improve layout stability (and thereby mental map preservation). (Chapter 4)

e A novel crossing minimization algorithm that makes sure the order constraints of the global
order are satisfied. (Chapter 4)

Additionally, in Chapter 6, we present a phased animation transition technique which further
improves mental map preservation.
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Figure 1.2: An overview of the system. Beige elements represent the current system while blue
elements represent our contribution.

1.4 System Overview

Figure 1.2 contains an overview of the system. FElements in beige represent how the system
currently works while blue elements highlight our novel contributions. The current process starts
with an event log, which contains the process data that was stored while the process was running.
The user can interactively apply filters to the event log such that only the data of interest remains.
After that, the filtered data is converted into a graph structure. Activities, which are recordable
steps in the process, are converted into nodes while the occurrence of two consecutive activities is
converted into an edge. This conversion results in a weighted directed graph in which the weight of
an edge (A, B) represents how often activity A occurred before activity B in the process. Finally,
a graph layout algorithm computes a hierarchical layout [STT81] for the graph structure, which
is shown on the screen. This whole process is repeated when the users applies new filters.

Given the current system, we observe two issues. The first relates to the computation of graph
layouts that are readable and understandable, and thereby properly show the underlying process.
We observe that there is no direct connection between the (filtered) process data and the graph
layout algorithm. More specifically, the graph layout algorithm only obtains the graph structure,
and not the process data. Consequently, the current system often fails to properly visualize the
actual process. The second issue relates to mental map preservation. In the current system,
there is no functionality that makes sure the changes between graph layouts are minimal (and
transitioning is not implemented).

To address these issues, we introduce the concepts of a global ranking and a global order. Both
of these are computed based on the event log. Consequently, by using the global ranking and
global order in the graph layout algorithm, we are able to compute graph layouts that show
the actual process. Additionally, the global ranking and global order essentially define ‘global’
constraints that are applied to every graph layout computation. By doing this, we make sure
changes between two consecutive graph layouts are minimal. Finally, transitioning (which is not
shown in Figure 1.2) is implemented to further improve mental map preservation.

Graph layout stability in process mining )
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1.4.1 Graph Transition

One of the approaches towards mental map preservation is to transition between different graph
layouts [Bra0Ol]. Three commonly used transition techniques are small multiples, difference maps,
and animation. In the sections below, we discuss each of these techniques in more detail. After
that, we discuss usability research done for animation and small multiples.

Small Multiples

In a small multiples approach, a matrix of graph layouts is used to show how the graph evolves
over time [APP11]. The main advantage of this method is that users are able to see and compare
all graph layouts at the same time. On the other hand, by showing all graph layouts at the same
time, it may be difficult to understand how the graph evolves. The biggest disadvantage, however,
with respect to our work, is the fact that the available screen space per graph layout is limited.
Processes can be quite complex/large, resulting in large graph layouts. Therefore, we want as
much screen space as possible to make these graph layouts as readable and understandable as
possible.

Difference Maps

A difference map is an aggregation of two graph layouts G; and G5 where colors are used to
indicate the similarities and differences between the two graph layouts [APP10]. Consequently,
the difference map represents G; and Go at the same time and allows the comparison of the two.
Observe that this approach is not deterministic. For example, if we have the same graph Gs,
but different graphs G, then we obtain different difference maps. Since we want a deterministic
graph layout algorithm (see our problem description in Section 1.3), this is a major drawback of
difference maps. Another disadvantage, is that an aggregation of two graph layouts can quickly
become quite large, which decreases the readability and understandability of the computed graph
layouts. Additionally, as stated before, process analysis is often an iterative task where users
interactively filter the data such that only the data of interest is shown. Using a difference map
would not work, because a difference map would show both the current and previous filtered data
of interest. Obviously, this is not desirable. Therefore, considering these drawbacks, this approach
is not applicable to our work.

Animation

In an animation between two graph layouts, the first graph layout is morphed over time until we
obtain the second graph layout. An obvious drawback of animation is that it takes time [BB99].
The animation itself, however, helps the user understand how the graph structure evolves. Addi-
tionally, while only one graph layout is visualized at the same time, the whole screen can be used
for this graph layout.

Usability Research

As stated above, difference maps are not applicable to our work. Considering the pros and cons of
small multiples and animation, however, it is not immediately clear which technique works best.
To decide between animation and small multiples, we consider research done into the usability of
the two techniques.

For undirected graphs, Archambault et al. [APP11] tested the difference between no and high
mental map preservation for both animation and small multiples presentation methods. Degree
reading, graph appearance, graph growth, and path reading tasks were used in their experiment.
Considering the difference between animation and small multiples, they found that user response
is significantly faster when using small multiples. On the other hand, animation resulted in
significantly fewer errors when the appearance of certain nodes and edges had to be determined.
Overall, the authors suggest that when accuracy is more important than response time, animation
should be used. Considering mental map preservation, the authors found no significant difference
between the two techniques. In the context of social network visualization, Farrugia et al. [FQ11]

6 Graph layout stability in process mining



CHAPTER 1. INTRODUCTION

test the effectiveness of animation and small multiples for degree reading and edge detection tasks.
Their results indicate that user response is faster (and sometimes more accurate) when small
multiples are used. The main problem with the two above-mentioned works, is that they consider
unnamed nodes. In these works, nodes of interest are highlighted using colors [APP11], or by
using a combination of colors and shapes [FQ11]. Consequently, it is easier for the user to identify
the node(s) of interest in a (static) graph layout [RM13]. In the work of Zaman et al. [ZKS11],
this problem is addressed by considering named nodes in dynamic hierarchically drawn directed
acyclic graphs. In their work, the DARLS system is introduced, which allows users to compare two
hierarchically drawn graphs. In an experiment, users had to select nodes that changed position
between the two graph layouts. The authors found animation to be superior to static graphs
(small multiples). Archambault et al. [AP12b] present an experiment in which the ability of users
to orient themselves in dynamically evolving graphs is tested. Node revisitation and path tracing
tasks are considered. The authors find that, generally (although not significantly), animation
performs better than small multiples. Archambault et al. [AP16] present an experiment where
they compare animation and small multiples for graphs that have low stability, i.e., the mental
map is poorly preserved. Tasks include node and path tracking. They find evidence that animation
can improve task performance when the drawing stability of the graph is low and when nodes of
importance cannot be highlighted.

Considering the research above, there is no agreement on which technique performs the best.
It appears that the performance of a technique mainly depends on the type of graph and the
tasks that are required. Since the work of Zaman et al. [ZKS11], which finds evidence in favor
of animation, also considers hierarchical graphs with named nodes, the results of their work are
the most applicable to our work. Additionally, considering again our statement the the available
screen space per graph layout is limited for small multiples, we decide to use animation as the
transition technique. With animation, we can use the complete screen to make the graph layouts
as readable and understandable as possible.

1.5 Related Work

Ensuring graph layout stability is a well known problem that has been addressed in many works,
especially in the area of dynamic graph drawing [BBDW17]. Dynamic graph drawing generally
considers the evolution of a graph over time. For every time-step, a different graph layout needs
to be computed. In this area, it is often essential to preserve the mental map of the user. In
Section 1.5.1, we consider the approaches of existing works towards ensuring graph layout stability
(mostly in the area of dynamic graph drawing). Considering our transition technique, animation
of graph layouts can be done in different ways. Therefore, in Section 1.5.2, we consider existing
graph layout animation techniques. Finally, since we are visualizing processes, in Section 1.5.3,
we consider the field of business process visualization, which contains interesting work regarding
visualizing process semantics.

1.5.1 Graph Layout Stability

In general, there are two approaches towards achieving graph layout stability [BraOl]. The first
is to limit the movement of nodes, i.e., only certain nodes are allowed to move a certain amount.
The second is to use metrics that measure the layout quality and stability. Based on these metrics,
algorithms try to compute a layout that optimizes the trade-off between these metrics.

Graph layout stability in process mining 7
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1.5.1.1 Movement restriction

The approaches towards restricting node movement can be further categorized based on the avail-
able information and whether or not the approach is independent of the graph layout algorithm
used. Each of these different categories is discussed in more detail below.

Generic framework

Generic frameworks are designed such that they define movement restrictions independent of the
layout algorithm used. Consequently, layout algorithms are modified such that the movement
restrictions, as specified by the generic framework, are taken into account.

Bohringer et al. [BP90] introduce layout constraints. These are linear relations between coordinates
of nodes in one dimension. For example, the constraint that node p should be vertically above
node ¢ is translated to two layout constraints: p, = ¢, and p, < ¢, (assuming that the y-axis
goes from top to bottom). A constraint manager is responsible for maintaining the constraints,
keeping the constraints consistent, and responding to constraint addition, deletion, and status
queries. The authors show how the constraint manager can be used in a modified implementation
of the Sugiyama framework such that graph stability is ensured. First, the layout produced by the
layout algorithm is translated into a set of layout constraints. After that, once a change occurs (an
edge/node is added/removed), constraints in the vicinity of the change are removed while other
constraints remain active. Then, a new graph layout is computed such that all active constraints
are satisfied. Consequently, stability is ensured because unchanged parts of the graph layout
remain the same, while nodes/edges in the vicinity of a change can be altered. In other work,
Paulisch et al. [PT90, Pau93] describe EDGE, an extendible graph editor, which implements the
modified layout algorithm and constraint manager. Waddle et al. [Wad00] propose using layout
constraints to better display the semantics of data structure graphs. Additionally, by using a
similar approach as Bohringer et al. [BP90], their layout constraints can be used to achieve graph
layout stability. He et al. [HM98] propose using linear (in)equality constraints, specified by the
user, on node coordinates to achieve graph stability. They show how different undirected graph
layout algorithms can be adapted such that the given constraints are taken into account.

In general, we believe that layout constraints are an intuitive approach towards restricting node
movement. The main problem, however, lies in specifying constraints such that we obtain both
graph layout quality and graph layout stability. When there are large changes to the graph, the
approach of Bohringer et al. [BP90] will remove (almost) all constraints and therefore stability
is lost. User specified constraints [BP90, HM98, Wad00] can be used in order to achieve graph
layouts that properly represent the actual process. However, in our work, we assume that the user
has no process information yet. In fact, the goal of a user is often to obtain process information
by analyzing the computed graph layout.

Online

In an online setting, only information about the previously computed layouts is available. Often,
algorithms try to ensure graph stability by using the most recent graph layout as a basis for
the new layout to be computed. Hence, the new graph is essentially seen as a set of node/edge
insertions/deletions/modifications.

North et al. [Nor95, NWO01] introduce the DynaDAG heuristic. DynaDAG extends the Sug-
iyama framework such that incremental graph changes can be applied while preserving the mental
map. Individual node/edge insertions/deletions/optimizations are supported by DynaDAG. If
more complex graph changes occur, a combination of these individual techniques can be applied.
Miriyala et al. [MHT93] describe a heuristic designed to route new edges in an already existing
orthogonal layout without modifying the existing layout. First, the heuristic computes a rectangu-
lation of the existing layout. After that, a variation of Dijkstra’s algorithm is used to compute the
sequence of rectangles through which the new edge should be routed. This is done such that the
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edge length, number of crossings, and number of edge bends is minimized. Cohen et al. [CDBTT95]
describe dynamic graph drawing algorithms for trees, series-parallel digraphs, planar ST-digraphs,
and planar graphs. Update operations (e.g. node/edge insertions/deletions) to the graph are
handled efficiently such that the existing layout is only changed when needed. Thereby, the al-
gorithms aim for a trade-off between layout quality and stability. Saffrey et al. [SP08] extend a
spring embedder [FR91] algorithm in order to preserve the mental map of the user. Essentially,
when computing a new layout, the movement of existing nodes is restricted in terms of their
old and (supposed to be) new position. Two restriction models are proposed. In the proportional
model, a node is allowed to move a proportion of the distance between its old and (supposed to be)
new position. In the geometric model, a node can only move a maximum geometric distance. By
specifying the degree in which the restriction models are applied, the stability can be controlled.
Frishman and Tal [FT08] present an efficient force-based layout algorithm which is implemented
on the GPU. Layout stability is achieved by restricting node movement. Based on the changes in
the graph, the algorithm computes a movement flexibility degree for every node. This degree can
then be used to determine which nodes may have to be moved. After that, an approach similar
to simulated annealing is used to compute the final node positions.

The main disadvantage of the online approaches [Nor95, NW01, MHT93, CDBTT95, SP08, FT08]
is that they compute a new layout based on a previous layout. Because of this, there is no guarantee
that we always compute the same layout for the same graph. Also, when graph changes are small,
the online approaches are able to ensure stability. When changes are large, however, stability
cannot be guaranteed. Moreover, once we have a layout of poor quality, the quality of successive
layouts will likely also be poor.

Offline

In an offline setting, the whole (linear) sequence of graphs G, ..., G,, for which a layout must be
computed is known in advance. More specifically, for every graph G;, we know G;_1 and G;41 (if
they exist).

Diehl et al. [DGKO1] introduce their Foresighted Layout (FL) framework. FL computes a layout
for a super graph by grouping nodes, and edges, such that no group contains two graph elements
that are present together in any graph G;. After that, every individual layout is based on the super
graph layout. Diehl and Goérg [DGO02] introduce Foresighted Layout with Tolerance (FLT), which
further extends FL by allowing some node movement (with respect to the previous layout) to im-
prove layout quality. The degree of node movement is computed by a metric and is allowed within
some threshold 6. In their work, node movement is implemented using a force-based algorithm.
Gorg et al. [GBPDO04] show how FLT can be used in combination with adapted algorithms for
orthogonal and hierarchical layouts. In the hierarchical setting, there are two phases: rank assign-
ment and order assignment. For the rank assignment, the backbone of the super graph is defined
as a set of nodes with highest importance. A ranking for these backbone nodes is computed and
fixed for every individual layout. All other nodes can be freely assigned ranks, as long as they
move within tolerance value § compared to the previous layout. In the order assignment phase,
the order on every rank is initialized to either the same order as in the previous layout, or to some
globally defined order. After that, every rank is iteratively reordered in order to minimize edge
crossings while preserving the mental map. Note that the approach of Gorg et al. [GBPDO04] is
not deterministic because a graph layout is computed based on the previous layout. For dynamic
hierarchical networks, Pohl and Birke [PB08] further extend FLT such that it supports hierarchical
structures. A super tree, instead of a super graph, is used as a basis to compute the layout of every
individual graph. Furthermore, their algorithm is implemented in XLDN, a visualization tool for
large dynamic networks. Reitz et al. [RPD09] extend the work of Pohl and Birke [PB08] with a
technique that helps the user focus on the interesting parts of the graph during a graph animation.
Erten et al. [EHKT03] present GraphAEL, a system that implements force-based layout methods.
In particular, they introduce a method to preserve the mental map. By connecting equivalent
nodes in different time slices through virtual edges, the movement of nodes can be restricted.
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Because these virtual edges attract the equivalent nodes, nodes are essentially attracted to their
position in a different time slice. By setting the weight of these virtual edges, the degree of mental
map preservation can be controlled. Baur and Schank [BS08] present Visone, a social network
drawing tool that implements a modified version of the Kamada Kawai layout algorithm [KK89].
The modified algorithm adds extra energy factors that represent a node’s distance to the positions
of equivalent nodes in adjacent time steps. Consequently, a node remains closer to its positions
in adjacent time steps, resulting in layout stability. Feng et al. [FWSL12] divide the sequence of
graphs into time windows where each time window consists of several consecutive time steps. For
every time window, a layout is computed for the corresponding super graph. The initial layout of
every individual graph is then based on the layout of the super graph. After that, the initial lay-
out is triangulated and morphed based on node/edge significance. This allows the user to enlarge
focused nodes and their neighbourhoods.

All offline techniques [DGKO01, DG02, EHK ™03, GBPD04, BS08, PB08, RPD09, FWSL12] assume
that the complete sequence of graphs is known in advance. While this extra information is advant-
ageous in terms of creating stability, it can also be very expensive when this sequence of graphs
changes, i.e., the proposed algorithms have to recompute everything over the modified sequence
of graphs. Additionally, in our work, we do not know the complete sequence of graphs beforehand
(because this depends on user interaction), we only know (based on the event log) which nodes
and edges we can potentially encounter in a graph. Therefore, none of these techniques is directly
applicable to our problem.

1.5.1.2 Metric Optimization

Metric optimization techniques use metrics to measure different aspects of layout quality and
layout stability. These metrics are often incorporated in a cost function which is then optim-
ized. Consequently, depending on the metrics used, a trade-off between layout quality and layout
stability can be achieved.

Brandes and Wagner [BW97] introduce a framework based on Bayesian decision theory, which is
independent of the layout algorithm used. The framework describes a cost model that represents
the trade-off between individual layout quality and layout stability between layouts and their
predecessors. By providing parameters, the weighting between layout quality and stability can be
controlled. In their work, they show how their framework can be implemented for a force-directed
and an orthogonal layout algorithm. Lee et al. [LLY06] propose a simulated annealing approach
with a cost function that also takes mental map preservation into account. By adding metrics
that represent the degree of change between layouts, graph stability is also taken into account
when computing a new layout. Pinaud et al. [PKL04] introduce a hybridized genetic algorithm,
designed to preserve the mental map. For each time step, the algorithm returns a set of potential
new layouts (with optimized quality). The layout which is the most similar to the current layout
(based on a similarity metric) is then picked as the new layout.

Because different metrics are used in the same cost function, weights [BW97, LLY06] are used to
control the influence of every metric. This is a major drawback, because it is not clear which values
produce good results. Additionally, the approach of Lee et al. [LLY06] only supports undirected
graphs while Pinaud et al. [PKLO04] mainly focus on edge crossings and consequently measure
quality only in terms of edge crossings. Stability is also measured using only a single metric.
Therefore, all of these approaches are either not clear in terms of what produces a good solution,
or are not applicable to our problem.
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1.5.2 Graph Layout Animation

Animation is a transition technique that can be used to help preserve the mental map of the
user [BraOl]. The idea is that by animating the transition from one graph layout to another, the
user can ‘see’ which changes occur. In this work, we use a phased animation technique. Therefore,
in this section, we discuss work that uses phased animation in order to (help) preserve the mental
map.

Zaman et al. [ZKS11] investigate mental map preservation in the context of dynamic hierarchically
drawn directed acyclic graphs. They do this for their DARLS system, which allows users to
compare two hierarchically drawn graphs. The animation can be started/stopped by the user
using a play/pause button and consists of three phases: first, removed graph elements fade out,
then, graph elements are moved to their new position while shape and color properties are updated,
and finally, new graph elements fade in. Friedrich et al. [FE00, FE02] present Marey, a system
that can morph one drawing of a graph into another without any restrictions on the type of graph
or type of layout algorithm used. Animation is done in four phases: first, removed graph elements
fade out, then, the complete graph is moved/scaled/rotated towards the new layout, after that,
individual nodes are moved to their new positions, and finally, new graph elements fade in. In
a later work [FHO1], this approach is extended by detecting node clusters that have a similar
motion and moving these together. In the area of dynamic networks, Bach et al. [BPF14] present
GraphDiaries, a visual interface that uses staged animation, similar to Marey [FE00, FE02], to
help the user understand the evolution of the network. To emphasize the removal and addition of
graph elements, highlighting is used. Additionally, a timeline can be used by the user to control
the animation. Frishman and Tal [FT08] present a stable force-based layout algorithm designed
for online dynamic graphs. They use phased animation to transition between different graphs in
order to (help) preserve the mental map. Reitz et al. [RPDO09] present a system that implements
animation for dynamic compound graphs. Animation is used to help users focus on important
parts of the graph. The authors argue that movement is easy to recognize when it happens in a
small area and when the number of moving objects is small. Therefore, they partition the set of
nodes to be moved into ‘animation groups’. Each of these groups is then animated separately in
order to help the user keep track of the changes. Loubier et al. [LDO08] present VisuGraph, a system
in which a super graph is computed to present an overview of all data. When the user transitions
between two graphs, instead of directly morphing the first graph to the second, VisuGraph first
morphs to the super graph to ‘recalibrate’ the mental map.

Considering the above-mentioned works, all of them implement some form of phased animation.
Some works [FE00, FHO1, FE02, FT08, ZKS11, BPF14] are, because they also implement fade
out, move, and fade in phases, more similar to our work than others [LD08, RPD09]. A difference
with all above-mentioned works, however, is that none of them implement viewport animation
during the move phase. Also, since our edges are drawn as splines, we implement spline morphing.
The above-mentioned works, on the other hand, consider straight line edges.

1.5.3 Business Process Visualization

In the field of business process visualization, graph drawing techniques focus on optimizing layout
semantics for processes. Often, process information is provided in the Business Process Execution
Language (BPEL) [AAAT07] or Business Process Model and Notation (BPMN) [CT12] language.

Yang et al. [YLST04] use an implementation of the Sugiyama framework to compute an initial lay-
out for a workflow graph. To preserve the mental map under node insertions/deletions, the authors
propose a force-scan algorithm. By applying forces on each axis between node-pairs, node overlaps
are resolved and the orthogonal ordering of nodes is preserved. The authors do not discuss how to
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handle edge insertions/deletions, however. Diguglielmo et al. [DDK™"02] present ILOG JViews, a
Sugiyama based workflow graph layout algorithm, implemented for the ILOG JViews graph layout
module [SV01]. Their algorithm contains an incremental mode, in which the relative positions of
nodes are preserved when the graph changes. Hence, small graph changes do not cause a significant
rearrangement of the graph layout. Both above mentioned approaches [YLST04, DDK*02] are
incremental, because the next layout is based on the previous. Therefore, these techniques have
the same disadvantages as those mentioned for the online approaches in Section 1.5.1.1. Effinger
et al. [ESK09] present their ‘BPMN-Layouter’ tool, which is designed to compute aesthetically
pleasing layouts for business processes. Additionally, they consider the preservation of the mental
map. By using a Sketch-Driven-Layout approach, based on a Bayesian paradigm [BW97], the
layout is incrementally changed while preserving the topology of the underlying model. Since a
Bayesian paradigm is used, this approach has the same disadvantages as those mentioned for the
metric based approaches in Section 1.5.1.2. Kabicher et al. [KKRM11] introduce Change Tracking
Graphs (CTGQ) for directed series-parallel process graphs. Given a graph and a modified successor
graph, the CTG is a union of both graphs. Differences between the two graphs are highlighted
using green and red colors. By using the layout of the first or successor graph as a basis, the
authors aim to preserve the mental map. Since the authors assume that the process graph is
series-parallel, and since we do not necessarily have a series-parallel graph, this approach is not
applicable to our work.

1.6 Overview

The remainder of this work is structured as follows. In Chapter 2, we provide the required
preliminaries. After that, in Chapter 3, we provide an in-depth analysis of mental map research
and define what we regard as the mental map. Additionally, we define the concepts of layout
quality and layout stability more formally. Then, in Chapter 4, we provide a detailed description
of the global ranking and global order. In Chapter 5, we describe a test framework which is used
to extensively test and compare our novel graph layout algorithm. Then, in Chapter 6, we provide
details on how we use graph layout animation. After that, in Chapter 7, we provide and discuss
the results of a quantitative and qualitative evaluation. In Chapter 8, we discuss several aspects
of our approach. Finally, in Chapter 9, we provide concluding remarks and list possible future
work.
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Chapter 2

Preliminaries

In this work, we bring process mining and graph drawing together. Therefore, in Section 2.1, we
introduce the required process mining terminology and, in Section 2.2, we introduce the required
graph drawing terminology. After that, in Section 2.3, we introduce the Sugiyama framework,
which lies at the basis of our graph drawing approach.

2.1 Process mining

In the area of process mining, event data is obtained during the execution of the process and is
stored in an event log. The event log contains cases consisting of sequences of events. These are
defined as follows:

Definition 2.1.1 (Activity) A recordable step in the process.

Definition 2.1.2 (Event) An event € is an occurrence of a certain activity at a certain time, for
some case. Event attributes are denoted by #activity(€), Ftimestamp(€) and F#case(€), respectively.

Definition 2.1.3 (Case) Let C be the set of all cases in the event log. A case ¢ € C is a sequence
of events, ordered ascending on #iimestamp(€). Every case has a unique identifier #cqse(c) and its
ordered event sequence is denoted as F#seq(c) = (€1,€2,...,€n).

Table 2.1 contains a fragment of the invoices event log. As we can see, we have cases containing
ordered sequences of events which represent the occurrence of an activity at a certain time.

Definitions 2.1.2 and 2.1.3 are minimal in the sense that they define which attributes are at least
required to define an event or case respectively. An event can potentially contain additional
attributes. For example, the name of the person who performed the activity represented by the
event attribute: #,4me(€). Similarly, a case can also contain additional case attributes.

In this work, we are interested in sets of cases that express the same behavior. In particular, sets
of cases that followed the same sequence of events for which we ignore direct event repetitions.
For a case ¢, we denote the sequence of events without direct event repetitions as #seq(c). For
example, if #..4(c) = (4, B,B,B,C, A), then #,.(c) = (A, B,C,A). In graph drawing, such
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Case ID Activity Timestamp

IF-1500000 Receive invoice 28-08-2015 11:00:50
Check received invoice  28-08-2015 11:00:51
Checked and approved 28-08-2015 11:16:43
Pay invoice 02-09-2015 12:52:06

IF-1500001 Receive invoice 09-09-2015 09:00:20
Check received invoice  09-09-2015 09:00:22
Final check of invoice 10-09-2015 10:04:24
Approve invoice 10-09-2015 13:13:34
Pay invoice 14-09-2015 15:29:08

Table 2.1: Fraction of the invoices event log.

direct event repetitions are drawn as self loops. Since such self loops do not affect the layout of a
graph, we ignore them. We define a variation as follows:

Definition 2.1.4 (Variation) A wvariation v C C is a set of cases which all contain the same
ordered sequence of events for which we ignore direct event repetitions, denoted by #seq(v). More
specifically, all cases c € v have the same #qeq (c) value.

Let V be the set of all variations. Then, from definition 2.1.4, it follows that [ J, oy v = C.

2.2  Graph Drawing

In the area of graph drawing, there is a distinction between static and dynamic graph drawing.
Static graph drawing considers the problem of computing a layout for a single graph. Dynamic
graph drawing, on the other hand, considers the problem of computing layouts for a sequence of
static graphs. Both of these concepts are explained in more detail in Section 2.2.1 and Section 2.2.2
respectively.

2.2.1 Static graph drawing

In static graph drawing, a single graph is provided and a layout must be computed for the given
graph. In this work, we consider (static) graphs G(V, F) as a pair consisting of a finite set V' of
nodes and a finite set E of directed weighted edges e. That is, an edge (u,v) € F is an ordered
pair with u,v € V and has an associated positive integer weight weight(e) € NT. Additionally,
an edge (u,v) is a self loop when v = v and a two loop is a pair of edges e;,es € E such that
e1 = (u,v) and es = (v, u).

Drawing is done in two dimensions, where the x-axis goes from left to right, and the y-axis from top
to bottom. Consequently, the goal of a graph layout algorithm is to compute a position pos(v) for
every node v € V, which consists of an x and y coordinate, denoted by z(v) and y(v) respectively.
Additionally, for every edge e € F, a sequence of coordinates, representing the control points of a
spline, are computed.

In this work, graphs are drawn in a hierarchical manner, that is, nodes are placed on so called
ranks. Ranks are parallel layers, such that, for any two nodes v and v on the same rank, i.e.,
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rank(u) = rank(v), we have that y(u) = y(v). We draw the hierarchical graphs vertically from
top to bottom. That is, rank 0 has the lowest y-coordinate and subsequent ranks have increasingly
higher y-coordinates. The rank assignment results in a direction for every edge (which is not a
self loop). A forward edge is an edge (u,v) € E such that rank(u) < rank(v). A backward edge
is the inverse of a forward edge, i.e., rank(u) > rank(v). Additionally, for edges that are not a
self-loop, we do not allow them to be horizontal, i.e., V(y v)eB, uzo ¥(u) # y(v).

2.2.2 Dynamic graph drawing

A field, closely related to our work, is the field of dynamic graph drawing. A dynamic graph is
defined as a sequence S = (G, Ga, ..., Gy) of static graphs. Dynamic graph drawing algorithms
often aim to compute a graph layout for every individual graph G; = (V;, E;)1 < i < n, such
that the quality of individual layouts is balanced with layout stability over time. In the area of
dynamic graph drawing, a distinction is often made between online and offline dynamic graph
drawing [BBDW17]. In online dynamic graph drawing, graph layouts need to be computed for
a sequence of graphs without knowing the full sequence from the beginning. An online dynamic
graph layout algorithm tries to compute a graph layout for graph G,,41 such that the mental map
is preserved. In contrast, in offline dynamic graph drawing, the whole sequence S of graphs G; is
known beforehand.

In this work, we essentially consider a combination of online and offline dynamic graph drawing.
Given the event log, we can compute a (super) graph G = (V, E) where V and E are the sets of all
nodes and edges we can potentially encounter respectively. For any graph G; C G, G; = (V;, E;),
we have V; C V and E; C E. Hence, our setting is offline in the sense that we know which graphs
we can potentially encounter. However, our setting is also online because we do not know the
exact sequence of graphs beforehand.

2.3 Sugiyama framework

In this work, the graph layout algorithm we present is based on the Sugiyama framework [STT81]
which provides a step-wise approach to hierarchical, directed graph drawing. The framework only
specifies what should happen in each step while the implementation can be done in many different
ways. Additionally, since each of these steps is executed in sequence, the results of each step
influence later steps. The Sugiyama framework defines the steps listed below. Figure 2.1 provides
an illustration of every step.

1. Cycle Removal: In the first step, cycles are removed by reversing edges and removing self
loops. Consequently, a Directed Acyclic Graph (DAG) is obtained.

2. Rank Assignment: Because we are drawing graphs in a hierarchical manner, every node
is positioned on a rank.

3. Node Ordering: After assigning nodes to ranks, edges that cross multiple ranks are split
up such that no edge crosses a rank. This is done by replacing these edges by a chain of
virtual nodes and edges. This concept is illustrated in Figure 2.1 step 3a. Next, the order
in which nodes (both real and virtual) are placed on the ranks is determined. This order
determines the number of edge crossings in the graph and should therefore be optimized.

4. Node Positioning: After the node order for each rank is known, actual positions can be
computed for each node.

5. Spline Drawing: After positioning each node, in the final step, the edges are drawn.
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1. Cycle Removal 2. Rank Assignment 3a. Split Edges
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Figure 2.1: Illustration of the Sugiyama framework steps. The edge highlighted in red in step 1
is the edge which is reversed in order to remove cycles. Note that this same edge is drawn in its
original direction in step 5. Circles represent virtual nodes.

2.3.1 Dot

A popular implementation of the Sugiyama framework is dot [GKN15], which is the successor of
DAG [GNV88]. Dot is part of the open source, free to use, Graphviz [1] software package. Graphviz
supports many in- and output formats and can therefore easily be integrated into existing systems.
Consequently, many industrial tools integrate dot in order to draw hierarchical directed graphs
that represent a process. Because of this, we evaluate our graph layouts against those computed
by dot.

Dot is based on the work of Gansner et al. [GKNV93] and uses the following algorithms for each
of the Sugiyama framework steps:

1. Cycle Removal: By doing a Depth First Search (DFS) traversal on the graph, all edges
which create a cycle (back-edges) are found. These edges are reversed to create a DAG.
Additionally, self-loops are removed.

2. Rank Assignment: The rank assignment is computed using the following cost function:
Z weight(e) - length(e)
eclk

Where F is the set of edges in the graph, weight(e) is the weight of an edge e, and length(e)
is the rank difference between the endpoints of e. By minimizing the cost function using
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an integer linear program solver, an optimal rank assignment can be computed. For this
purpose, Dot uses the Network Simplex algorithm of Gansner et al. [GKNV93].

3. Node Ordering: To minimize the number of edge crossings, dot repeatedly applies a rank-
by-rank sweep of a one-rank crossing minimization algorithm until no further improvement
is possible. That is, for some rank r, the nodes at the rank above and below are kept fixed.
The node order at r is then permuted to decrease the edge crossings.

4. Node Positioning: Determining the y-coordinate of a node directly follows from the rank
a node is placed on. Determining the x-coordinate of a node is done by first computing a
so called auxiliary graph. The structure of the auxiliary graph is built such that it encodes
two elements. The first is the constraint that the order within ranks should be preserved.
The second element encodes, for every adjacent node pair, how ‘important’ it is to vertically
align these nodes. Network Simplex is then run on this auxiliary graph. The values returned
by Network Simplex are used as the x-coordinate.

5. Spline Drawing: Dot uses a spline drawing algorithm introduced by Gansner et al.
[GKNV93]. This algorithm tries to find the smoothest curve between two points such that
other nodes, edges, and labels are avoided. The algorithm draws every spline in two phases.
First, a polygonal region is computed in which the spline may be drawn. After that, given
this polygonal region, a spline within this region is computed. Since the first phase takes
already drawn splines, nodes and labels into account, no accidental edge-edge, edge-node or
edge-label crossings can occur.
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Chapter 3

Quality vs. Stability

In this work, we consider the problem of mental map preservation. Therefore, in Section 3.1, we
discuss research done into mental map preservation and we give a definition of what we consider
to be the mental map. One approach we use to preserve the mental map, is to minimize change
in the graph layouts, i.e., we create graph stability. However, only creating graph stability is not
enough, we also want to have graph layouts of high quality. Unfortunately, these two concepts
contradict each other. If we minimize change in order to obtain graph stability, we cannot always
have graph layouts of high quality. Therefore, it is important to get a trade off between graph
layout stability and quality. To quantify the concepts of graph layout quality and stability, we
define several metrics that measure graph layout quality and stability in Section 3.2. After that,
in Section 3.3, we discuss the concept of graph layout understandability.

3.1 Mental Map

A lot of research into the effect of mental map preservation has been done. In general, the type
of graph and tasks considered play a major role in whether mental map preservation benefits the
user.

3.1.1 Undirected graphs

Most of the mental map research considers undirected graphs for which the layout is computed
using a force-based algorithm. In particular, a large number of experiments [PS08, APP11, AP12a,
AP12Db] used Graphael [EHK'03]. Graphael implements a parameter which essentially allows the
user to specify how well the mental map should be preserved. This makes Graphael ideal for
mental map preservation experiments. Purchase et al. [PS08| examined the effect of mental map
preservation for degree reading tasks. The experiment was done for high, medium, and low
mental map preservation. Their results indicated that users performed the best with high or low
mental map preservation. Performance was the worst under medium mental map preservation.
The authors state that the good performance under high or low mental map preservation indicates
that user preference also plays a role. Archambault et al. [APP11] tested the difference between no
and high mental map preservation for both animation and small multiples presentation methods.
Degree reading, graph appearance, graph growth, and path reading tasks were used in their
experiment. For both animation and small multiples, no significant performance difference between

Graph layout stability in process mining 19



CHAPTER 3. QUALITY VS. STABILITY

no and high mental map preservation was found. Archambault et al. [AP12a] considered mental
map preservation in the context of memorability tasks. Their experiment consisted of two phases.
In the first, the memorization phase, participants were requested to memorize different graph
sequences. In the second, the recall phase, participants were shown sequences of graphs and had
to indicate whether they were the same as the sequences presented in the memorization phase. The
quantitative results of their experiment indicated that mental map preservation has no significant
effect on response time or error rate. The qualitative results, however, suggested that users find
memorability tasks easier when the mental map is preserved. Archambault et al. [AP12b] tested
no versus high mental map preservation for revisitation and (long) path finding tasks. They
found that for both tasks, mental map preservation significantly improves the response time and
significantly reduces the number of errors. They argue that the stable drawings support the
participants in orienting themselves in the data, making it easier to relocate certain areas of the
drawing or to follow long paths. In contrast to the works mentioned above, Saffrey et al. [SP08] use
their own dynamic force-based graph drawing algorithms. Their algorithms preserve the mental
map by restricting node movement in different ways. In their experiment, participants had to do
degree reading and path finding tasks. Their results contain no evidence in favor of preserving the
mental map.

3.1.2 Directed graphs

In the context of dynamic hierarchically drawn directed acyclic graphs, Purchase et al. [PHGO6]
used the algorithm of Gorg et al. [GBPDO04] to test no versus high mental map preservation. They
found that, when nodes need to be identifiable by name, mental map preservation was important.
Tasks that focus on edges, or tasks that do not require nodes to be uniquely identifiable, however,
did not benefit from mental map preservation. Zaman et al. [ZKS11] also investigated mental map
preservation in the context of dynamic hierarchically drawn directed acyclic graphs. They did
this for their DARLS system, which allows the user to compare two hierarchically drawn graphs.
A low mental map preservation version of their algorithm was compared against a high mental
map preservation version. For the task of finding the appearance of new nodes in the graph, no
significant effect was found for response time or error rate.

3.1.3 Does mental map preservation help?

Intuitively, it seems reasonable to assume that mental map preservation has a positive effect on user
performance. In general, however, research appears to suggest otherwise. We do note, however,
that most of this research [PS08, SP08, APP11, AP12a, AP12b] is not really applicable to our
work because it was done in the context of undirected graphs. The research [PHG06, ZKS11]
in the context of dynamic hierarchically drawn directed acyclic graphs, which is more related to
our work, does find some evidence in favor of mental map preservation. Finally, for tasks that
involve revisitation [AP12b], path finding [AP12b], or nodes identifiable by name [PHGO6], there
is evidence in favor of preserving the mental map. These results are promising, because these
tasks closely relate to our work (see Section 7.2.1).

3.1.4 Mental map definition

Another important aspect is that most of the aforementioned work [PS08, SP08, APP11, AP12a,
AP12b] uses the most commonly used definition of the mental map [CP96]:

“The placement of existing nodes and edges should change as little as possible when a change is
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made to the graph.”

Note that this definition considers the change in a graph layout, and therefore, actually defines
mental map preservation instead of the mental map itself. In the graph drawing literature, however,
these two concepts are considered to be similar. Therefore, a mental map definition (often) defines
the change that affects the mental map (preservation).

For the research [PHG06, ZKS11] done in the context of dynamic hierarchically drawn directed
acyclic graphs, it not really clear which definition of the mental map is used. However, since
the approach towards mental map preservation, in these works, focuses more on preserving the
relative order of nodes, we believe that the mental map definition of Misue et al. [MELS95] is
more appropriate here. Misue et al. [MELS95] define three mathematical models that represent
the mental map:

e Orthogonal ordering model: a layout adjustment should preserve the direction of node
v to node u for each pair of nodes u and v.

e Proximity model: nodes which are close together, should remain close together.

e Topology model: graphical objects in a region should stay in that region.

Essentially, we believe that the mental map definition of Coleman and Parker [CP96], which states
that change in node/edge placement should be minimized, is too narrow. This is also one of the
main conclusions of the work of Saffrey et al. [SP08]:

“A notion of the mental map as a restriction on node movement is too narrow. The mental map
implementation should consider the overall relation between nodes and edges, rather than merely
position.”.

Especially in our context, the relationships between nodes and edges form semantic implications
on the underlying data. For example, if a node is placed above another node, this implies that
the activity represented by the upper node occurs before the activity represented by the lower
node. Hence, we believe that the mathematical models of the mental map, as defined by Misue et
al. [MELS95], provide a better mental map definition.

3.2 DMetrics

In order to preserve the mental map, we want to create stable layouts that are still of high quality.
To define the concepts of graph layout quality and stability more formally, we introduce quality
and stability metrics. The quality and stability metric definitions (see Definitions 3.2.1 and 3.2.2,
respectively) are similar to those of Diehl et al. [DG02]. Sections 3.2.1 and 3.2.2 describe the
quality and stability metrics in more detail.

Definition 3.2.1 (Quality Metric) Given a graph G = (V,E) for which a layout has been
computed. A quality metric is a function QM) : G — RS‘ that quantifies a certain graph layout
aesthetic. A is a unique name representing the metric. A higher value for a quality metric implies
that G adheres less to the aesthetic criterion. For example, for a graph layout G that has no edge
crossings, the number of edge crossings is denoted by QM rossings(G) = 0.

Definition 3.2.2 (Stability Metric) Given two graphs G = (V, E) and G' = (V', E’) for which
layouts have been computed. A stability metric is a function SMy : (G,G') — R{ that quantifies,
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depending on what we measure, the amount of change between G and G'. X is a unique name rep-
resenting the metric. When SMy = 0, there is no difference between G and G', for metric A. For
example, the relative movement of nodes between the two graphs is denoted by SMye;_cuci(G,G').

3.2.1 Quality Metrics

Graph layout quality is expressed in terms of aesthetic criteria [Pau93, Pur02, AEHK10, HEHL13].
Some commonly used aesthetic criteria include: minimize edge crossings, minimize edge bends,
maximize symmetry, minimize the area, maximize consistent flow direction. Layout algorithms are
often designed with such aesthetic criteria in mind, i.e., the layout is computed such that certain
aesthetic criteria are optimized. Depending on the domain [PCA02] and type of graph, some
aesthetic criteria are more relevant than others. For example, dot, which is based on the work of
Gansner et al. [GKNV93], was designed with the following aesthetic criteria in mind [GKNV93]:

e A1: Expose hierarchical structure in the graph. In particular, aim edges in the same general
direction if possible. This aids finding directed paths and highlights source and sink nodes.

o A2: Avoid visual anomalies that do not convey information about the underlying graph. For
example, avoid edge crossings and sharp bends.

o A3: Keep edges short. This makes it easier to find related nodes and contributes to A2.

o A: Favor symmetry and balance. This aesthetic has a secondary role in a few places in
our algorithm.

Optimizing all of these aesthetic criteria at the same time is generally not possible, because some
criteria can contradict each other. However, research [HEHL13] suggests that optimizing several
aesthetic criteria at the same time provides better results than optimizing for only a single criterion.
Nevertheless, some aesthetic criteria affect the readability of a graph layout more significantly
than others. Purchase et al. [PCJ97, Pur00] find that the number of edge crossings affects graph
readability more than the number of bends or the amount of symmetry. Additionally, Huang et
al. [HEHL13] find that the angle of a crossing also affects readability.

Purchase et al. [PCA02] state that the semantic domain of the graph drawing affects which aes-
thetic criteria need to be taken into account. Since we are computing layouts for process graphs,
we want to focus on aesthetics that relate to the process. In related fields (business process visu-
alization [RBRB06, ESK09, AEHK10, KKRM11, GPZ" 14, BS15], flowchart visualization [ST01],
workflow visualization [DDK 02, YLS"04]), commonly consider aesthetics include: minimize edge
crossings, minimize edge bends, minimize edge length, maximize consistent flow direction, minim-
ize area, prevent node overlap. The aesthetic of preventing node overlap is not relevant because
this can never occur in our setting. We deem all other aesthetics as relevant, however. Moreover,
in a process, there is often some main structure which is relevant to understand the whole pro-
cess [RBRB06, AEHK10]. Intuitively, this can be thought of as the ‘skeleton’ of the process graph.
Since, in a process graph, the weight of an edge (u,v) represents how often activity u occurs be-
fore v, intuitively, the edges with highest weight represent the most prominent process behaviour.
Consequently, we deem it especially important to optimize the aesthetic criteria for the edges with
highest weight. Therefore, the quality metrics, as described in the sections below, (often) take
into account edge weights.

Some of the quality metrics, as described in the sections below, consider the edges. Since the
edges are drawn as splines, computing exact values (such as intersections or edge length) for the
edges is quite expensive. Therefore, consider that an edge e is essentially drawn as a sequence
of spline segments, which we denote as segments(e). Every segment s € segments(e) contains
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four points (coordinates): a start point ps at which the spline segment starts, two control points
pe1 and peo that define the shape of the spline segment, and an end point p. at which the spline
segment ends. In this work, we measure the length, shape, and number of crossings of edges.
Since computing this exactly is expensive, we use an approximation of the edge e, which consists
of approximations of the spline segments s € segments(e). An approximation of a spline segment
is the straight line line(s) between ps; and p.. Moreover, the euclidean distance between p, and
Pe is an approximation of the actual length of s and is denoted as length(s). Consequently, the
approximate length of an edge e is defined as:

length(e) = Z length(s)

s€segments(e)

Running Time

The running time of the layout algorithm is not really an aesthetic criterion since it does not relate
to the computed graph layout. Nevertheless, a faster algorithm is obviously more desirable to the
user since this reduces waiting times. Therefore, the quality metric Q@ My;m.(G) measures the time
(in milliseconds) the layout algorithm required to compute the graph layout for G.

Edge Crossings

The number of edge crossings in a graph layout has a significant effect on the readability [PCJ97,
Pur00]. Therefore, we define the following function that computes the ‘cost’ of the edge crossing(s)
between two edges.

cross(ey,ez) = Z intersect(ey, ea, 81, $2)

(s1,82)€Esegments(e1) X segments(ez)

Where intersect(ey, ea, $1, s2) is defind as follows:

- i ) 0 line(s1) and line(sz) do not intersect
intersect(e1, ez, $1, 52) = , , _ , .
bEen e weight(ey) - weight(ez) line(sy) and line(sg) intersect

Since edges of higher weight are drawn more salient, edge crossings of high weight edges are also
more salient. For example, in Figure 3.1, the crossings in red rectangle 1 are more salient than
the edges crossing in red rectangle 2. Therefore, to quantify that we consider high weight edge
crossings as worse, we multiply the weights of e; and es. Let pairs(E) be the set of unique edge
pairs in a graph G. The edge crossings quality metric is defined as follows:

QMcrossings (G) = Z CTOSS(el, 62)

(e1,e2)€pairs(E)

Average Edge Length

Short edges are easier to follow [GKNV93]. Moreover, we deem it important to have short high
weight edges. Therefore, the average edge length quality metric, as defined below, takes the weight
of an edge into account.

1 .
QMg iength(G) = 3] g length(e) - weight(e)
ecE

Edge Bends
Edge bends negatively affect graph readability [PCJ97, Pur00]. Our approach towards computing
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» Receiveinvoice W

[> Creditor does notexist [] Process invoice []

Check received invoice W

[> Post-process invoice [] Checked and approved Request data

Pay employee reimbursement  [] Clarify deviant invoice Final check of invoice ) 1
L / &

Process employee reimbursement

Repeat payment process Check contract conditions

Figure 3.1: A layout computed by dot for the invoices data set. Clearly, the edge crossings in red
rectangle 1 are more salient than those in red rectangle 2.

the number of edge bends is inspired by the work of Bridgeman et al. [BT98]. For an edge
segment s, we define direction dir(s) € {N,E,S,W} (North, East, South, West) as the most
prominent direction of line(s). For example, in Figure 3.2 the direction of every edge segment
is illustrated. As we can see, the shape of an edge can be described as a sequence of directions.
The concatenation of these directions results in a shape string [BT98] string(e). For example, in
Figure 3.2, the shape string of the rightmost edge equals string(e) = ESSW. Consequently, the
number of bends bends(e) in an edge equals the number of times there is a change in segment
direction. For example, in Figure 3.2, the bends are indicated by black circles. The edge bends
quality metric is defined as follows:

QMpends(G) = Z bends(e) - weight(e)

ecE

Since we prefer high weight edges to be straight, we multiply by the edge weight.

Back Edges

Since we are drawing graphs vertically in a top-down manner, we want to have as many forward
edges as possible. The amount of forward edges directly relates to the consistency of ‘flow direction’
in the graph layout. Therefore, let backedges(G) be the set of back edges in graph layout G. Then,
the back edge quality metric is defined as follows:

QMback,edges (G) = Z weight(e)
e€backedges(G)

Since we want high weight edges to be forward edges, we sum up the weights of the back edges
instead of simply counting the number of back edges.

Flow Direction

The back edge quality metric relates to the consistency of the flow direction in a graph layout.
However, since this metric does not take the actual shape of an edge into account, it does not
properly describe the flow in terms of what the user sees on the screen. For example, a forward
edge e, which, intuitively, is drawn downward, can have, for all segments s € segments(e), a
direction dir(s) = E. Therefore, we introduce a quality metric, similar to the ‘direction of a
model’ metric of Bernstein et al. [BS15], that measures the flow direction of the edges in a graph
layout G. Let north(G), east(G), south(G), west(G), be the number of edge segments s in G
that have dir(s) value N, E, S, W respectively. Intuitively, since we are drawing graphs vertically
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[> Receive invoice
S
S

Check received invoice

S

S

Final check of invoice

S

S

Approve invoice

S

S

Pay invoice W

Figure 3.2: Illustration of the directions of every edge segment. Red squares indicate the start
and end points of edge segments. Red lines illustrate the line line(s) of an edge segment s. The
direction dir(s) value of every segment is indicated next to the respective red line. Moreover, the
red squares encircled in black indicate edge bends. In total, there are 4 edge bends in this graph
layout.

in a top-down manner, all north(G) and south(G) edge segments adhere to the vertical drawing
direction while east(G) and west(G) edge segments ‘break the flow’. Therefore, the flow direction
quality metric is defined as follows:

east(G) + west(Q)
north(G) + south(QG)

QMflow (G) =

Note that the lower QMji0,(G), the better the flow direction adheres to the (vertical) drawing
direction of the graph layout. Also, we do not distinguish between north(G) and south(G) because
this is already captured by the QMpqcr, dges(G) quality metric.

Area

The quality metric QMg (G) computes the area required to draw the graph layout (including
edge labels). Preferably, in order to fit a graph layout on the screen of the user, the area of a
graph layout is a small as possible.

Discarded Metrics
Some quality aesthetics, as discussed below, found in the literature, are not used for different
reasons.

Some layout algorithms aim to make a graph layout as symmetrical as possible. Since a process
does not necessarily contain symmetries, we do not include this aesthetic.

Other layout algorithms, in order to fit the resulting layout on the screen, aim to compute a
graph layout that has an aspect ratio of 1:1. Since this aesthetic can contradict quite some other
aesthetic criteria (flow direction, back edges, edge bends), we do not consider this aesthetic.
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Other alternative aesthetics related to the length of edges exist. We could, for example, compute
the minimum/maximum edge length in a graph layout. However, since the average edge length
relates to all edges, and not just to the shortest/longest, we decided to use the average of edge
lengths.

3.2.2 Stability Metrics

Measuring graph stability essentially comes down to measuring the degree of change between two
graphs. When the degree of change between graphs is small, there is a higher degree of stability. In
the field of graph drawing, the problem of how to measure change (or similarity) has received quite
some attention. Bridgeman et al. [BT98] introduce several metrics that measure the difference
between two layouts of the same graph. Since we want to compute the difference between layouts
of different graphs, these metrics are not directly usable. However, in a later work, Bridgeman et
al. [BT00] extend their previous work by introducing additional metrics and refining some existing
ones. Diehl et al. [DG02] provide a formal definition of a difference metric and consequently
propose two difference metrics. In the field of layout adjustments, Lyons et al. [LMR9S8] introduce
several similarity metrics. Since layout adjustments are considered, these metrics only work for
different layouts of the same graph.

Considering the existing work [BT98, LMR98, BT00, DG02], there exist a significant number of
difference metrics. However, based on our definition of the mental map [MELS95], some of these
metrics are more applicable than others. Additionally, we found that some metrics essentially
measure the same concept, but in a different way. Therefore, by considering, for every difference
metric, how it relates to our mental map definition, we selected the difference metrics as described
in the following sections. We denote the euclidean distance between two points (coordinates)
by dist(p1,p2). For a stability metric SMy(G,G’), the equivalent of a node v; € G in G’ is
denoted by v.. For example, the distance between the old and new position of a node v equals
dist(pos(v), pos(v’)). Additionally, difference metrics only measure based on nodes or edges that
are in both layouts, i.e. the sets VNV’ and ENE’. Moreover, let pairs(V'NV’) and pairs(ENE’)
be the sets of unique node/edge pairs in VNV’ and E N E’ respectively.

Relative Euclidean
The relative euclidean stability metric measures, for all node pairs present in both layouts, the
change in relative distance. This metric is defined as follows:

SMrel,eucl(Gﬂ G/) = Z | diSt(pOS(vi)apOS(Uj)) - d’L'St(pOS(’U;),pOS(U;)) |

(vi,vj)€pairs(VNV')

By taking the absolute value, we make sure the metric is always positive.

Hausdorff

The hausdorff distance is a standard metric used to measure the match between two point
sets [BT98]. A disadvantage, however, is the fact that the standard hausdorff metric does not
take point labels into account. More specifically, every point in the point set is seen as a co-
ordinate and not as a unique entity. Consequently, swapping the position of two points in the
point set does not change the point set. Since we do have ‘labeled’ points (nodes), this standard
metric does not work for us. Therefore, we consider an adapted version of the hausdorff distance
metric [BT00] (that does take point labels into account) which is defined as follows:

SMhausdorsy (G, G') = max | dist(pos(v),pos(v'))

veV

Orthogonal
The orthogonal ordering mental map model [MELS95] states that a layout adjustment should
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preserve the direction of node v to node w for each pair of nodes v and v. In order to quantify
this, we define the following stability metric:

SMorthogonal(Gv G/) = Z angle(pos(vj) - pos(”i)vpos(vé') - pOS(U,Z))
(vi,vj)Epairs(VNV')

The angle function computes the smallest positive angle between the two provided vectors. As
we can see, we provide the vectors for the old and new layout between the nodes in the node pair.
Therefore, we essentially use the change in angle to express the change in direction between two
nodes.

Epsilon-Cluster

The proximity mental map model [MELS95] states that nodes which are close together should
remain close together after a change. An e-cluster for a node v; is the set of nodes v; such that
dist(pos(v;), pos(vj)) < e. In this work, € is defined as the largest nearest neighbor distance,
i.e. [ELMS91]:

€ = max min dist(pos(v;), pos(v;))
Vi vjFv;
The e-cluster stability metric measures how the e-cluster of node v; compares to that of node v.
Note that € can be different for G and G’, denoted by € and €' respectively. Consequently, we
define the following sets:

e(G) = {(vi,v;) € pairs(V N V') | dist(pos(v;), pos(v;))
e(G") = {(vi,v5) € pairs(V N V") | dist(pos(v;), pos(v}))

B
€'}

<
<

The e-cluster stability metric is then defined as:

n_ 4 @) Nne(@)]
SMcluste'r'(Gv G ) =1- m

Observe that when the e-clusters of nodes do not change, this metric returns 0.

Edge Shape

While most stability metrics measure change in terms of the positions of nodes, Bridgeman et
al. [BT00] propose a metric that measures the change in the shape of the edges. This metric is
defined as follows:

SMeage_shape(G,G") = Z edit(string(e), string(e'))
e€ENE’

The edit function computes the levenshtein distance [Lev66] between the two edge shape strings.
Intuitively, a large edit distance implies that the shape of an edge changed significantly.

Discarded Metrics
Some stability metrics found in the literature, as discussed below, are not used for different reasons.

The absolute euclidean distance metric is an intuitive and commonly used metric [BT98, LMR98,
BT00, DG02]. However, because it is sensitive to global layout translations (which are visually not
observable), we exclude this metric. For the same reason, the nearest neighbor between metric, as
introduced by Bridgeman et al. [BT98], is also not considered.

An alternative orthogonal ordering metric is the one proposed by Diehl et al. [DG02]. In this met-
ric, the amount of node pairs that change their relative vertical or horizontal direction is measured.
Therefore, this metric is essentially a discrete variant of SMoythogonal(G, G"). Consequently, it is
less accurate.
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Bridgeman et al. [BT98] introduce the nearest neighbor within metric to express the change in node
proximity. We implemented this metric and found it to be too sensitive. Due to rounding issues,
the coordinate of a node could change by 1 unit. Consequently, nearest neighbor information
could change while no change was visually observable.

3.3 Layout Understandability

The metrics introduced in Section 3.2.1 capture the quality of (a) graph layout(s). These quality
metrics, however, relate to the quality of the graph layout in terms of its readability. Another
important aspect of a graph layout, is its understandability. Since we are visualizing processes, we
want to compute graph layouts that allow the user to easily understand the underlying process.
Therefore, in this section, we consider the understandability of graph layouts.

While the readability of a graph layout can be ‘measured’ using the quality metrics, the under-
standability of a graph layout is a more intuitive concept, i.e., it is more difficult to capture in
a metric. In the sections below, we describe desirable visual properties of the graph layouts to
be computed. By satisfying these visual properties, we aim to make the graph layouts as under-
standable (and readable) as possible. As we show in Section 3.3.1, the visual property of process
semantics closely relates to the QMpack _cdges(G) quality metric. Therefore, this quality metric is
given higher priority in the design of our algorithms. The visual property of centrality & node
alignment, as described in Section 3.3.2, is harder to express using quality metrics. Therefore, this
visual property is explicitly considered in our algorithm design.

3.3.1 Process Semantics

The layout of a graph affects how the semantics of the underlying process are interpreted. For
example, if some node A is positioned above another node B, then this implies that activity A
occurs before activity B. Therefore, we want to compute graph layouts that properly represent
the actual process, i.e., if, according to the event log, activity A occurs frequently before activity
B, then A should be placed above activity B. This visual property closely relates to quality metric
QMpack_edges(G). In order to see why, observe that the weight of an edge (u,v) represents how
often activity u occurred before activity v. Consequently, properly showing the process semantics
essentially comes down to maximizing the number of high weight forward edges.

In Figure 3.3, two layouts for the same graph are shown. The layout on the left is computed by
dot, while the layout on the right is computed by our layout algorithm. To illustrate the process
semantics visual property, consider the back edges in Figure 3.3. The layout on the left has 3
back edges, while the layout on the right only has 2 back edges. Moreover, the back edges in the
layout on the left have a much higher weight. In particular, the path highlighted in green occurs
between Check received invoice and Final check of invoice, which is nicely illustrated in the layout
on the right. In the layout on the left, however, Check contract conditions is positioned below
Final check of invoice, which may incorrectly suggest that Check contract conditions occurs after
Final check of invoice. Hence, as we can see, by optimizing quality metric QMpack_edges(G), we
obtain a better representation of the semantics of the process.

3.3.2 Centrality & Node Alignment

In a process, there is (often) some main structure or path which is relevant to understand the whole
process [RBRB06, AEHK10]. For example, in Figure 3.3, this main path is the path highlighted
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» Receiveinvoce W

Check received invoice W

Pay employee reimbursement ]

Check received invoice W

Pay employee reimbursement [

Checked and approved

Checked and approved Request data

Request data

Pay invoice W

Check contract conditions

Final check of invoice

Final check of invoice

Check contract conditions Approve invoice

Approve invoice

Figure 3.3: Hlustration of two layouts computed for the same invoices graph. The layout on the
left is computed by dot, while the layout on the right is computed by our layout algorithm.

in red. Since this path represents the most frequent behavior, we want to place this main path
in the center of the graph layout and align the activities (nodes) on this path. By doing so, the
main path is more prominently visible to the user. Consequently, the user can identify the main
process structure more easily, which aids the user in understanding the whole process. As we can
see in Figure 3.3 on the right, the centrality and alignment of the main path makes the graph
much more understandable (and readable).

In terms of the Sugiyama framework, the centrality of nodes is essentially determined in the
node order step. Therefore, our global order algorithm (as described in Section 4.2.3) explicitly
addresses the centrality visual property by trying to centralize the main path. The alignment of
nodes is done in the position step of the Sugiyama framework. Under the assumption that the
main path has been centralized in the node order step, we (mostly) get the node alignment for
free. Intuitively, the main path contains the edges of highest weight (see, for example, Figure 3.3).
Since the position step implementation already tries to align nodes that are connected by high
weight edges, the nodes on the main path are aligned.
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Chapter 4

Approach

According to the orthogonal ordering model in our mental map definition [MELS95], a layout
adjustment should preserve the direction of node v to node u for each pair of nodes v and v. In
terms of the Sugiyama framework [STT81], this directly relates to the rank assignment and node
ordering steps. The rank assignment step determines the vertical order of nodes while the node
ordering step determines the horizontal order of nodes. Therefore, in order to preserve the mental
map, we keep, for every graph layout we compute, the vertical and horizontal node order the same.
We use a global ranking and global order to do this. These concepts are explained in more detail
in Section 4.1 and Section 4.2, respectively. In Section 4.3 we discuss how the global ranking and
global order fit into the Sugiyama framework.

4.1 Global Ranking

In order to ensure graph stability, we keep the vertical order of nodes the same for every graph
layout we compute. More specifically, if a node u € V; is on a lower rank than some other node
v € V; in some graph G; C G, then u should always be on a lower rank than node v for any graph
G; C G. Therefore, as defined in Definition 4.1.1, a global ranking is essentially an ordered list of
sets of nodes.

Definition 4.1.1 (Global Ranking) The global ranking GR = (g, ..., %) is an ordered list of
sets 1; of nodes, where i € NO. Intuitively, a set 1; € GR represents a global rank and therefore
has an associated rank(1);) value representing its order i in GR. We denote the set of nodes v € V
on global rank v; as nodes(1v;). Moreover, we have the requirements that all node sets should be
non-overlapping and that the union of node sets should equal V.. More specifically, Vo, w;ear such
that © # j, we must have nodes(v;) Nnodes(v;) = 0 and UwieGR nodes(v;) = V. Consequently,

every node v € V is present on exactly one global rank, which we denote as gr(v).

So, essentially, the global ranking defines a ranking for G. Additionally, recall that we disallow
horizontal edges, and therefore, GR should be computed such that no edge (which is not a self-loop)
(u,v) € E is horizontal, i.e., Y (w01 B, ugw 97 (1) # gr(v). When GR satisfies this requirement, we
can directly use GR to obtain a valid ranking for any given graph G; C G. This is simply done
by assigning every node v € V; to rank gr(v). Then, since not necessarily every node is present,
we remove empty ranks to make sure the graph is as compact as possible. The global ranking
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wo ‘ Creditor does not exist ‘

wl Receive invoice

wz ‘ Check received invoice ‘ ‘ Pay employee reimbursement ‘ ‘ Process invoice ‘

/g
w4 ‘ Post-process invoice ‘

ws ‘ Check contract conditions ‘

Checked and approved ‘ ‘ Request data

’ Process employee reimbursement ‘

wé Final check of invoice

w7 Approve invoice

Repeat payment process ‘
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Figure 4.1: The global ranking computed for the invoices data set. The left column contains, from
top to bottom, the ordered global ranks ¢; € GR. The nodes on each row represent the nodes
present in nodes(v;).

s

Clarify deviant invoice ‘

computed for the invoices data set is shown in Figure 4.1. As we can see, all nodes are part of
exactly one global rank ;.

When using a global ranking, nodes cannot swap in the vertical direction. Consequently, the
stability metrics: SMyei cuct(G, G), SMuqusdorg (G, G") and SMorihogonat(G,G’) are positively
affected. Also, nodes that are close to each other in one layout are more likely to also be close to
each other in another. Hence, the stability metric SM .y ster (G, G') is also positively affected.

Computing a global ranking that adheres to the above-mentioned requirements is not too difficult.
In fact, using any such global ranking will already ensure graph layout stability. However, we
also want to have graph layouts of high quality, i.e., they should be readable and understandable.
Therefore, for the graph layout readability, consider the following quality metrics, as defined in
Section 3.2.1, that are mainly affected by the ranking of a graph layout:

e Average Edge length: the length of an edge mainly depends on the rank difference
between the endpoints of the edge. Since we prefer short edges (i.e., QMauyg iengtn(G) is as
low as possible), we want to compute a global ranking such that we obtain a low average
edge length.

e Back Edges: the back edge quality metric, QMpgck_edges(G), is directly affected by the
global ranking. In fact, from a global ranking follows, for each edge, whether it is a forward
or back edge.

e Flow Direction: the flow direction quality metric, QM 0., (G), is also slightly affected by
the global ranking. However, it is not completely clear to which extent. Intuitively, the
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global ranking affects the length of every edge and thereby the flow direction is also affected.

e Area: when there are more global ranks, in general, graph layouts will also be ‘taller’.
Therefore, the area quality metric QMg,..q(G) is also affected.

Obviously, computing a global ranking such that all above mentioned quality metrics are optim-
ized is not always possible because contradictions may occur. For example, if we limit the number
of ranks because we want to optimize the area, then it might not be possible to create forward
edges. Therefore, we want to prioritize the above-mentioned quality metrics. To this end, consider
the understandability of the graph layouts. In particular, the process semantics visual property,
as described in Section 3.3.1, is directly affected by the global ranking. Since this visual property
closely relates to the QMyqack_edges(G) quality metric, we deem this metric as the most import-
ant. The other quality metrics (QMavg iength(G), @M fiow(G), Q@Marea(G)) are considered less
important.

We aim to compute a global ranking that satisfies the above-mentioned quality criteria. To this
end, we present a novel algorithm that brings process mining and graph drawing together. By
using the variations, obtained from the event log, we compute a global ranking. The details of
this algorithm are explained in Section 4.1.1.

4.1.1 Variation Based Ranking

As stated in Section 4.1, we mainly want to optimize the QMpack_cdges(G) quality metric. More
specifically, we want to compute a global ranking such that we obtain (readable) graph layouts
that properly show the data semantics. Obviously, in order to show data semantics, we have to
consider the actual data, which is contained in the event log. Therefore, our goal is to translate
the event log into a global ranking. For this purpose, consider the previously mentioned statement
that, in a process, there is (often) some main structure or path which is relevant to understand
the whole process [RBRB06, AEHK10]. For example, in Figure 4.2, this main structure consists
of the paths highlighted in red and green. The main observation here is that the main structure of
a process (graph) can be seen as a set of paths, i.e., sequences of activities (cases). By using the
cases in the event log, we already obtain some semantic information. However, by just considering
the cases, we do not know yet which cases contribute to the main process structure. That is why
we consider the variations. Intuitively, the variation v € V of largest size contains all cases that
describe the most frequent process behaviour. Subsequent variations of smaller size describe less
frequent behavior. Therefore, our variation based ranking algorithm processes the variations V,
obtained from the event log, one by one from most important to least important. While doing this,
we incrementally build a hierarchical graph structure such that all global ranking requirements
remain satisfied. After processing all variations, we extract the global ranking from this graph
structure. The variation based ranking algorithm is shown in Algorithm 1.

Algorithm 1 Variation Based Ranking

1: procedure VARIATIONBASEDRANKING(V)
2 Sort (V)

3 for each v in V do

4 while s = NewSequence(v) do
5: ProcessSequence(s)
6 end while

7 end for

8 NormalizeRanks(V)

9: end procedure
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Figure 4.2: Hlustration of two layouts computed for the same invoices graph. The layout on the
left is computed by dot while the layout on the right is computed by our layout algorithm.

Before explaining algorithmic details, it is important to note that a variation can be translated into
a sequence of nodes and edges. For example, let v be a variation with #s.q(v) = (4, B, C). Then
we have nodes A, B, C and edges (4, B), (B, (). More specifically, a variation can be translated
into a sequence of interleaved nodes and edges as defined in Definition 4.1.2.

Definition 4.1.2 (Sequence) A sequence s is an ordered list of interleaved nodes and edges.
nodes(s) and edges(s) denote the ordered lists of nodes and edges in s respectively. The com-
plete sequence of nodes and edges in s, is denoted similarly as a sequence of activities for a
variation. For example, in the example above, the sequence for #gcq(v) is denoted as s =
(4, (A, B), B, (B,C), C).

In Algorithm 1, we start on line 2 by sorting the variations based on importance. There are
several ways in which we can define importance of a variation and it is not immediately clear which
definition provides the best results. The most naive definition simply considers the ‘frequency’ |v|
of a variation v, i.e., the number of cases in v. However, when two variations v have the same
frequency, their order of importance is undefined. Therefore, we also consider #geq(v). More
specifically, let s be the sequence based on #s.q(v). Then, we also consider the weight(e) of the
edges e € edges(s). We denote the multiset of edge weights for some sequence as W. For every
variation v, we compute an importance imp(v) value which is used during the variation sorting.
Table 4.1 lists the 12 sorting methods we consider.

As shown in Table 4.1, the first element on which sorting methods differ is a local versus global
approach. In a local approach, variations are first sorted on their frequency |v|. After that,
variations with the same frequency are locally sorted based on their imp(v) values. On the other
hand, the global approach simply sorts the variations on their imp(v) values. Computation of the
imp(v) values is done based on the edge weights W and (depending on the sorting method) the
variation frequency |v|. Column Complete in Table 4.1 lists how the imp(v) value of a variation
v is computed while the Shorthand column lists the notation we use to refer to the respective
sorting method. There are some noteworthy aspects:
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Global (G) | Z#e8™ + Ju| GW + |v]
Global (G) | Z+st -Ju| GV - |o|

Global (G) | (Zupew w? + )% | G(Xwe +vl?)?
Global (G) | (X ,ew w? - [v]2)?2 G w -[v]*)?
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Global (@) | /Syew va VIl | G/ VIl

Table 4.1: Every row represent a sorting method. The Type column lists whether sorting is
done locally or globally. The Shorthand column lists the shorthand notation we use to refer to
the respective sorting method. Finally, the Complete column lists how the imp(v) value for a
variation v is computed.

e The average of the edge weights is denoted by W.

e >y or W' also take the sum or average of edge weights, but only for a subset W’ C W. Note
that this is only used for the local sorting approaches. Basically, W’ contains the weights of
edges we have not encountered before. When we are locally sorting the variations, we keep
track of the edges we have already encountered. Then, for every group of variations that we
sort locally, when computing imp(v), we only consider the edges not encountered thus far.

At this point, we do not know which sorting method(s) perform(s) the best. In Section 5.2, we
provide an in-depth analysis of the different sorting methods.

After sorting, we process the variations in the for loop on line 3 from most important to least
important. Intuitively, this means that we discover the most important process behaviour first.
By doing this, we compute the global ranking such that the quality criteria, as discussed in
Section 4.1, can be (mostly) satisfied for the main structure of the process (graph).

Based on Definition 4.1.2, we distinguish six different types of sequences, which are illustrated in
Figure 4.3. As we can see, the sequences are distinguished based on whether the sequence starts
or ends with a node or edge.

When we process a variation, procedure NewSequence(v) on line 4 returns, starting from the
start of the variation, all sequences s that contain nodes and/or edges we have not seen be-
fore. For example, let v1, v, v3 be three variations such that #seq(v1) = (A4, B, C), #seq(v2) =
(A, D, C) and #seq(v3) = (E, B, F). Then, NewSequence(vy) returns type V sequence s =
(A, (A, B), B, (B,(), C) because all of these nodes and edges have not been seen before. After
that, NewSequence(ve) will return type VI sequence s = ((A, D), D, (D,C)) because nodes A
and C have already been seen. Finally, NewSequence(vs) will first return type III sequence
s =(FE, (F, B)) and then type IV sequence s = ((B, F), F') because node B has already been seen
before.

Graph layout stability in process mining 35



CHAPTER 4. APPROACH

)| Single Node A

II Single Edge —

III Node-Edge | A |~ . _,
IV Edge-Node —» .......... I A
V  Node-Node | A _> ,,,,,,,,,, B
VI Edge-Edge ——{ A | . _,

Figure 4.3: The different types of sequences we consider. Beige and black (non-dashed) elements
represent the nodes and edges respectively which must be present in the sequence type. For
example, sequence type VI must start and end with an edge, and therefore, must have at least one
node in between. The dashed nodes and edges indicate that there can potentially be an arbitrary
number of interleaved nodes and edges in between.

Procedure ProcessSequence(s) on line 5 updates the global ranking structure. How this is done,
depends on which sequence type is provided. In general, updates prevent horizontal edges and
we adhere to the quality criteria discussed in Section 4.1. The update procedure for every se-
quence type is explained below. It is important to note that nodes n € V are assigned rank(n)
values which can potentially become negative. Therefore, after processing all variations, proced-
ure NormalizeRanks(V) on line 8 normalizes all ranks such that the lowest rank has value 0.
Consequently, in the following, when we refer to the lowest rank, we refer to the lowest rank(n)
value encountered so far. Additionally, while processing sequences, we keep track of connected
components for the nodes/edges we have already seen. This information is (potentially) required
when updating the global ranking, given some sequence. The details of using these connected
components are given below for each sequence type separately (where required).

Type I: Single Node & Type V: Node-Node

When we have a sequence s that starts (and ends) with a node, we place the first node in s on
the lowest rank and all subsequent nodes on subsequent ranks. Also, note that the node(s) in s
form a new connected component.

Type II: Single Edge

When we have only a single edge (u,v), this implies that v and v have been seen before, and
therefore, are already assigned to a global rank. Consequently, given the current global ranking,
we can encounter three scenarios: forward edge, back edge, or horizontal edge.

When (u,v) is a forward edge, we are done because we want to create as many forward edges as
possible.

In the case that (u,v) is a back edge and v and v are part of the same component, we do nothing.
While in some cases, it would be possible to move nodes such that we transform (u,v) into a
forward edge, this is generally not beneficial because this will always make some other (more
important) edges longer. An example is shown in Figure 4.4. On the left, the back edge (u,v) is
highlighted in red. On the right, by moving node v down, we can transform (u,v) into a forward
edge. However, when doing this, edge (A, v) becomes significantly longer. Since (A, v) was already
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Figure 4.4: On the left, back edge (u,v) is highlighted in red. On the right, by moving node v
down, we transform (u,v) into a forward edge. However, when doing this, edge (4, v) becomes
significantly longer.

present, it is more important than edge (u,v). Therefore, we would rather have a back edge of
low importance than (multiple) longer forward edges of higher importance.

When (u,v) is a back edge that connects two connected components, it is possible to create a
forward edge by moving the component that v is part of. The details of this procedure are given
in Algorithm 2. Note that in this case, u, v, and 1 are provided as parameters to Algorithm 2.
dist is computed such that node v will be moved to offset ranks below rank(u). By moving all
nodes in the component of v over dist ranks, we obtain a forward edge of minimal length while
all other requirements remain satisfied.

Algorithm 2 Merge Components

1: procedure MERGECOMPONENTS(u, v, offset)
2 dist = rank(u) — rank(v) + offset

3 for each node w in comp(v) do

4: rank(w) = rank(w) + dist

5 end for

6: end procedure

In the case that (u,v) is a horizontal edge, we move v and all nodes reachable via a traversal, one
rank down to create a forward edge. The traversal ignores the direction of edges and is started
from v. Additionally, we only traverse edges of length 1 downward, i.e., when traversing an edge,
we always reach a higher rank. The details of this procedure are given in Algorithm 3. Note that
in this case, we run Algorithm 3 with parameters: wu, v, and 1 respectively. An illustration of
running Algorithm 3 with these parameters is shown in Figure 4.5. On the left and right, we have
the global ranking before and after running Algorithm 3 respectively. As we can see, the horizontal
edge is ‘fixed’ by moving v and all nodes reachable via a traversal down. Moreover, because we
move the nodes we encountered during the traversal, we cannot create horizontal edges.

In Algorithm 3, AddedN odes refers to the set of nodes we have already added to the global ranking
during the processing of the variations. wvisited(n) is a value that indicates whether or not node
n was visited during the graph traversal. Therefore, on line 2, we mark node u as visited to
make sure we do not traverse u. TRAVERSE refers to Algorithm 4, which recursively traverses
the graph. In Algorithm 4, OutEdges(node) and InEdges(node) refer to the out and in edges of
node respectively. Note that these are only the edges we have already seen while processing the
variations. The if statements on lines 5 and 12 check whether traversing the current edge leads
to a higher rank, i.e., if we move downwards. Additionally, we check if the length of the edge is
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Figure 4.5: An illustration of running Algorithm 3 with parameters: u, v, and 1. On the left and
right, the global ranking before and after running the algorithm respectively. The edge marked
in red is the horizontal edge we are ‘fixing’. Dashed edges indicate the edges that were traversed.
Note that node D is not moved down because edge (D, v) has length longer than 1.

Algorithm 3 Shift Nodes

1: procedure SHIFTNODES(u, v, numRanks)
2 visited(u) = true

3 TRAVERSE(v, numRanks)

4 for each node n in AddedNodes do

5: if visited(n) and n # u then

6 rank(n) = rank(n) + numRanks
7 end if

8 end for

9: end procedure

smaller than or equal to numRanks. When the length of the edge is larger than numRanks, we
do not have to move node v down (considering just this edge). For example, in Figure 4.5, node D
was not moved down because the length of edge (D, v) was 2, which is larger than numRanks = 1.

Type III: Node-Edge & Type IV: Edge-Node

Let (u, ) and (y, v) be the first and last edge in a Edge-Node and Node-Edge sequence respectively.
Then, in order to create forward edges, nodes in a Edge-Node sequence are placed below u and
nodes in a Node-Edge sequence are placed above v. This concept is illustrated in Figure 4.6.

Type VI: Edge-Edge

Let s be the provided Edge-Edge sequence and let (u,z) and (y,v) be the first and last edge in
edges(s) respectively. Hence, nodes u and v are already present in the global ranking. Also, note
that it is possible to have 2 = y when |nodes(s)| = 1. The details of how s is processed are given
in Algorithm 5. First(edges(s)) and Last(edges(s)) on lines 2 and 3, refer to the first and last
edge in edges(s) respectively. Essentially, there are three cases to consider.

The first, at line 4, is when u and v are part of different connected components. In this case, to
create forward edges, we place the sequence of nodes on the ranks below u. Then, at line 10, we
use Algorithm 2 to move v and the component v is part of. We move such that (y,v) becomes a
forward edge of length 1.

The second case, at line 11, considers the scenario where rank(v) is the same as or higher than
rank(u). When this happens, we place the sequence of nodes ‘in between’ u and v. Depending on
the number of nodes, and number of ranks between u and v, there are two scenarios. If freeRanks,
as shown on line 18, is large enough, we are done. However, if freeRanks is too small, we have
to make space. This is done by running Algorithm 3, as shown on line 19. An illustration of this
procedure is shown in Figure 4.7 on the left.
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Algorithm 4 Traverse

1: procedure TRAVERSE(node, numRanks)

2 visited(node) = true

3 for each (node,v) in OutEdges(node) do

4 if not visited(v) then

5: if rank(v) > rank(node) and rank(v) — rank(node) < numRanks then
6: TRAVERSE(v, numRanks)

7 end if

8 end if

9 end for
10: for each (v,node) in InEdges(node) do
11: if not visited(v) then
12: if rank(v) > rank(node) and rank(v) — rank(node) < numRanks then
13: TRAVERSE (v, numRanks)
14: end if
15: end if
16: end for

17: end procedure

Algorithm 5 Process Edge-Edge

1: procedure PROCESSEDGE-EDGE(s)
2 (u, ) = First(edges(s))

3 (y,v) = Last(edges(s))

4: if comp(u) # comp(v) then

5: rank = rank(u) + 1
6

7

8

9

for each node n in nodes(s) do
rank(n) = rank
rank = rank + 1

: end for
10: MERGECOMPONENTS (u, v, |nodes(s)|+ 1)
11: else if rank(u) < rank(v) then
12: rank = rank(u) + 1
13: for each node n in nodes(s) do
14: rank(n) = rank
15: rank = rank + 1
16: end for
17: freeRanks = rank(v) — rank(u) — 1
18: if |nodes(s)| > freeRanks then
19: SHIFTNODES(y, v, rank(y) — rank(v) + 1)
20: end if
21: else if rank(u) > rank(v) then
22: rank = rank(u) — 1
23: for each node n in nodes(s) do
24: rank(n) = rank
25: rank = rank — 1
26: end for
27: freeRanks = rank(u) — rank(v) — 1
28: if |nodes(s)| > freeRanks then
29: SHIFTNODES(v, y, rank(v) — rank(y) + 1)
30: end if
31: end if

32: end procedure
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Figure 4.6: Visual representation of how the Type III Node-Edge and Type IV Edge-Node sequence
types are processed. Nodes v and v in beige represent the nodes which were already inserted into
the global ranking. For the Node-Edge case (on the left), we simply add the chain of nodes to the
ranks above node v. For the Edge-Node case (on the right), we simply add the chain of nodes to
the ranks below node u. Consequently, we create forward edges.

Finally, at line 21, we consider the scenario where rank(v) is smaller than rank(u). This is an
interesting scenario, because there are quite some ways in which we can handle this. However,
considering that v is on a lower rank than u, it is very likely that v occurs before u in the process.
Hence, the sequence of nodes in s probably represents a sequence of activities that loop back to
an earlier activity in the process. Therefore, to show that we go back in the process, we place
nodes(s) such that we obtain a sequence of back edges. By doing this, we make a trade off between
flow consistency and data semantics. Again, similar to the previous case, we check on line 28 if
there are enough free ranks for nodes(s). If there are not enough ranks, we use Algorithm 3 on
line 29 to make space. An illustration of this procedure is shown in Figure 4.7 on the right.

4.1.2 Unforeseen Edges

As stated before, the global ranking essentially computes a ranking for G. Consequently, no edge
e € E is horizontal and thus, the global ranking can be used for any graph G C G. One issue,
however, occurs when a graph G contains edges which are not in E. This can happen when
activities are filtered out. For example, if we have a case ¢ with sequence #.4(c) = (4, B,C)
and activity B is filtered out. Then, in order to show that there is a path from A to C, an edge
(A,C) is added to G. When A and C happen to be on the same global rank, this results in a
horizontal edge. Note that, given the way our algorithms works and the fact that we have sequence
#seq(c) = (A, B, C), this is a very rare scenario. Nevertheless, we still want to be able to compute
a layout for such a graph.

The first solution we consider, is to first determine the set of edges E’ that can potentially be
created after filtering out activities. The global ranking is then computed using £ U E’. The
main disadvantage of this approach is that, for a single graph, only a subset of the edges in E’
can be present at the same time. Moreover, it is very unlikely that one of those edges is actually
horizontal. Additionally, the edges E’ can significantly affect the global ranking and thereby also
the quality of graph layouts. Hence, considering all possible edges E’ is excessive and therefore
we discard this solution.
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Figure 4.7: TIllustration of how sequence type VI Edge-Edge, when there are not enough free
ranks, is handled. Nodes u and v in beige represent the nodes already present in the global
ranking while the other nodes represent the nodes in the sequence. Additionally, we assume that
comp(u) = comp(v). On the left and right we have the cases where we create sequences of forward
and back edges respectively. We start with the setting under ‘Before’. By running Algorithm 3,
we obtain sequences of forward and back edges respectively. This is shown under ‘After’.

Because of the rare occurrence in practice, we simply ‘fix’ the horizontal edges similar to how we
fix horizontal edges for the type II Single Edge case in our variation based ranking algorithm. Let
G be a graph for which we have computed ranks based on the global ranking. Note that every
rank in G uniquely maps to a global rank v; in GR. Therefore, let ¥; be a rank in G that contains
one (or more) horizontal edge(s). We denote the set of horizontal edges on 1; as hor(1;). To make
sure that no node is moved to a different (global) rank (other than ranks that are created to ‘fix’
the horizontal edges), we run Algorithm 6 for every rank ¢; that contains (a) horizontal edge(s).

Algorithm 6 Fix Horizontal Edges

1: procedure FIXHORIZONTALS(G, hor(v;))
2 Sort(hor(1;))

3 for each e in hor(v;) do

4: ProcessSequence(e)

5 end for

6 InsertRanks(G)

7: end procedure

In Algorithm 6, since there can be multiple horizontal edges, we start by sorting the edges based on
weight (from large to small) on line 2. After that, every edge is processed as a Type IT Single Edge
sequence by ProcessSequence(e) on line 4. Finally, since horizontal edges cause extra ranks to be
created, InsertRanks(G) on line 6 updates the ranks of G. An illustration of using Algorithm 6
on a rank t; is shown in Figure 4.8. As we can see, an extra rank 1} is created. By doing this,
Algorithm 6 only affects v; while all other (global) ranks in G remain unaffected. Consequently,
we obtain a valid ranking after fixing all horizontal edges in G.
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Figure 4.8: Hlustration of how Algorithm 6 fixes a horizontal edge (highlighted in red) on a rank
1;. The adjacent ranks to 1; are represented by ;1 and ;1. Dashed nodes and edges represent
an arbitrary set of nodes and edges on the adjacent ranks. By moving node B down, we obtain a
forward edge. Additionally, an extra rank 1)} is created.

4.1.3 Complexity

In this section, we consider the worst case running time of the variation based ranking algorithm.
For readability purposes, Algorithm 7 is the same as Algorithm 1. Also, recall that V is the set of
variations and that V and E are the sets of nodes and edges in G, respectively.

For the sorting at Line 2, note that we do not know yet which sorting method performs the
best. Therefore, in general, the sorting runs in O(VlogV) [CLRS09]. For the combination of the
for loop at Line 3 and the while loop at Line 4, consider that every node and edge in V and
E, respectively, is handled exactly once. The worst case running times for each sequence type
are listed in Table 4.2. Based on these times, a theoretical upper bound is O(VE). In theory,
this happens when all edges are horizontal and in order to fix those edges, all nodes need to be
traversed. In practice, however, this is a very unlikely scenario (if not impossible). The rank
normalization at Line 8 runs in O(V).

Unfortunately, it is not clear which term, O(Vlog V) or O(VE), contributes more significantly to
the running time. This depends on the sizes of V, V, and E. In practice, however, the number
of variations is (usually) much larger than the number of nodes/edges. Hence, we expect that the
time required for sorting is the most significant. Nevertheless, we consider the worst case running

time as O(VlogV + VE).

Algorithm 7 Variation Based Ranking

1: procedure VARIATIONBASEDRANKING(V)
2 Sort (V)

3 for each v in V do

4 while s = NewSequence(v) do
5: ProcessSequence(s)
6 end while

7 end for

8 NormalizeRanks(V)

9: end procedure
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Type Complexity | Description
I Single Node O(1) We can always directly add this node
IT Single Edge o) In order to fix a horizontal edge, we traverse all nodes in V
IIT Node-Edge o) All nodes (except one) are in the given sequence
IV Edge-Node o) All nodes (except one) are in the given sequence
V Node-Node o) All nodes are in the given sequence
VI Edge-Edge o) We have to traverse all nodes in V

Table 4.2: The table contains, for every sequence type, the worst case time required to handle
such a sequence. The Description column describes the scenario in which this worst case time is
required.

4.1.4 Edge Based Ranking

As we have seen, the main structure of a process (graph) is closely related to the weight of edges.
Since the weight of an edge (u,v) represents how often u occurs before v, the main structure
of a process (graph) (often) contains the edges of highest weight. Based on this idea, our first
attempt at creating a global ranking that satisfies the quality criteria as specified in Section 4.1
directly considered the edges E. A similar approach as in Algorithm 6 was used. First, the edges
are sorted based on their weight. After that, the edges are processed one by one in a similar
way as in Algorithm 1. Observe that in this algorithm, the only sequence type which we can
not encounter is type VI Edge-Edge. All other sequence types (which all contain at most one
edge), can be encountered. While this resulted in a simpler algorithm, we also found it to be too
naive. The main problem lies in the fact that the edge weights are essentially an aggregation of
the information in the event log. Because of this, it is not always possible to properly show the
underlying process. Consider, for example, an event log with the following variations and their
frequencies:

H#Hseq(1) = (A, B, C, D), |vi| =97
#seq(v2) = < D), |va| = 50
#oeq(v3) = (A, D, C), lug| = 48
#seq(va) = (A, B, C), [va| =2
#seq(vs) = (4, B), lus| =1

Obviously, since v; occurs most frequently, we want activities A, B, C, D to be positioned in
sequence. Our variation based ranking algorithm handles this properly, which is illustrated in
Figure 4.9 on the left. The edge based ranking algorithm, however, fails to do this. Because of the
aggregation, edge (A4, D) has a higher weight than edge (C, D). Consequently, (A4, D) is handled
first, resulting in an undesirable global ranking (see Figure 4.9 on the right).

Another problem of the edge based ranking is that we do not obtain complete sequence inform-
ation, i.e., we only obtain sequences with at most one edge. On the other hand, the variation
based ranking does obtain this complete sequence information. As described in Section 4.2, this
(complete) sequence information is required in our global order computation.
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Figure 4.9: Illustration of global rankings computed, for the same event log, by the variation
based algorithm (on the left), and the edge based algorithm (on the right). Because the edge
based ranking algorithm only considers the (aggregated) edge weights, it fails to place node D
below node C.

4.2 Global Order

By using a global ranking, we already obtain some graph stability. However, the global ranking
only constrains the vertical movement of nodes. Horizontally, the nodes are unconstrained and
can therefore move arbitrarily. For example, in Figure 4.10, we have two graph layouts which have
been computed using the global ranking. Starting from the graph layout on the left, we obtain the
graph layout on the right after filtering out the edge highlighted in red. Note that no significant
layout change is required in order to handle the removal of this edge. Nevertheless, as we can see,
Checked and approved, Request data, and Check contract conditions have been moved horizontally,
while this was not necessary. Therefore, in order to obtain more graph stability, we also constrain
the horizontal movement of nodes. In terms of our mental map definition [MELS95], this relates
to all three mathematical models: restricted horizontal movement improves the preservation of
the relative direction between nodes, nodes that are close together are more likely to remain close
together, and graphical objects (nodes) in a region are more likely to stay in the same region.

In terms of the Sugiyama framework, horizontal positions are determined in a combination of
two steps. In the node ordering step, the order of real and virtual nodes is determined for every
rank. After that, in the node positioning step, the x-coordinate for every node is computed.
These x-coordinates are computed such that the node order within each rank, as computed in
the node ordering step, is adhered to. Therefore, since the node positioning should adhere to the
‘constraints’ (node order) of the node ordering step, we can not directly constrain node positions in
the node positioning step because this could contradict the computed node order. Consequently,
we constrain horizontal node movement in the node ordering step by first computing a global
order that defines order constraints on node pairs (that are on the same rank). Then, by using
a crossing minimization algorithm that adheres to the specified order constraints, we make sure
the order constraints are satisfied. Note that, similar to the global ranking, the global order is
global in the sense that it is computed based on G, which implies it is applicable to any graph
G C G. Consequently, by always using the same order constraints for any graph G, we obtain
graph stability.
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Figure 4.10: Illustrated are two graph layouts for the Invoices data set, computed by our layout
algorithm which used the global ranking. Starting from the graph layout on the left, we obtain
the graph layout on the right after filtering out the edge highlighted in red. Due to the removal,
three nodes move horizontally.

While restricting horizontal node movement ensures graph stability, we want to do this such that
we still obtain layouts of high quality, i.e, they should be readable and understandable. Therefore,
consider the following quality metrics that are affected when we restrict horizontal node movement:

e Crossings: the edge crossings metric, QMcrossings(G), is directly affected by the order
of nodes. Therefore, extra edge crossings may occur when we restrict the horizontal node
movement.

e Average Edge Length: the edge lengths cannot be optimized when movement is restricted.
Therefore, the average edge length quality metric, QMayg iengtn(G), is affected.

Since the number of edge crossings significantly affects graph readability [PCJ97, Pur00], we
consider the QMerossings(G) quality metric to be more important.

While the above-mentioned quality metrics mainly relate to the readability of a graph layout, we
also want understandable graph layouts. More specifically, we want to satisfy the centrality &
node alignment visual property (as described in Section 3.3.2). Therefore, we explicitly consider
this visual property in the design of our global order algorithm.

Constraining horizontal node movement is twofold, i.e., we have to compute node order constraints
(a global order) and require a crossing minimization algorithm that can handle these constraints.
Therefore, in Section 4.2.1, we describe the concept of a sequence based order. After that, in
Section 4.2.2, we list requirements for the global order. Then, in Section 4.2.3, we describe a
novel algorithm that computes a global order. Finally, in Section 4.2.4, we describe two crossing
minimization algorithms that are able to handle node order constraints.
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4.2.1 Sequence Based Order

For the global order, there are again two aspects to consider: layout quality and layout stability.
For the stability, we want to define node order constraints such that the layouts actually remain
stable. The main problem with node order constraints, however, is that real nodes on different
ranks have no direct order relationship, i.e., the node order on one rank is independent of the node
order on another rank (in terms of position). For example, in Figure 4.10, Check received invoice
has order 0 because it is the leftmost node on its rank and Request data has order 1. Nevertheless,
Request data is positioned left of Check received invoice. Therefore, in order to still be able to
constrain the positions of real nodes, we also take the order of virtual nodes (edges) into account.
In Figure 4.10, for example, Request data could be placed right of Check received invoice by adding
the constraint that Request data should be placed right of any virtual node part of the edge (Check
received invoice, Final check of invoice).

So, layout stability can be achieved by computing node order constraints for both real and virtual
nodes. However, we want to do this such that we obtain layouts of high quality. In Section 4.2 we
stated that this mainly implies that we want to reduce edge crossings (and possibly reduce edge
length) and that we want to satisfy the centrality & node alignment visual property. In order
to get an intuitive idea of how we should compute such node order constraints, consider again
that, in a process, there is (often) some main structure or path which is relevant to understand
the whole process [RBRB06, AEHK10]. More specifically, in Definition 4.2.1, we define this main
structure as the skeleton of a process (graph). Since the skeleton of the process (graph) is relevant
to understand the process, it is important to compute a graph layout such that the quality metrics
and visual property, as described in Section 4.2, are satisfied for this skeleton. Therefore, a global
order defines order constraints for the elements in the skeleton of the process (graph) such that
the layout quality is optimized (as much as possible). Moreover, note that edges that are not
part of the skeleton are unconstrained. By doing this, we lose some stability. On the other hand,
however, the edge crossings of these edges can be optimized because the crossing minimization
algorithm can freely position these edges, improving layout quality.

Definition 4.2.1 (Skeleton) The skeleton of a process (graph) contains all nodes V and a subset
of the edges E. More specifically, this subset is the set of sequence edges (see Definition 4.2.3).

In order to ‘discover’ the skeleton of a process (graph), consider that during the global ranking
computation, sequences are discovered from most important to least important. Additionally, the
skeleton contains all nodes V. Therefore, intuitively, the set of sequences that contain at least
one node, represents the skeleton of the process (graph). For example, Figure 4.11 illustrates the
invoices data set for which the graph layout was computed using the global ranking. Additionally,
the node sequences (see Definition 4.2.2), as discovered during the global ranking computation,
are outlined in red and the numbers indicate the order of discovery. As we can see, the sequence
of activities:

(Receive invoice, Check received invoice, Final check ofinvoice, Approve invoice, Payinvoice)

occurs the most. And indeed, the first node sequence discovered by the global ranking algorithm
contains this path. So, the node sequences provide us information about the process, and therefore,
we consider the set of node sequences to be the skeleton of the process (graph). Consequently, the
sequence edges (see Definition 4.2.3) are also part of the skeleton.

Definition 4.2.2 (Node sequence) A sequence according to Definition 4.1.2, which contains at
least one node.

Definition 4.2.3 (Sequence edge) An edge which is part of a node sequence.
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Creditor does not exist

Checked and approved Request data

Check contract conditions.

Final check of invoice

Repeat payment process

Clarify deviant invoice

Figure 4.11: Ilustration of the order in which the node sequences are discovered by the global
ranking algorithm. Sequences are outlined in red. The number next to a red outline indicates the
order of discovery.

The global order defines, for every global rank, the order in which the node sequences should be
placed. To this end, based on the global ranking and the skeleton of the process (graph), we
define the hierarchical undirected node sequence graph NSG = (Vj,s4, Ensg). The set of nodes
Visg contains a number of real sequence nodes, representing the nodes in the skeleton (all nodes
in V). The set of edges E,, consists of the sequence edges which are split up into sequences
of virtual nodes and (undirected) virtual edges. Therefore, Vs, also contains a set of wvirtual
sequence nodes, representing the sequence edges. Intuitively, since every rank in the NSG maps
to a global rank, the real and virtual sequence nodes represent the presence of a node sequence
on a certain global rank. Consequently, any order permutation of the sequence nodes results in a
global order. The node sequence graph for the invoices data set is shown in Figure 4.12, where
squares and circles represent real and virtual sequence nodes respectively. The number in each
node corresponds to the sequence numbering in Figure 4.11. Note that the order on the ranks is
the same as in Figure 4.11, and is therefore already the final global order. In Section 4.2.3, we
describe the algorithm used to compute this global order.

Given the node sequence graph, any order permutation of the sequence nodes on the ranks results
in a valid global order, i.e., for every real node, we can determine which sequences it should remain
left /right of. Obviously, we aim to find a global order that satisfies the aforementioned quality
criteria. To this end, we define some global order requirements in Section 4.2.2. After that, in
Section 4.2.3 we describe our approach towards computing such a global order.
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Figure 4.12: Visual representation of the node sequence graph of the invoices data set. We
have the same ranks 1; as in the global ranking. Squares and circles represent real and virtual
sequence nodes, respectively. Sequence nodes with a red border belong to the backbone (see
Definition 4.2.5).

4.2.2 Global Order Requirements

Any order permutation of the sequence nodes on the ranks of the node sequence graph results in a
valid global order. However, we want to compute a global order such that we obtain graphs of high
quality. More specifically, we want a global order such that we reduce edge crossings (and possibly
reduce edge length) and we want to satisfy the centrality & node alignment visual property. In
this section, we describe how these quality criteria relate to the node sequence graph.

Let S be the set of node sequences. A node sequence s € S, has a unique identifier id(s) which
corresponds to the order of discovery during the global ranking algorithm, e.g., for the first s; and
second sy sequence discovered, we have id(s1) = 0 and id(s2) = 1 respectively. Furthermore, we
define sequence connectedness of a pair of sequences as follows:

Definition 4.2.4 (Sequence connectedness) A wvalue indicating how connected two node se-
quences are. More specifically, two node sequences s1,s2 € S have a connectedness value
conn(S1,82) = 3 or(sy,s0) WEIGht(€) where (s1, 52) is the set of edges that start/end in nodes(s:)
and start/end in nodes(sz).
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As stated before, the skeleton of the process (graph) already helps the user to understand the
process. Next to some main structure, a process (often) contains a main path. Intuitively, this main
path can be thought of as the most frequently occurring behavior. For example, in Figure 4.11,
this main path is:

(Receive invoice, Check received invoice, Final check ofinvoice, Approveinvoice, Payinvoice)

Since the main path describes the most frequent behavior, we consider it to be the most important
in the process. Consequently, we want to center it in the graph layout(s), i.e., by doing this we
satisfy the centrality & node alignment visual property. We define this main path as the backbone
of the graph (see Definition 4.2.5). The idea is that the backbone forms the center of the graph
layout(s), and that all other nodes are positioned around this backbone. By taking, for each
rank, the real or virtual sequence node with lowest id, the backbone contains, for every rank,
the sequence which was discovered there first. Intuitively, this is the most important part of the
graph. For example, in Figure 4.12, the nodes with a red border belong to the backbone. Note
that a global rank always contains at least one node. Therefore, the backbone is defined for every
global rank.

Definition 4.2.5 (Backbone) A set of real or virtual sequence nodes, such that, for every rank
r in the node sequence graph, the sequence node with lowest id belongs to the backbone. We denote
this set of (virtual) sequence nodes as backbone(NSG).

Given the node sequence graph, we wish to compute, for every rank, a sequence node permutation
such that we obtain a ‘good’ global order. Therefore, we define the following three desirable
properties. The first two mainly relate to the readability of graph layouts. The third relates to
the understandability.

e Connectedness: node sequences that have a high connectedness value, should be placed
next/close to each other. This especially holds for node sequences which have a high connec-
tedness to the backbone. By doing this, edges between adjacent node sequences are shorter,
ie., QMavg iengtn(G) is improved. Moreover, shorter edges are also less likely to cross, and
therefore, this property also improves QMeyossings(G)-

e Crossing minimization: we do not want unnecessary sequence edge intersections. Since
these sequence edges are part of the skeleton, they are (generally) more important and help
the user to understand the process. Therefore, we deem it important to reduce the edge
crossings of these edges. By doing this, QM rossings(G) is improved. For example, the node
sequence graph as illustrated in Figure 4.12 satisfies this property.

e Balance: this property directly relates to the desirable visual property of centrality & node
alignment (as described in Section 3.3.2). Given the backbone, we wish to, for every rank,
balance the sequence nodes around the backbone. By doing this, the backbone ends up in
the center of the node sequence graph. Consequently, in general, the backbone is also in the
center of the graph layout(s) we compute.

In Section 4.2.3, we describe a novel algorithm, designed to compute a global order that satisfies
the three properties above.

4.2.3 Global Order Computation

Given the node sequence graph NSG = (Vjsq, Fpnsg), we want to compute, for every rank in
the NSG, an order permutation of the sequence nodes such that we satisfy the quality criteria
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specified in Section 4.2.2. To this end, observe that every (virtual) sequence node v € V,,54 belongs
to a node sequence s, which we denote as seq(v). Also, we denote the ranking of the NSG by
ranking(NSG). Note that a rank r € ranking(NSG) is essentially a subset of V,54. We define
the backbone connectedness of a node as follows:

Definition 4.2.6 (Backbone connectedness) A wvalue indicating how connected a node se-
quences is to the backbone. Let seq(backbone(NSG)) be the set of sequences belonging to the
backbone nodes, i.e, seq(backbone(NSG)) = {seq(v)lv € backbone(NSG)}. Then, a node se-
quence s has backbone connectedness value beconn(s) = 3_ o cqbackbone(NSG)) CONNUS, 8')

The global order algorithm is described in Algorithm 8.

Algorithm 8 Global Order

1: procedure GLOBALORDER(NSG Vs, Ensg))
2 for each rank r in ranking(NSG) do

3 ConnectednessSort(r)

4: end for

5 comp = FindComponents()

6 Balance(comp)

7: end procedure

The function ConnectednessSort(r) on Line 3 sorts the sequence nodes v on rank r based on
backbone connectedness beconn(seq(v)). Moreover, sorting is done such that the backbone node
on rank r always ends up at order 0 (leftmost position). By sorting like this, we satisfy the
connectedness property (as specified in Section 4.2.2). Figure 4.13 shows the NSG of the invoices
dataset after running ConnectednessSort(r). As we can see, on every rank, the backbone sequence
nodes are placed at the leftmost position, while all other sequence nodes are sorted based on their
backbone connectedness value.

As we can see in Figure 4.13, we still miss two of the desirable properties (see Section 4.2.2):
crossing minimization and balance. Crossing minimization could be done by running a crossing
minimization algorithm on the NSG. This could, however, break the backbone connectedness sort.
Therefore, in order to fix sequence edge crossings and to balance the NSG, we move sequence
nodes to the left of the backbone nodes (see Line 6). Obviously, we want to do this such that we do
not introduce extra sequence edge crossings. Therefore, we first find connected components (see
Line 5) that will be moved to the left of the backbone as a whole. FindComponents() essentially
considers the N SG without the backbone sequence nodes and then finds all connected components.
Once all connected components have been found, Balance(comp) considers the components from
large to small (where the size of a component is defined as the number of sequence nodes in the
component). For every component, Balance(comp) checks whether moving that component to
the left of the backbone improves the balance, i.e., if the ratio between the number of sequence
nodes left /right of the backbone improves. Additionally, when moving a component to the left of
the backbone, the connectedness sort order is preserved, i.e., sequence nodes that are closer to the
backbone than other sequence nodes (on the same rank) will always remain closer. Figure 4.12
illustrates the NSG after balancing the sequence nodes. As we can see, the NSG is crossing free
and balanced.

After running Algorithm 8, we can obtain the global order directly from the sequence node order
permutation in the NSG. More specifically, every real sequence node v € V,,5, maps directly to a
node w € V. Additionally, the virtual sequence nodes x € Visg belong to sequence edges, which
directly map to an edge e € E. So, the global is essentially defined on the (virtual) sequence nodes
Visg- Since these (virtual) sequence nodes map to V and E, we can use the global order during
the layout computation of a graph G C G.
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Figure 4.13: Visual representation of the node sequence graph after sorting each rank based on
backbone connectedness. Squares and circles represent real and virtual sequence nodes respect-
ively. Sequence nodes with a red border belong to the backbone.

4.2.3.1 Complexity

In this section, we consider the worst case running time of the global order algorithm. The
ConnectednessSort(r) at Line 3 in Algorithm 8 takes O(V,s4logV,,s4) since we are essentially
sorting all sequence nodes. Finding all components at Line 5 can be done by traversing the NSG,
which takes O(V,,55 + Ensg) time. Balancing at Line 6 takes O(V,,54) time since we have at most

|Visgl components. Therefore, the worst case running time of the global order computation is
O(Visglog Visg + Ensg)-

4.2.4 Crossing Minimization

Computing a global order is not enough, we also have to enforce this global order when computing
a layout for a graph G C G. More specifically, during the node ordering step, we are given a set of
ranks where every rank maps to exactly one global rank ¢; € GR. For every rank 1;, the global
order defines order constraints for the (both real and virtual) sequence nodes on ;. Ideally, we
want to compute an order permutation for every rank such that we both satisfy the order con-
straints and minimize the number of edge crossings. Unfortunately, edge crossing minimization is
NP-Complete [EMWS6], and therefore, minimizing the number of edge crossings within a reason-
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able (practical) running time is not always possible. Because of this, in practice, algorithms reduce
edge crossing minimization for a graph G to a sequence of one-sided two-level [For04] (where level
refers to a rank) crossing minimization problems. Given an order permutation for the first rank,
an order permutation for the second rank is computed such that the number of crossings between
the first two ranks is reduced. After that, the same is repeated for the second and third rank. This
is repeated for all ranks, alternating between a top down and bottom up rank traversal, until some
termination criterion is met. In this work, we present two crossing minimization algorithms based
on this concept. The only difference is that we have a sequence of constrained one-sided two-level
crossing reduction problems [For04]. We again have two levels (ranks) where the order permuta-
tion of the first rank is fixed. For the second rank, we want to compute an order permutation
while adhering to the global order.

Gansner et al. [GKNV93] introduce an edge crossing minimization algorithm, which is used by
dot. The two crossing minimization algorithms we present are based on the algorithm of Gansner
et al. [GKNV93], which is shown in Algorithm 9. The first algorithm is the same as used by dot to
handle order constraints. The second algorithm is a novel edge crossing minimization algorithm
that uses the information of the global order and the backbone. In Section 5.2, we provide an
in-depth analysis of both algorithms.

Algorithm 9 Crossing Minimization

1: procedure CROSSING MINIMIZATION(G)
2 order = InitOrder()

3 best = order

4 for ¢+ = 0 to MaxzIterations do

5: wMedian(order, 1)

6 Transpose(order)

7 if crossing(order) < crossing(best) then
8 best = order

9 end if

10: end for

11: return best

12: end procedure

Order constraints in dot

Dot implements functionality that can handle horizontal edges in a graph layout [GKN15]. Since
dot aims to draw those edges from left to right, they can essentially be used as order constraints.
For example, consider some rank with nodes u and v. If we want to enforce node u to be left of
node v, we add the edge (u,v). Foster et al. [For04] mention two crossing minimization approaches
(Sander et al. [San98] and Waddle et al. [Wad00]), which are similar to the approach of dot, that
can handle order constraints. While these approaches differ slightly, the general idea is the same:
given an order permutation that satisfies all order constraints, the wMedian(order, i) (on Line 5)
and Transpose(order) (on Line 6) functions are modified such that updates are only allowed when
they do not violate the order constraints.

In this work, we implement the same approach as dot in order to satisfy order constraints. wMe-
dian(order, i) and Transpose(order) are modified such that updates only happen when they do not
violate the global order. InitOrder() (on Line 2) is modified such that the initial order permuta-
tion satisfies the global order constraints. Basically, we first use the standard implementation of
InitOrder(). After that, positions of (constrained) sequence nodes are reordered such that order
constraints are satisfied. In the remainder of this work, we refer to this algorithm as MINCROSS.

Relative Order Computation
Observe that the global order only defines order constraints on the sequence nodes and sequence
edges (and consequently all virtual sequence nodes belonging to those edges), i.e., all nodes v €
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V and a subset of the edges E. Intuitively, because the global order is always the same, the
position/order of these elements relative to each other is always the same. For example, if a node
is left of the backbone in one graph, then it is always left of the backbone. Based on this idea, we
introduce a novel crossing minimization algorithm called RELMINCROSS that uses backbone and
global order information in order to minimize edge crossings.

The main algorithmic structure of RELMINCROSS is similar to Algorithm 9. The main differences
include: InitOrder() is modified, wMedian(order, i) is not included anymore, and Transpose(order)
is modified in the same way as in MINCROSS. The main idea of the algorithm is that (virtual)
sequence nodes have a fixed order on each rank (which is based on the global order). Using
this fixed order, we ‘approximate’ where a non-sequence edge should be placed in the overall
order. This order initialization is done in InitOrder(). After that, Transpose(order) is used to ‘fix’
remaining edge crossings.

The fixed order value fiz(v) of a (virtual) sequence node v is a value between -1 and 1. Negative
values represent nodes left of the backbone while positive values represent the inverse. Con-
sequently, backbone nodes have a fiz(v) value of 0. fiz(v) value computation is done for each
rank separately. First, the backbone node (which is the sequence node v with lowest id(seq(v))
value) on a rank is identified and assigned value 0. After that, based on the global order, the
(virtual) sequence nodes left and right of the backbone node are uniformly assigned fiz(v) values
in the ranges (—1,0) and (0, 1), respectively. In Figure 4.14, a graph layout which was computed
using RELMINCROSS is shown. The red squares represent the virtual sequence nodes present in
the graph layout and red numbers next to (virtual) sequence nodes indicate the fiz(v) values. As
we can see, all backbone nodes have value 0. Nodes further to the right and left have lower and
higher fix(v) values respectively.

After computing the fiz(v) values for the (virtual) sequence nodes, InitOrder() computes an
order(v) value for all non-sequence virtual nodes. This is done for every edge separately. Let
(z,y) be such a non-sequence edge. The order(v) values of the virtual nodes belonging to (z,y)
are then computed based on fiz(z) and fiz(y). More specifically, the sequence of virtual nodes is
assigned order(v) values that are uniformly distributed between fiz(z) and fiz(y). For example, in
Figure 4.14, the virtual nodes of the edge (Pay employee reimbursement, Pay invoice) are indic-
ated by green squares. The green numbers indicate the computed order(v) values for the virtual
nodes.

After computing all fiz(v) and order(v) values, InitOrder() ends by sorting every rank based on
the fiz(v) and order(v) values. Note that, on a single rank, we can never have two nodes with the
same fix(v) value. It can occur, however, that there are two non-sequence virtual nodes (on the
same rank) with the same order(v) value. When this happens, we apply a sorting heuristic. First,
we sort based on the length of the edges these non-sequence virtual nodes are part of, placing
the shortest edge closer to the backbone to avoid edge crossings. If the edge lengths are the
same, we sort on the weight of the edges, placing the heavier (more important) edge closer to the
backbone. Observe that by sorting, we essentially position every non-sequence edge ‘in between’
its endpoints.

Finally, after running InitOrder(), the remainder of the algorithm uses Transpose(order) to ‘fix’
remaining edge crossings. As stated before, wMedian(order, i) is not used anymore because we do
not compute any median values.

Complexity

In general, both MINCROSS and RELMINCROSS have a similar running time as Algorithm 9. It
is important to consider some differences, however. The first is that Gansner et al. [GKNV93]
run Algorithm 9 twice to obtain the best results. The difference between the two runs is how
the node order is initialized in InitOrder(). Since MINCROSS uses (the standard implementation
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Figure 4.14: A graph layout computed using RELMINCROSS. The red squares indicate all the
virtual sequence nodes while the red numbers indicate the computed fiz(v) value for every (virtual)
sequence node. The green squares indicate the virtual non-sequence nodes of the edge (Pay
employee reimbursement, Pay invoice). Green numbers indicate the computed order(v) value for
the related non-sequence virtual nodes.

of) InitOrder(), we also run MINCROSS twice in order to obtain the best results. On the other
hand, InitOrder() for RELMINCROSS always computes the same initial node order. Therefore,
RELMINCROSS only runs once.

Another difference is that RELMINCROSS does not use wMedian(order, i). Since wMedian(order,
i) sorts all the nodes, we drop quite a significant part of the total (practical) running time.

Considering the two above-mentioned differences, in terms of (practical) running time, RELMIN-
CROSS runs faster. In Section 5.2, we provide an in-depth analysis of the two algorithms.

Duplicate global ranks

The issue discussed in this section is an implementation issue. However, since it is a direct
consequence of the problem of unforeseen edges, as discussed in Section 4.1.2; we deem it important
to discuss it here. Recall that (unforeseen) horizontal edges are fixed by adding extra ranks. Since
we assume that every rank in a graph G uniquely maps to exactly one global rank, this causes
issues. Consider, for example, Figure 4.15. On the left, we have a rank that maps to global rank
1; and we have a horizontal edge highlighted in red. After fixing this horizontal edge, we obtain
an extra rank 1} that also maps to global rank ;. Consequently, the global order defines the same
order constraints for these ranks. In principle, this is not a problem, unless fixing the horizontal
edge causes a virtual sequence node to be created on ; or 1), when edges are split up in the node
ordering step. In Figure 4.15, for example, assume that edge (A4,C) is a sequence edge. After
fixing the horizontal edge, a virtual sequence node is created on rank ¢, when edges are split up in
the node ordering step. Since the global order does not define any order constraints for sequence
edge (A, C) on 1, this causes an issue in the crossing minimization algorithm. More specifically,
the crossing minimization algorithm ‘expects’ order constraints for every virtual sequence node
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Figure 4.15: Illustration of how fixing a horizontal edge (highlighted in red) on a (global) rank
1; can cause issues. The adjacent ranks to ¢; are represented by ;1 and v;41. Dashed nodes
and edges represent an arbitrary set of nodes and edges on the adjacent ranks. Circles represent
virtual (sequence) nodes.

(because these are part of the global order). In this case, however, there are no order constraints
for the virtual node belonging to edge (A, C') on ¢}. In order to solve this problem, we detect such
virtual sequence nodes that are created due to fixed horizontal edges and change them to virtual
nodes.

4.3 Approach Overview

In this section, we discuss how the global ranking and global order fit into the Sugiyama framework.
Table 4.3 contains an overview of how our approach fulfills each of the Sugiyama framework steps.
When we state “Same as dot”, we refer to the algorithmic approach used by dot (as described in
Section 2.3.1) for that specific step. As we can see, the “Cycle Removal” and “Rank Assignment”
step are not required anymore because we can directly obtain the ranking from the global ranking.
For “Node Ordering”, it is not clear yet which crossing minimization algorithm performs the best.
In Section 5.2, we provide an in-depth analysis of the two algorithms. “Node Positioning” is done
using the same approach as dot. Finally, “Spline Drawing” is done using the approach of Mennens
et al. [MSW17].

Sugiyama step | Our Approach

Cycle Removal

Follows from Global Ranking
Rank Assignment

Node Ordering MINCROSS or RELMINCROSS which both use the Global Order

Node Positioning | Same as dot

Spline Drawing Same as Mennens et al. [MSW17]

Table 4.3: Every row represent a step in the Sugiyama framework. The Our Approach column
lists how our approach fulfills each of the framework steps.
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Chapter 5

Test Framework

In Chapter 3, we introduced several quality and stability metrics. In order to use these metrics,
we implemented a test framework that automatically generates graphs and computes the quality
and stability metrics. In Section 5.1, we shortly describe how the framework is set up. After
that, we consider the different algorithmic configurations for our approach. More specifically,
in Section 4.1.1, we proposed 12 variation sorting methods and in Section 4.2.4, we introduced
two crossing minimization algorithms. For both the sorting methods and crossing minimization
algorithms, we do not know which perform(s) the best. Therefore, in Section 5.2, we provide an
in-depth analysis of the 24 (12 x 2) possible algorithmic configurations.

5.1 The Framework

The test framework allows us to automatically run several independent tests for multiple layout
algorithms. More specifically, every layout algorithm runs the same tests, allowing us to compare
the test results. A single test consists of a pair of randomly generated graphs G, G2 C G which
are obtained by randomly removing a subset of the edges E and then removing all nodes v € V
that become disconnected. Consequently, G; and G5 are essentially random sub-graphs of G.
Note that in practice, users do not have just a pair of graphs. Rather, they have a sequence of
graphs. Nevertheless, the tests are designed to be independent such that we can compare the
results using statistical methods.

Running a test essentially comes down to computing the layouts for G; and G5 with every layout
algorithm. Consequently, the results of a test consist of the quality metrics QM) (G1), QM (G2),
and the stability metrics SMy(G1,Gs), for every layout algorithm. By running the same test
with the different layout algorithms, we can statistically compare the test results in order to make
claims about how well a certain algorithm performs.

In the test framework, we always use the same set of datasets (event logs). These are listed in
Table 5.1. All of these datasets are obtained from a real process.
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Name

Nodes

Edges

Cases

Variations

Description

BPI2012

36

188

23967

4366

Dataset of the second interna-
tional business process intelligence
challenge [2]

BPI2013

13

81

30239

1838

Dataset of the third international
business process intelligence chal-
lenge [3]

BPI2014

39

772

88502

21000

Dataset of the fourth international
business process intelligence chal-
lenge [4]

BPI2017

48

257

73364

16263

Dataset of the seventh interna-
tional business process intelligence
challenge [5]

BPI2017RCA

26

167

42995

2836

A simplified
BPI2017 dataset

version of the

BPI2018

41

594

466141

26104

Dataset of the eighth international
business process intelligence chal-
lenge [6]

Electricity

22

300

144339

10874

Dataset containing process data of
an electricity company

Hospital

18

144

100000

780

Dataset containing process data of
a hospital

Insurance

13

87

99999

22149

Dataset containing process data of
an insurance company

Invoices

15

48

25743

101

Our running example

pP2p

50

615

80017

5807

Dataset containing process data of
a purchase to pay process

Road

11

70

150370

171

Dataset of an information system
managing road traffic fines

Sepsis

16

155

3383

806

Dataset containing process data
of how sepsis (a potentially life-
threatening complication of an in-
fection) is handled

Table 5.1: The datasets used to test the algorithms.
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5.2 Algorithm Configuration

In Section 4.1.1, we proposed 12 variation sorting methods and in Section 4.2.4, we introduced
two crossing minimization algorithms. Since we do not know which sorting method and which
crossing minimization algorithm works best, we use the test framework to run tests. In total, we
consider 24 (12 x 2) different algorithms, which are listed in Table 5.2. As we can see, we use the
same shorthand notation as introduced in Section 4.1.1 for the sorting methods. Additionally, M
and R refer to MINCROSS and RELMINCROSS, respectively.

We have generated 500 tests for every dataset listed in Table 5.1, and every algorithm computed
layouts for the graphs in each test. Consequently, due to test independence and a large sample
size, we can assume, according to the Central Limit Theorem, that our metric results are normally
distributed (per algorithm, per dataset). Given a normal distribution, we determine for every
metric (per dataset) which algorithm(s) perform(s) significantly better. This is done by first
running, for every metric, a one-way ANOVA test (significance level o = 0.05). If the null-
hypothesis of a one-way ANOVA test is rejected, this means there are at least two algorithms that
have significantly different results for that metric. We do not know yet, however, which algorithms
differ significantly. To determine this, we run a post-hoc Tukey Test (significance level o = 0.05).
Using the results of the Tukey Test, we can determine which algorithm(s) perform(s) significantly
better for a certain metric.

To determine which algorithm performs the best (on average), we combine the statistical test
results of all the datasets. An overview of these combined results is shown in Figure 5.1. All
columns, except the first four, represent a metric (we refer to these columns as ‘metric columns’),
while each of the rows represents one of the algorithms. A value in a cell in one of the metric
columns represents for how many of the datasets the related algorithm performs significantly
better. For example, algorithm M:L} ", has a significantly faster running time for two of the
datasets. Next to the metric columns, we have the ‘aggregation columns’. The Sum column
contains, for every algorithm, the sum of the values in the metric columns. ¢Sum and sSum also
contain the sum of the values, but only for the quality and stability metrics, respectively. The
gSum (no Time) column contains the sum of the quality metrics except for the time (see column
(QM) Time) quality metric. Also, note that the rows have been sorted based on the Sum column
values.

Considering Figure 5.1, we make the observation that G(> ;2 -|v|?)? is the best sorting method.
When only considering the algorithms that use RELMINCROSS, then in both the Sum and ¢Sum
column it has the highest value. For the sSum column, there are only two algorithms that have
one point higher. When only considering the algorithms that use MINCROSS, this sorting method
performs the best in all aggregation columns. Therefore, given that G(3 2 -|v|?)? is the sorting
method of our choice, we have to decide which crossing minimization algorithm to use. More
specifically, we have to choose between M:G(} . -[v[*)? and R:G(X_ 2 -[v|?)2.

At first sight, considering the Sum column, RELMINCROSS appears to perform the best. There are
some considerations, however. First, we deem the stability metric results as less relevant because
both algorithms can only freely position the non-sequence edges. More specifically, the global
ranking and global order constrain the nodes and sequence edges. Consequently, the difference in
stability is mainly caused by the movement of the non-sequence edges. Since these non-sequence
edges are generally of lower importance, we deem this difference in stability as less relevant.

Another consideration is the difference in quality between RELMINCROSS and MINCROSS. In
column ¢Sum, we observe that RELMINCROSS performs better with 43 points. Upon further
inspection, we observe that there are two quality metrics for which the two algorithms perform
significantly different (at least 3 points difference): Time and Flow. The flow quality metric
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Algorithm Configurations
M:LY R:LY
M:L) R:LY
M:LW R:LW
M:LW’ R:LW’
M:G) oy +v| R:GY oy +[vl
M:G) oy -[v] R:GY_yy [vl
M:GW + |v| R:GW + ||
M:GW - |v] R:GW - |v]
M:G(Ly +0[)? | RiG(Ey2 +v[?)?
MG(Sye 022 | RG(Syge of?)?
MG/ i v/l | RGy/S i /Tl
MG/ S VI | RGy/S Vo]

Table 5.2: The different algorithms we consider.

essentially expresses the general flow direction of the edges. So, basically, MINCROSS computes
layouts in which the edges are more vertical (and thereby more readable). For the time quality
metric (see column (QM) Time), RELMINCROSS performs significantly better than MINCROSS
(which we already suspected in Section 4.2.4). In practice, however, this difference is barely
noticeable, especially for small graphs. Therefore, we would rather have a slower (but still fast
enough) algorithm that computes layouts of high quality than a faster algorithm that computes
layouts of poor quality. Therefore, we exclude the time quality metric (see column ¢Sum (no
Time)). As we can see, M:G(>_y;2 -|v|?)? has the highest value in the ¢Sum (no Time) column.

All in all, M:G(}_ 2 -|v[?)? is slower and less stable but produces layouts of higher quality while
R:G(> 2 -[v]?)? is faster and more stable but produces layouts of lower quality. Given the
considerations mentioned above, M:G(>"y;2 -[v]?)? is the algorithmic configuration of our choice.

5.2.1 Variation Sorting

The main reason for testing this many different variation sorting methods, is that it is difficult to
intuitively grasp which method works best. We can only speculate about which sorting method
actually provides the best results. With the results in Figure 5.1, however, we can make some
general observations:

e The global sorting methods that multiply the variation frequency (|Jv|) generally perform
better than the global methods that add the variation frequency, indicating that variation
frequency is an important indicator for how ‘important’ a variation is.

e There appears to be no clear significant difference between global methods that multiply
the variation frequency (see the observation above) and local sorting methods. Recall that
local sorting methods first sort based on variation frequency and then locally sort groups
of variations with the same frequency. Therefore, similarly to global methods that multiply
the variation frequency, local sorting methods essentially regard variations with a higher
frequency as more important, again indicating that variation frequency is an important
indicator for how ‘important’ a variation is.
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Figure 5.1: The combined statistical test results.
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Chapter 6

Animation

One of the approaches towards mental map preservation, is animation [Bra0l] (sometimes also
called morphing). The idea is that by animating the transition from one graph layout to another,
the user can ‘see’ which changes occur. A lot of research [BB99, SIG07, SI08, ZKS11, BPF14, AP16]
finds that animation aids mental map preservation and therefore improves the performance of
users on (certain) tasks. There are some issues to consider, however. For example, a user can
only follow up to 5 moving elements at the same time [PS88]. In order to (partially) overcome
this problem, similar to other works [FE00, FHO1, FE02, FT08, LD08, RPD09, ZKS11, BPF14],
we use phased animation, which is described in Section 6.1. Additionally, we consider the issue of
change blindness [SLI7]. Also, our edges are drawn as splines and, to the best of our knowledge,
all other works that implement animation only consider straight-line edges. Therefore, we discuss
spline morphing in Section 6.2. Finally, videos of our animation can be found online'.

6.1 Phased animation

Animating in phases is done to reduce the cognitive effort of the user. More specifically, by splitting
the animation into different phases, the user only has to follow a ‘subset’ of the changes at the
same time. Our phased animation starts with fading out removed graph elements, then, graph
elements are moved to their new position while color/shape properties are updated, and finally,
new graph elements are faded in. A major drawback of phased animation is that it takes longer to
animate than an animation in which all elements are animated at once. Therefore, it is important
to determine an animation time that is neither too long nor too short. Research [BB99] suggests
animation times of about 500-1000 milliseconds. The animation times of each phase can be found
in Table 6.1, which we determined after exploring different animation times for each phase and
fine tuning them through pilot tests. The animation phases are described in more detail in the
sections below.

6.1.1 Fade Out

In the fade out phase, removed graph elements are faded out by decreasing the elements’ opacity.
An issue to consider, is change blindness [SLI7]. By only decreasing the opacity, users may not
notice all elements that fade out. Therefore, since research [APP10] has shown that using color

Thttps://robinmennens.github.io/StableGraphLayouts/
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Phase Time (milliseconds)
Fade Out | 750
Move 500
Fade In 750

Table 6.1: The duration of every animation phase.

to highlight changes between two graphs increases user performance, we highlight these elements
by temporarily changing their color to red. Additionally, since edges are not as salient as nodes,
we temporarily increase the width of edges that fade out.

6.1.2 Move

In the move phase, nodes are moved to their new position while color and shape properties are
updated. This is done in a slow-in/slow-out fashion. Additionally, edges are morphed to their
new ‘shape’ and position, which is described in Section 6.2. Note that the duration of this phase
is shorter than the other two. The main reason for this is that our stable layouts reduce node
movement. Therefore, animation time can be shorter.

6.1.3 Fade In

This phase is similar to the fade out phase, except now, new graph elements are faded in. Again,
in order to avert the effect of change blindness, we highlight elements that fade in by temporarily
changing their color to green. And, again, since edges are not as salient as nodes, we temporarily
increase the width of edges that fade in.

6.1.4 Considerations

As stated above, the animation duration is one of the drawbacks of phased animation. In order
to reduce the total animation time, we skip animation phases when nothing occurs in them. For
example, if no graph elements are removed, we start the animation with the move phase.

Another issue we consider is color blindness. As stated above, we use red and green for the fade
out and fade in phases, respectively. The problem with these colors is that people who suffer from
color blindness can not distinguish them [Wonl11]. Therefore, we could change red and green to
colors that are distinguishable by color blind people [Wonll]. However, observe that the color
itself is only one of the encodings we use to emphasize elements that fade in/out. The change in
color (and temporary edge width increase) also emphasize elements that fade in/out. Additionally,
since fade out and fade in happen in different phases, it is still clear whether elements fade in or
out. Therefore, we do not change the colors to color blind safe colors.

6.1.5 Viewport Animation

After animation, we obtain a new graph which may be of a different size than the original graph.
Consequently, the new graph may not fit on the screen. To solve this problem, we also animate
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the viewport of the user. More specifically, zooming and panning is done automatically such that,
at the end of the animation, the new graph is centered and fits on the screen. We consider several
options related to when we should animate the viewport. We could, for example, animate the
viewport before fade out or after fade in. This would, however, increase the total animation time
even more. Another option is to animate the viewport while all other phases are animating. We
found this to be unsatisfactory, however, because in some scenarios, the graph would temporar-
ily (partially) leave the viewport. Finally, after experimentation, we found that animating the
viewport during the move phase resulted in the best behavior: the total animation time is not
increased and the graph does not temporarily (partially) leave the viewport.

6.2 Spline Morphing

To the best of our knowledge, all existing work that implements graph animation considers straight
line edges (which are easy to animate). Since our edges are drawn as (bezier) splines, we have to
do some more work. Recall that an edge e € E consists of segments segments(e), and that every
segment s € segments(e) contains four points (two endpoints and two control points) that define
the position and shape of the spline segment. Consequently, the spline belonging to e is defined
by a sequence of points: spline(e).

Given some edge e, let spline(e) be the current spline and let spline’(e) be the spline to which
e has to be morphed. Then, there are two scenarios to consider. When spline(e) and spline’(e)
are of the same size, we can simply linearly interpolate every point between its old and new
position. When spline(e) and spline’(e) have a different size, we have to do some extra work.
More specifically, we add extra points (that do not affect the position or shape of the spline) to
spline(e) or spline’(e) (depending on which one is of smaller size) to make spline(e) and spline’(e)
equal size. We can then linearly interpolate the points from their old to their new positions.

Adding new points to spline(e) or spline’(e) should be done such that the position and shape of
the spline is not affected. A simple approach, is to duplicate segment endpoints (not their control
points) in the spline. A more complex approach, such as knot-insertion [RT92], could also be used.
We found, however, that our more simple approach already provides satisfying results: it is fast
and only in rare cases do artifacts occur.
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Evaluation

In order to evaluate our algorithm, we compare it against dot (which is the current industry
standard for visualizing processes). In Section 7.1, we describe a quantitative evaluation that was
done using our test framework (see Section 5.1). After that, in Section 7.2, we describe a user
study which was done with process mining experts. Finally, in Section 7.3, we shortly summarize
and discuss our evaluation results.

7.1 Quantitative Evaluation

By using our test framework, we are able to quantitatively compare our algorithm and dot. Similar
to the algorithm configuration test described in Section 5.2, we have generate 500 tests for the
same datasets (see Section 5.1). Both algorithms compute layouts for the graphs in every test.
Again, due to test independence and a large sample size, we can assume, according to the Central
Limit Theorem, that our metric results are normally distributed (per algorithm, per dataset).
Therefore, we determine, for every metric (per dataset), which algorithm performs significantly
better. This is done by using a one-way t-test (significance level & = 0.05). After running all
statistical tests, we combine the test results of the different datasets. These results are shown and

discussed in Section 7.1.1.

7.1.1 Results

The combined statistical test results are shown in Figure 7.1. All columns, except the first three,
represent a metric (we refer to these columns as ‘metric columns’) while the rows represent the
tested algorithms. A value in a cell in one of the metric columns represents for how many of
the datasets the related algorithm performs significantly better. For example, our algorithm is
significantly faster (see column (QM) Time) for all 13 datasets. Next to the metric columns, we
have the ‘aggregation columns’. The Sum column contains, for both algorithms, the sum of the
values in the metric columns. ¢Sum and sSum also contain the sum of the values, but only for
the quality and stability metrics, respectively.

As we can see, our algorithm outperforms dot significantly. In terms of stability, our algorithm
performs, for all 13 datasets, significantly better for every stability metric. This makes sense, be-
cause we specifically designed our algorithm to compute stable layouts. Considering this stability,
we would expect that our graph layouts have lower quality than those computed by dot. As we can
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Figure 7.2: The running time results for the BP12018 dataset.

see, however, our algorithm outperforms dot for most of the quality metrics. The only two metrics
where dot performs better (or equally good) are Average Edge Length and Area. This makes sense,
because dot is designed to keep edges short [GKNV93], and thereby compute compact layouts.
Another quality metric of interest, on which our algorithm performs better, is Edge Crossings.
Observe that, in general, our algorithm computes layouts with more edge crossings because it lim-
its node movement. Note, however, that the Fdge Crossings metric takes the weight of edges into
account. Therefore, while dot generally computes layouts with fewer edge crossings, those edge
crossings are between high weight (more salient and more important) edges. Our algorithm, on
the other hand, generally computes layouts with more edge crossings, but these edge crossings are
between low weight (less salient and less important) edges. Overall, we can state that, compared
to dot, our algorithm computes graph layouts of high quality and high stability.

The running time results for the BP12018 dataset are shown in Figure 7.2. As we can see, our
algorithm is significantly faster than dot, especially for graphs with a high number (more than 250)
of edges. Additionally, the increase in running time for dot is much more significant, suggesting
a difference in running time complexity. The running time results of the other 12 tested datasets
can be found in Appendix A.
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7.2 Qualitative Evaluation

The results of our quantitative analysis indicate that our algorithm performs significantly better
than dot. The quantitative analysis, however, was not done with users and is therefore a poor
indication of which algorithm is preferred by actual users. Therefore, in this section, we present a
user study in which 14 process mining experts participated.

The main idea of the user study is to let participants work with the process graph dashboard by
asking them process-related questions about two datasets. In total, we consider three algorithms
that visualize the processes in the process graph dashboard: our algorithm (named A), dot with
animation (named B), and dot without animation (named C). After answering the dataset ques-
tions three times (once per algorithm), we ask the participants evaluation questions about their
experience with the algorithms. The answers to these evaluation questions are then analyzed in
order to determine which algorithm is preferred. Note that we consider the animated version of
dot such that we can also test the effect of (only adding) animation.

7.2.1 Tasks

In order to define meaningful and useful dataset questions, to be answered by the participants,
we first investigated tasks that are (often) carried out using the process graph dashboard. After
interviewing three process mining experts, we constructed the following list of tasks:

e Filtering: filters are used to remove/add nodes/edges such that only data of interest is shown.
e Lookup: the user wants to find a node/edge.

e Revisitation: after a graph change, some node/edge needs to be found again.

e Path finding: a path from one node to another needs to be found.

e Relation seeking (similar to path finding): the user wants to discover a relation between two
nodes (activities). For example, the user wants to see if activity A occurs before activity B.

e Zooming: the user zooms to focus on (a) specific graph element(s).
e Panning: the user ‘moves’ the graph layout to focus on (a) specific graph elements(s).

e Hover: by hovering over a graph element, the user obtains more information about that
element.

In Section 7.2.3, we use this list of tasks to define the dataset questions.

7.2.2 Data Sets

In the user study, we used two datasets (which we already introduced in Chapter 5): Road and
Insurance (see Table 7.1). Both datasets have been obtained from a real-life process. Also, the
datasets are neither too small or too large, making them ideal for the user study.

7.2.3 Experiment Setup

In the user study, participants have to work with the process graph dashboard in order to answer
10 process-related questions about the two datasets. Participants have to answer these dataset
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Name Nodes | Edges | Cases | Variations | Description

Road 11 70 150370 171 Dataset of an information system
managing road traffic fines

Insurance 13 87 99999 22149 Dataset containing process data of
an insurance company

Table 7.1: The datasets used in the user study.

questions three times, each time using a different algorithm (A, B, or C). The order of the al-
gorithms is randomized among the participants. Note that, after answering the dataset questions
the first time, the participant already (thinks he/she) knows the answer to every question. Nev-
ertheless, we ask the participants to reperform the steps taken to answer the questions. The goal
is to let the participant work with every algorithm.

The dataset questions for the two datasets are listed below. All of these questions are designed
with the tasks, as listed in Section 7.2.1, in mind. Table 7.2 lists, for every question, which tasks
are required to answer the question. Note that zooming, panning, and hover are not included here
because we deem these as ‘general’ tasks. In the lists below, italic text is used to indicate filter
values while underlined text is used to indicate activity names.

Road:

e R1: which sequence of activities appears to be the most frequent/important?

e R2: are all of these most frequent/important activities executed for Jurisdiction related
activity types?

e R3: are all of these most frequent/important activities executed for Fine related activity
types?

e R4: for the years after 2005 (not including 2005). In which year is Payment directly followed
by Payment the most?

e R5: which activity is executed in 2007 but not in 20087
Insurance:

e I1: which sequence of activities appears to be the most frequent/important?
e I2: which activities occur in 2017 but not in 20187
e I3: for which age group is Re-assessment directly followed by Payment the most?

e I4: at which office is Correct payment directly followed by Correct payment the most?

e I5: at this office, for which age group is Correct payment directly followed by
Correct payment the most?

After answering all 10 dataset questions three times, the participants are asked to answer a number
of evaluation questions, which are listed in Table 7.3. The Answer column lists the answer options
provided to the participant. “Open” means that the participant can provide any answer. During
the experiment, the experiment description, dataset questions, and evaluation questions are given
to the participant on a form, which can be found in Appendix B.
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Question Task(s)

R1 Path finding/Relation seeking

R2 Filtering, Revisitation/Path finding
R3 Filtering, Revisitation/Path finding
R4 Lookup, Filtering, Revisitation

R5 Lookup, Filtering, Revisitation

I Path finding/Relation seeking

12 Lookup, Filtering, Revisitation

13 Relation seeking, Filtering, Revisitation
14 Lookup, Filtering, Revisitation

15 Lookup, Filtering, Revisitation

Table 7.2: For every user study question, we list the required tasks.

Question Answer

Q1 | In general, which algorithm do you prefer the most? | A /B / C / No preference
Q2 | Why? Open

Q3 | For which algorithm did you find the processes to be | A / B / C / No preference
the most readable/easiest to follow /understandable?
Q4 | Why? Open

Q5 | Your interaction with the process graph dashboard | A / B / C / No preference
changed the process being visualized. For which al-
gorithm was this change the easiest to follow?

Q6 | Why? Open

Q7 | Algorithms A and B use animation. Did the animation | Yes / No / No preference
help you answer the questions?

Q8 | If yes, for which algorithm did the animation help the | A / B / No preference
most?

Table 7.3: The user study evaluation questions. The Answer column lists, for every question, the
possible answers a participant can give.

7.2.4 Results

In total, 14 process mining experts (13 male and 1 female) participated in the user study. All
participants were already familiar with the process graph dashboard. Two of the participating
males suffer from some form of color blindness. However, as discussed in Section 6.1.4, we believe
color blindness does not strongly affect the understandability of our animation.

In our user test, the dataset questions are only used as a means to make the participants work
with the different algorithms. Also, not all dataset questions have a single correct answer (R1,
R2, and I1, for example). Therefore, we deem the (correctness of the) answers to these dataset
questions as less relevant. We are more interested in the answers to the evaluation questions.
Nevertheless, Appendix C contains an overview of the answers provided to the dataset questions.
In general, all participants performed well with all three algorithms and managed to answer most
dataset questions correctly.
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Figure 7.3: An overview of the answers given to the (non-open) user study evaluation questions.

An overview of the answers given to the evaluation questions, is provided in Figure 7.3. As we
can see, our algorithm (A) performs significantly better than dot (B and C). For Q1 and Q3, all
participants prefer our algorithm. To verify these results, we run a Chi-Squared test, which returns
a p-value of 0.0001828, indicating that with a significance value of o = 0.05, the null-hypothesis
can be rejected, i.e., there is significant evidence that these results are not obtained by chance.
For Q5, there is only one participant who prefers algorithm B. Again, we run a Chi-Squared test
and obtain a p-value of 0.0013406, which again results in the rejection of the null-hypothesis (with
a significance value of a = 0.05). After investigation, we find that this single participant prefers
algorithm B mainly due to question I12. For this question, the participants have to identify a set
of activities that is present in 2017, but not in 2018. It happened (by chance), that in the layout
computed by dot (algorithm B), this set of activities is nicely clustered together, and thereby easily
identifiable.

Related to animation, all participants prefer animation over no animation (Q7) (and thus the
Chi-Squared results for Q1 and Q3 also apply to Q7), which is in line with previous animation
research [BB99, SIG07, ZKS11, BPF14, AP16]. As a side note, however, a single participant
indicated that he/she only prefers animation for our algorithm (A). For dot (B), he/she found the
animation to be distracting because a lot of nodes/edges are modified, i.e., the lack of stability
results in distracting animations. Considering question QS8, we realized during the execution of
the experiment that this question is flawed. More specifically, participants never used our stable
algorithm without animation. Therefore, we do not consider the results of Q8 in more detail.

Questions Q2, Q4, and Q6 are more difficult to analyze because they are open questions. Nev-
ertheless, answers to these questions indicate that, in general, participants prefer our algorithm
because it computes graph layouts where the ‘main path’ is positioned in the center and because
edges are more straight and therefore easier to follow. Additionally, participants state that the
stability and animation combination makes it easy to follow changes. All in all, given these results,
we can conclude that users prefer our algorithm over dot.
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7.3 Conclusion & Discussion

In terms of layout quality, the evaluation results indicate that the graph layouts computed by our
algorithm are more readable and understandable than the graph layouts computed by dot. In the
quantitative evaluation, our algorithm performs better than dot for all quality metrics except for
the Area and Average Edge Length quality metrics. Hence, intuitively, dot computes layouts that
are more compact. This compactness, however, does not benefit the proper representation of the
underlying process. The qualitative evaluation results indicate the same: all participants indicate
that they find the layouts computed by our algorithm more readable/understandable.

Considering graph layout stability, which we use to improve mental map preservation, the evalu-
ation results indicate that the graph layouts computed by our algorithm ensure more graph layout
stability. In the quantitative evaluation, our algorithm performs better than dot for all stabil-
ity metrics. Similarly, in the qualitative evaluation, 13 out of the 14 participants indicate that
the changes between graph layouts are easier to follow when using our algorithm. Also related
to mental map preservation, we find that animation on its own already appears to aid mental
map preservation significantly. All participants in the user study indicate that they prefer using
animation over not using animation.

In terms of performance, our quantitative evaluation results indicate that our algorithm is signi-
ficantly faster than dot, especially for graphs with more than (about) 250 edges. Consequently,
our algorithm is more usable in the sense that it provides a more responsive interaction, i.e., a
user has to wait significantly shorter when he/she wants to visualize a graph with more than 250
edges.

All in all, both the quantitative and qualitative evaluation results show that, in terms of layout
quality, mental map preservation, and running time, our algorithm performs significantly better
than dot.

Graph layout stability in process mining 73






Chapter 8

Discussion

In this chapter, we discuss the pros and cons of our approach. In Section 8.1, we discuss our
approach related to layout quality. After that, in Section 8.2, we discuss our approach related to
preserving the mental map of the user, i.e., we discuss graph layout stability and animation.

8.1 Layout Quality

In terms of layout quality, we want graph layouts to be readable and understandable. In our
approach, we achieve this goal by computing a global ranking and global order based on the
process data. By using these in the graph layout computation, we make sure the computed graph
layouts better represent the actual process. In Figure 8.1, for example, we have two identical
graphs. The graph layout on the left is computed by dot and the graph layout on the right is
computed by our algorithm. In terms of readability, we deem our graph layout to be much more
readable: edges are more straight and there are fewer edge crossings. Also, we deem our graph
layout to be more understandable: the ‘main path’ (most frequent behaviour) is nicely centered
and aligned. Additionally, the taller layout makes sure there is (mostly) a (more understandable)
downward ‘flow’ of the edges/process. On the other hand, the layout computed by dot is much
wider and has a (less understandable) ‘flow’ that goes both up and down. The main reason for
this difference in layout is that one of the goals of dot is to compute layouts that are as compact
as possible. This compactness, however, often results in layouts that have poor readability and
understandability (with respect to the process). In Appendix D, more graph layout comparisons
can be found.

Using a global ranking and global order also has its downsides. Mainly because the global ranking
and global order are computed based on the complete process data, and not based on the filtered
data, some issues can occur. For example, the global ranking essentially enforces nodes to be on
a certain rank, which is not always optimal for every graph. Similarly, the global order enforces
the nodes (and some of the edges) to be in a specific order. Obviously, this order is not always
optimal for every graph layout. Consider, for example, the two graph layouts in Figure 8.2. We
have the same two graphs where the graph layout on the left is computed by dot and the graph
layout on the right is computed by our algorithm. As we can see, in our layout, node Post-process
inwoice is not placed optimally because we use the global ranking. More specifically, due to the
global ranking, Post-process invoice needs to be placed below the rank of Checked and approved
and Process employee reimbursement, and above the rank of Final check of invoice. Consequently,
an unnecessary extra rank is created. Additionally, the global order enforces Post-process invoice
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Check recehved invoce I Poy employee rembursement (]

Checked and approved Request data

Check contract condions.

Approve invoice

Request data

‘Check contract conditions

Pay invoice W

arfy deviant invoice

Figure 8.1: Illustrated are two identical graphs. The left graph layout is computed by dot while
the right graph layout is computed by our algorithm. We prefer the right layout, because it is

much more readable and understandable.

s

[> Post-process invoice

§ [> Post-process invoice
Check received invoice Pay employee reimbursement [ ]

v

Checked and approved Process employee reimbursement

Checked and approved Process employee reimbursement

v
Approve invoice

Clarify deviant invoice Final check of invoice

Approve invoice Repeat payment process
Repeat payment process

v

Pay invoice Wl

Clrify deviant invoice

Figure 8.2: Illustrated are two identical graphs. The left graph layout has been computed by dot
while the right graph layout has been computed by our algorithm. As we can see, the graph layout
computed by our algorithm is taller than strictly necessary. See text for the explanation.

to be right of the edge (Check received invoice, Final check of invoice). Placing it left of this edge,
would have resulted in a more balanced layout. Nevertheless, considering both graph layouts, we
still deem our layout to be better than the one computed by dot. Note that in this case, since the
graph is not too large, this problem is not disturbing. For larger graphs, however, this problem
can be quite significant. In future work, it would be interesting to investigate this problem.
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8.2 The Mental Map

One of the approaches we take towards preserving the mental map, is to ensure graph layout
stability. In this work, we aim to satisfy our mental map definition (see Chapter 3 and [MELS95]),
i.e., create graph layout stability, by using the global ranking and global order. The global ranking
constrains the vertical order of the nodes, and thereby reduces the possible change between two
layouts. Also, since the global ranking is computed based on the process data, it makes sure
computed graph layouts properly show the actual process. A disadvantage, which we already
discussed in Section 8.1, however, is that using the global ranking can result in unnecessary extra
ranks. The global order, on the other hand, constrains the horizontal movement of nodes, further
reducing possible layout change. An obvious disadvantage, is that the constraints can result in
extra edge crossings. We partially solve this problem by only constraining nodes and sequence
edges. Non-sequence edges can be positioned freely, allowing the graph layout algorithm to reduce
edge crossings. Another potential issue, relates to our assumption that a process always has a
single main/most frequent path, i.e., has only one backbone. In practice, this is often true, but it
may not hold for every process. In future work, it would be interesting to investigate whether or
not this is actually a problem.

The second approach we take towards preserving the mental map is to transition between two
consecutive graph layouts with animation. An obvious disadvantage of animation is that it takes
time. On the other hand, the animation helps the user follow the changes between two graph
layouts. In our user study, for example, all participants indicate that they prefer animation over
no animation. Since illustrating animation and graph layout stability by using images is not
practical, we provide videos, which can be found online'. In these videos, to illustrate the effect
of animation, we show dot both with and without animation.

Thttps://robinmennens.github.io/StableGraphLayouts/
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Chapter 9

Conclusions

With process mining [Aall6], organizations are moving towards a fact-based approach where they
can make data-driven decisions based on facts. Visualization of the process, which allows organ-
izations to gain insight in their internal/external process(es), plays an important role in process
mining. The current industry standard used for process visualization, is dot [GKN15], a Sug-
iyama [STT81] based hierarchical graph layout algorithm which is part of the open source, free
to use, Graphviz [1] software package. Dot, however, often fails to satisfy two important aspects
of process visualization. Firstly, graph layouts should be of high quality: the layouts should be
readable and understandable, and thereby properly show the underlying process. Secondly, the
mental map [MELS95, CP96] of the user should be preserved if the graph changes due to filtering.
In general, there are two approaches towards preserving the mental map of the user [BraOl]. The
first is to minimize layout change between two consecutive layouts, i.e., to ensure graph layout
stability [AP13]. The second is to transition between two consecutive graph layouts, which allows
the user to follow the layout changes.

In order to compute graph layouts that preserve the mental map and are of high quality, we bring
the areas of process mining and graph drawing together. More specifically, we provide three main
contributions. The first is a novel ranking algorithm that computes a global ranking based on the
process data. By using the global ranking during graph layout computation, we obtain layouts
that properly represent the actual process. Also, since the global ranking essentially constrains
the vertical order of nodes, we minimize the change between layouts. The second contribution
is a constraint computation algorithm that computes a global order based on the process data.
The global order constrains the horizontal movement of nodes and is used in every graph layout
computation by our third contribution: a crossing minimization algorithm that makes sure the
global order constraints are satisfied. Additionally, to make it easier for a user to follow the
changes between two graph layouts, we use a phased animation technique to transition from one
graph layout to another, further improving mental map preservation.

In this work, we evaluate our contributions using a quantitative and qualitative evaluation. The
quantitative evaluation shows that our approach, compared to dot, produces graph layouts of high
quality and high stability. Additionally, our algorithm is significantly faster than dot, especially
for graphs with a high number of edges. In the qualitative evaluation, a user study done with
14 process mining experts, we find similar results. All 14 participants indicate that they prefer
our approach over dot. Additionally, the participants indicate that they prefer animation over no
animation. Given these results, it can be concluded that our approach provides a fast, usable, and
effective method to visualize process data.
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9.1 Future work

In this section, we list possible directions for future work.

Constrained Crossing Minimization

In Chapter 4, we introduced two constrained crossing minimization techniques: an existing tech-
nique, to which we refer as MINCROSS, and a novel technique, called RELMINCROSS. Next to
these techniques, other techniques [Fin01, For04] exist as well. It would be interesting to see how
these perform. Additionally, in Chapter 5, we essentially concluded that MINCROSS generally pro-
duces layouts of high quality, but of lower stability. RELMINCROSS, on the other hand, generally
produces layouts of lower quality, but of high stability. It would be interesting to investigate a
combination of both algorithms. We could, for example, use the (more stable) order initialization
of RELMINCROSS and then use the median sorting and transpose techniques of MINCROSS to
improve layout quality.

Backbone

In this work, we essentially assume that there is only a single backbone, i.e., there is one main/most
frequent path. In practice, this is often true, but it does not hold for every process. Therefore,
it would be interesting to investigate the detection of multiple backbones, i.e., to detect other
frequent /important behaviour in a process. This information could then be used to further improve
the computed graph layouts.

Global Ranking Relaxation

Another issue, as discussed in Chapter 8, relates to unnecessary ranks being created because we
enforce the global ranking. It would be interesting to investigate a similar technique as used by
Gorg et al. [GBPDO04], in which node constraints (in our case the global ranking) are ‘relaxed’ in
some scenarios, i.e., we do not enforce all nodes to be on their global rank. By doing so, we could
prevent the creation of these unnecessary ranks, resulting in a layout quality improvement. On
the other hand, such a technique would reduce layout stability.

Dynamic Animation Times

Research [SIGO07] finds evidence for a correlation between preferred animation time and task
complexity. More specifically, when tasks are more complex, users prefer a longer animation time.
Given this research, it would be interesting to look into dynamic animation times. We could, for
example, try to determine task complexity (or the amount of change) and base the animation time
on this complexity.
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Appendix A

Running Time Results
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The running time results for the BP12012 dataset.
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Figure A.2: The running time results for the BP12013 dataset.
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Figure A.3: The running time results for the BP12014 dataset.
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Figure A.5: The running time results for the BPI2017TRCA dataset.
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Figure A.6: The running time results for the Electricity dataset.
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Figure A.7: The running time results for the Hospital dataset.
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Figure A.8: The running time results for the Insurance dataset.
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Figure A.9: The running time results for the Invoices dataset.
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Figure A.11: The running time results for the Road dataset.
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Figure A.12: The running time results for the Sepsis dataset.
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Qualitative Evaluation Documents

Hi there!

In this user study you will be working with the process graph dashboard in order to answer ques-
tions about two different datasets: a dataset (named ROAD) of an information system managing
road traffic fines and a dataset (named INSURANCE) containing process data of an insurance
company. In total, there are three different ‘algorithms’ (named A, B, and C) that ‘run’ the pro-
cess graph dashboard. In order to identify which algorithm you prefer the most, you will answer
the questions three times, each time using a different algorithm. Note that, after answering the
questions the first time, you already (think you) know the answer to every question. Nevertheless,
we want you to reperform the steps you took to answer the questions. The goal is to let you work
with every algorithm. After answering all the questions using each of the algorithms, there will
be some questions about your experience.

Note, you are only allowed to use the process graph dashboard. No other dashboards may be
used. Additionally, you may not add any extra filters. All required filters are already present.

The questions for the two datasets are listed below. Italic text is used to indicate filter values and
underlined text is used to indicate activity names.

ROAD:

e R1: which sequence of activities appears to be the most frequent /important?

e R2: are all of these most frequent/important activities executed for Jurisdiction related
activity types?

e R3: are all of these most frequent/important activities executed for Fine related activity
types?

e R4: for the years after 2005 (not including 2005). In which year is Payment directly followed
by Payment the most?

e R5: which activity is executed in 2007 but not in 20087
INSURANCE:

e I1: which sequence of activities appears to be the most frequent/important?
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e I2: which activities occur in 2017 but not in 20187
e I3: for which age group is Re-assessment directly followed by Payment the most?

e I4: at which office is Correct payment directly followed by Correct payment the most?

I5: at this office, for which age group is Correct payment directly followed by
Correct payment the most?

In the opened ProcessGold application, you should see the following favorites in arbitrary order:

e ROAD A
ROAD B

ROAD C

INSURANCE A

INSURANCE B
INSURANCE C

Each of these favorites links to a process graph dashboard that visualizes one of the datasets
(ROAD or INSURANCE) using one of the algorithms (A, B, or C). You should open the favorites
one by one from top to bottom. For every favorite that you open, you answer the questions for
the respective dataset. Answers to the questions should be written in the provided answer tables
(make sure you use the table that belongs to the algorithm you are using).

After answering the questions using all three algorithms, please answer the questions in the “User
study evaluation table”. After answering these questions, you are done with the experiment.

Thank you for your participation!
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Answers to questions for algorithm A

Question

Answer

R1

R2

R3

R4

R5

I1

12

I3

I4

Table B.1: User study questions for algorithm A. Fill in your answer.
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Answers to questions for algorithm B

Question Answer

R1

R2
R3
R4
R5

I1

12
I3
I4

Table B.2: User study questions for algorithm B. Fill in your answer.
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Answers to questions for algorithm C

Question

Answer

R1

R2

R3

R4

R5

I1

12

I3

I4

Table B.3: User study questions for algorithm C. Fill in your answer.
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User study evaluation table

Question

Answer

In general, which algorithm do you
prefer the most?

A / B/ C / No preference

Why?

For which algorithm did you find the
processes to be the most readable/easi-
est to follow/understandable?

A /B / C/ No preference

Why?

Your interaction with the process graph
dashboard changed the process being
visualized. For which algorithm was
this change the easiest to follow?

A /B / C / No preference

Why?

Algorithms A and B use animation.
Did the animation help you answer the
questions?

Yes / No / No preference

If yes, for which algorithm did the an-
imation help the most?

A / B / No preference

Table B.4: User study evaluation questions. Encircle/fill in your answer.
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Appendix C

Qualitative Evaluation Answers

Figure C.1 contains an overview of the answers given to the questions about the road dataset
(except R1). As we can see, most answers are correct. During the user test, we noticed that most
incorrect answers were given due to misunderstanding the question, or because the participant
simply wrote down something different than what he/she actually intended. For example, we
observed one participant who concluded that 2007 is the correct answer for R4. Nevertheless,
he/she wrote down 2008 instead.

R2 R3 R4 R5

40
35
30
25
20
15
10

5

0 — . —

No Yes Yes No

2007 2008 Send for credit collection
Answer Answer Answer Answer

Frequency

Figure C.1: An overview of the answers given to the questions about the road dataset (except for
R1, see Figure C.3). Green bars indicate correct answers while red bars indicate incorrect answers.

Figure C.2 contains an overview of the answers given to the questions about the insurance dataset
(except I1 and I2). As we can see, similar to the road questions, most answers are correct. Finally,
Figure C.3 contains the answers to R1, I1, and 12. For R1 and I1, the bars are colored blue
because R1 and I1 do not necessarily have a single correct answer. For R1, we can see that most
participants identified the same sequence of activities. For I1, on the other hand, there is a lot of
variation in which sequence is identified. This is mainly because in the insurance dataset, there is
no clear ‘main path’. Finally, all participants correctly answered question I12.

102 Graph layout stability in process mining



APPENDIX C. QUALITATIVE EVALUATION ANSWERS

Frequency

- I
26-35 36-45 Den Haag 36-45 46-55
Answer Answer Answer

Figure C.2: An overview of the answers given to the questions about the insurance dataset (except
for I1 and 12, see Figure C.3). Green bars indicate correct answers while red bars indicate incorrect
answers.

R1

Create fine, Send fine, Insert fine notification, Send for credit collection I

Create fine, Send fine, Add penalty, Send for credit collection I

Create fine, Send fine, Insert fine notification, Add penalty, Send for credit collection _

Payment, Income settlement, Correct payment, Planned reassessment, Reassessment ll
Payment |l
Insurance claim, Insurance decision, Mail acceptance RP/Mail acceptance RWA, Payment, Income settiement, Correct payment
Insurance claim, Insurance decision, Mail acceptance RP/Mail acceptance RWA, Payment, Change, Income settlement, Correct payment Il
Insurance claim, Insurance decision, Mail acceptance, Payment, Income settlement, Correct payment Il
Payment, Payment, Income settlement [l
Insurance claim, Insurance decision, Mail acceptance RP, Payment, Income settiement, Correct payment, Payment [l
Payment, Income Settlement [N
Insurance claim, Insurance decision, Follow-up call rejection, Mail rejection I
Insurance claim, Insurance decision, Payment [

Insurance claim, Insurance decision, Mail acceptance RP, Payment, Income settlement, Correct payment N

Insurance Claim, Insurance decision, Mail acceptance RWA, Mail acceptance RP, Follow-up call rejection, Mail rejection, Follow-up call rejection

0 10 20 30 40
Frequency

Figure C.3: An overview of the answers given to R1, I1, and 12. Green bars indicate correct
answers while red bars indicate incorrect answers. Blue bars are neutral in the sense that there is
no single correct answer for the respective question.
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Layout Examples

This appendix contains figures in which two graph layouts of the same graph are shown. The graph
layout on the left is always computed by dot while the graph layout on the right is computed by
our algorithm.

Figure D.1: Graph layouts for the complete Road dataset (which was used during the user study).
In our computed layout, the ‘main path’is in the center and aligned, making it easier to understand
the process. In the layout computed by dot, this is not the case. Also, in our layout, the edges
are more straight, making them easier to follow.
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» Create Fine

L]

» Create Fine

L]

Payment []
Insert Fine Notification
Insert Date Appeal to Prefecture ] Insert Fine Notification
Payment [ ]
Insert Date Appeal to Prefecture [

Add penalty [ ]

Send for Credit Collection [ ]
Add penalty []

Send for Credit Collection ]

Figure D.2: Graph layouts for a subset of the Road dataset (which was used during the user study).
In both layouts, the ‘main path’ is nicely aligned. In the layout computed by dot, however, the
(salient) edge (Create fine, Payment) crosses the main path, which is quite distracting.

Figure D.3: Graph layouts for the complete Insurance dataset (which was used during the user
study). Due to data privacy, node names have been blurred. In this dataset, there is no clear
‘main path’. Nevertheless, in our graph layout, the edges are more straight, making them easier
to follow. Also, the layout computed by dot is unnecessarily wide.
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D> e ]

D> e—

S— ] —

R — ]

Figure D.4: Graph layouts for a subset of the Insurance dataset (which was used during the user
study). Due to data privacy, node names have been blurred. Since this graph is not too large,

both layouts are (quite) readable and understandable.

—— 4101
a0 1 1

]
i

Figure D.5: Graph layouts for the complete BPI2017TRCA dataset. In our computed layout, the
‘main path’ is nicely in the center and aligned, making it easier to understand the process. In the
layout computed by dot, the beginning of the ‘main path’ is nicely aligned. After that, however,

it is difficult to follow the main path.
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» A_Create Application
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W_Handle leads
O_Create Offer
A_Concept
A_Accepted O_Created W
O_Create Offer
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O_Sent (mail and online) W A_Validating W_Conmplete application 1
<

|

W_Complete applicaton W W._Validate application |l
A_Complete
A_Conplete O_Cancelled []
W_Call after offers W A_Cancelled []

A_Cancelled []

<-I<-I<$I<-I<-E I I

<

O_Cancelled []

W_Call after offers W

A_Validating

W_Validate application 1l

Figure D.6: Graph layouts for a subset of the BPI2017RCA dataset. In our computed layout, the
‘main path’ is nicely in the center and aligned, making it easier to understand the process. In the
layout computed by dot, the beginning of the ‘main path’ is nicely aligned. After that, however,
it is difficult to follow the main path.
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Figure D.7: Graph layouts for the complete Hospital dataset. In our computed layout, the ‘main
path’ is nicely in the center and aligned, making it easier to understand the process. In the layout
computed by dot, the ‘main path’ is not centralized and aligned.
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CHANGEDIAGN []

> NEW m
CHANGEDIAGN []
DELETE []
FN m
RELEASE m
| CODENOK []

AN

REOPEN []
BLLED m

STORNO []

< ——

CODENOK []

REOPEN DJ CODEOK m

] DELETE |:||

STORNO []

BILLED m

Figure D.8: Graph layouts for a subset of the Hospital dataset. In our computed layout, the
‘main path’ is nicely in the center and aligned (which is not the case in the layout computed by
dot), making it easier to understand the process. The area of our layout, however, is quite large
compared to the layout of dot.
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