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Abstract

Numerical simulations were performed to study heating mechanisms in ultracold plas-
mas. Both disorder-induced heating and heating caused by three-body recombination
are looked at for a plasma with zero initial temperature. The disorder-induced heating
gives the expected result: rapid heating to a coupling of Γ ≈ 1. Also the conventional
theory for three-body recombination is tested. This model describes the simulation
results quite well, since it gives the same results within a factor 3.

Another set of simulations applies a weak oscillating electric field to a weakly coupled
plasma (Γ ≈ 0.1-0.2). In this situation, the conventional theory for collisional heating
is tested. It is found that this theory predicts the observed heating really well in this
situation.
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1 Introduction

Ultracold Plasmas (UCPs) have many interesting properties. As the name implies,
they have an extremely low temperature compared to traditional plasmas. This low
temperature is useful for creating cold ion or electron beams, which have the advantage
over ‘hot’ beams that they can be focused into smaller spots. Ultracold beams are
usually created by placing an acceleration structure around the UCP set-up. This will
extract the ions on one side and the electrons on the other, which can be accelerated to
create the beams.

Another idea to accelerate the plasma is using an electromagnetic wave. This wave
will cause the electrons inside the plasma to oscillate, whereas the ions will be approx-
imately stationary since their mass is much larger. If the wavelength is larger than the
size of the plasma, all electrons will oscillate coherently. These oscillating electrons
will emit dipole radiation, and because the radiated energy is extracted from the incom-
ing wave, the wave will lose momentum. Due to the law of conservation of momentum,
the electrons will have to gain momentum. The electrons will then ‘pull’ the ions with
them, which results in the acceleration of the complete plasma.

This acceleration approach requires to still have a cold beam. It is therefore important
to understand the heating processes in the plasma. For this purpose, several numerical
simulations were performed. The first goal was to understand the heating mechanisms
in an UCP when there is no external field. After that an oscillating electric field was
applied to investigate its influence on plasma heating.
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2 Theory

2.1 Ultracold plasmas

Ultracold Plasmas (or UCPs) differ in a lot of properties with conventional plasmas [1].
First of all their temperature is low: usually less than 100 Kelvin. This means that the
electrostatic energy between the particles is much more important than in hot plasmas,
since the thermal energy of the electrons is relatively much lower.

Secondly, because UCPs are created by photo-ionizing laser-cooled atom clouds, their
size and number of particles is limited. With current techniques, a particle density up
to 1017 m−3, and a maximal size of a few millimetres can be reached. With these sizes
and densities, boundary effects may be important and may even become dominant over
volume effects.

Due to these differences, standard plasma theory for heating may not be valid any more.
Except for the disorder-induced heating from section 2.3.2, all theory discussed here is
developed for conventional plasmas. Part of the research done was therefore to check
if this theory is also valid for an UCP.

2.2 Plasma parameters

2.2.1 Plasma frequency

If the electrons of a plasma are pulled out of their equilibrium position, they will start
to oscillate due to the restoring space charge force. For standard plasmas the eigenfre-
quency of the electrons is the electron plasma frequency, ωp, as derived in [2]:

ωp =

√
nee2

meε0
, (1)

where ne is the electron density, e the elementary charge, me the electron mass and ε0
the vacuum permittivity. However in a spherical plasma, which is considered here, the
eigenfrequency of the plasma is the Mie frequency (ωm), which differs from the plasma
frequency as follows:

ωm =
ωp
√

3
. (2)

2.2.2 Coupling parameter

The Coulomb coupling parameter Γ is the ratio between the typical Coulomb energy
and the thermal energy of electrons:

Γ =
UCoulomb

Uthermal
=

e2

4πε0a
/kBTe, (3)
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where kB is the Boltzmann constant and Te the electron temperature. The Wigner-Seitz
radius a is the typical inter-particle distance defined as

a =

(
3

4πn0

)1/3

, (4)

where n0 = ni + ne,0 is the initial density of the plasma. ni is the ion density, which
will be constant on the time scales that are looked at in this report. ne is the electron
density, which will not be constant because electrons escape from the plasma. ne,0 is
the initial electron density, which is chosen to be equal to ni in this report, so n0 = 2ni.

2.2.3 Collision frequency

In a plasma, a charged particle is at any instant undergoing Coulomb interactions with
many other charged particles. Because of these interactions the direction of the particle
will slowly change randomly, as if it had collided. The usual way to define the time
between two ‘collisions’ is the average time it takes to change a particle’s direction
with 90◦. The inverse of this time is νeff , the effective collision frequency. For weakly
coupled plasmas with singly-ionized ions, Spitzer has derived the following effective
electron collision frequency [3]:

νeff =
4
3

√
2π e4 ni

(4πε0)2 √me
(kBTe)−3/2 ln Λ. (5)

Here ni is the ion density and ln Λ = λ is the Coulomb logarithm. As summarized by
Gericke [4], there are multiple ways to define it. The most common definition is:

λ = ln
(

bmax

bmin

)
, (6)

where bmax is equal to the electron Debye length λD =
√
ε0kBTe/e2ne and bmin =√

o2 + ρ2
⊥ is an interpolation between the de Broglie wavelength o = ~/2mevthermal and

the classical parameter ρ⊥ = e2/(4πε0kBTe). Here ~ is the reduced Planck constant and
vthermal the thermal electron speed: 1

2 mev2
thermal = 3kBTe/2. This gives good results for

λ > 3, however for lower values of λ this approach is wrong – λ may even become
negative – and the following relation gives a much better result:

λ = 0.5 ln
1 +

b2
max

b2
min

 . (7)

In the simulations in this report where the collision frequency was used, the Coulomb
logarithm will be a bit larger than 3, so Eq. (6) is used.

Eq. (5) can also be written in terms of Γ. This yields the following result:

νeff =

√
2

3π
1
√

2
ωp,0Γ3/2 ln

(
Γ−3/2

√
n0

3ne

)
. (8)

As derived by Silin [5], the Spitzer collision frequency is valid in the weak field limit
(eE0)/(meωd) � vthermal, where E0 is the electric field amplitude and ωd the oscillation
frequency of the electric field.
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2.3 Plasma without an external oscillating field

2.3.1 Scaled equations of motion

For a particle i with mass mi, charge qi and position ~ri in a plasma, the equation of
motion is:

mi
d2~ri

dt2 =
∑
j,i

1
4πε0

qiq j(~ri − ~r j)
|~ri − ~r j|

3 . (9)

Here, the sum gives the Coulomb forces due to the other particles j , i. To investigate
how the behaviour of the plasma changes for varying parameters, length is scaled by
the initial Wigner-Seitz radius a0 and time is scaled by the initial plasma frequency
ωp,0. Then we get the dimensionless position ~x = ~r/a0 and time T = ωp,0t. In these
scaled units, the equation of motion becomes

mi

me

d2~xi

dT 2 =
1
6

∑
j,i

qiq j(~xi − ~x j)
e2|~xi − ~x j|

3 , (10)

where Eq. (1) and Eq. (4) have been used.

Besides the equations of motion, also the coupling parameter is independent of the
density. Using Eq. (3) and 3kBTe/2 = me〈v2〉/2, the coupling parameter can also be
written as

Γ−1 =
4πε0a

e2

1
3

me〈

(
d~r
dt

)2

〉

=
1
2
〈

(
d~x
dT

)2

〉. (11)

From this we can conclude that the physics of a plasma without an external field does
not depend on the density of the plasma. Since the scaled equations of motion are the
same for plasmas of different densities, the resulting behaviour will only differ in the
time and length scales.

2.3.2 Disorder induced heating

When charged particles are created at random positions inside a volume with no initial
speed (Ukin = 0), there will be an excess of potential energy (Upot) in the system.
Because of the random placement, there is no order in the system. Since the lowest
potential energy state is reached in an ordered system (with a crystalline structure) and
initially there is no kinetic energy, there is a surplus of potential energy. Because of
equipartition, Ukin will rise from zero to Ukin ≈ Upot. This effect is called disorder-
induced heating: the particles will heat due to the lack of order at the beginning.

This effect is also important in UCPs, as described by Killian [1]. In a time scale of
the inverse plasma frequency ω−1

p , the electron potential energy is transferred to kinetic
energy. From Eq. (3), this leads to a coupling factor of Γ ≈ 1, which has been observed
in numerical simulations by Kuzmin and O’Neil [6].
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2.3.3 Three-body recombination

Three-body recombination (TBR) is another heating process in plasmas. In this process
an electron and an ion recombine, while the excess potential energy is transferred to
another electron. Quantum mechanically, the recombined electron will be in a high-
Rydberg state. In a classical approximation however, the electron will orbit around the
ion.

In 1924, J.J. Thomson proposed a theory for the recombination rate, which is the num-
ber of recombinations per unit volume per unit time. The basic idea is as follows.
Consider an electron and an ion in a plasma. When the electron is far from the ion,
on the average it will have a kinetic energy of 3kBT/2. When the electron is attracted
to the ion, its kinetic energy will increase at the expense of its potential energy. If the
electron experiences a ‘thermalizing’ collision with another electron close to the ion,
its kinetic energy will on the average decrease back to 3kBT/2. If this collision occurs
within a distance r0 from the ion, the total relative energy of the electron and the ion
can become negative. The electron will then move in a bound trajectory about the ion
and recombination has occurred.

The radius r for which a recombination can occur satisfies the inequality [7]

r < r0 =
e2/4πε0

3kBT/2
. (12)

The recombination rate R is obtained by calculating the frequency of thermalizing col-
lisions between two electrons, within a distance r < r0 from an ion. The result of this
calculation is [7]

R = 2.13 × 10−20 nin2
e

T 9/2
e

ln Λ m−3s−1, (13)

where ni and ne are the ion and electron densities and ln Λ is the Coulomb logarithm,
see 2.2.3. All units are SI.

The result from this relatively simple model is in good agreement with the result ob-
tained with more rigorous arguments by Hinnov and Hirschberg [8]:

R = 1.09 × 10−20 nin2
e

T 9/2
e

m−3s−1. (14)

According to the Thomson model, an electron will have a kinetic energy of 3kBTe/2
before recombination, and approximately no relative potential energy. After the elec-
tron has recombined, its kinetic energy will again be 3kBTe/2 and its potential energy
will be less than −3KBTe/2. This means that the energy released to the second electron
will be at least 3kBTe/2. The rate of change of total kinetic energy in the plasma will
therefore be

dUkin,total

dt
= RV

3
2

kBTe, (15)

where V = Ni/ni is the volume of the plasma where ions are present. Using the rate
from Eq. (14), Eq. (15) becomes:

dUkin,total

dt
= C

nin2
e

(kBTe)9/2

Ni

ni

3
2

kBTe, (16)
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where C = k9/2
B ∗ 1.09 × 10−20 m6 s−1 J9/2. Using Ukin,total = Ne 〈Ukin〉, Ne = Ni and

scaling this relation in the same way as done in section 2.3.1, the following equation is
obtained:

dΓ−1

dT
= C

√
meε0

e2

(
4πε0

e2

)9/2 (
3

4π

)3/2 n2
e

23/2n2
i

Γ7/2. (17)

2.4 Plasma in an external oscillating field

2.4.1 Scaled equations of motion

Analogously to section 2.3.1, the equations of motion can also be scaled when there is
an external oscillating field ~Eext = ~E0 cos(ωdt). The equations of motion then become

mi
d2~ri

dt2 =
∑
j,i

1
4πε0

qiq j(~ri − ~r j)
|~ri − ~r j|

3 + qi ~E0 cos(ωdt). (18)

If ωd and ~E0 are substituted by respectively fdωp and e
4πε0a2

~CE and the same scaling as
in section 2.3.1 is applied, the scaled equation of motion becomes

mi

me

d2~xi

dT 2 =
1
6

∑
j,i

qiq j(~xi − ~x j)
e2|~xi − ~x j|

3 +
qi

e
~CE cos( fdT )

 . (19)

This means that also in a plasma with an external field, the scaled equations of motion
and hence the behaviour of the plasma does not depend on the density of the plasma.
Since the scaled equations of motion are the same for plasmas of different densities, the
resulting behaviour will only differ in the time and length scales for the same values of
fd and ~CE .

2.4.2 Single electron

For a single electron in an oscillating electric field ~E = E0 cos(ωdt)~ex, the solution of
the equation of motion is

~r(t) =
eE0

meω
2
d

cos(ωdt)~ex + ~v0t + ~r0. (20)

When the electron is initially at rest, the kinetic energy of the electron as a function of
the time is

Ukin =
1
2

me

∣∣∣∣∣∣d~rdt

∣∣∣∣∣∣2 = 2Up sin2(ωdt), (21)

where Up =
e2E2

0

4meω
2
d

is the ponderomotive energy.

2.4.3 Neutral plasma motion

A spherical neutral plasma in an oscillating field can be approximated by two spheres
of charge: a positively charged sphere of ions and a negatively charged sphere of elec-
trons. Let x be the separation of the centres of mass - and the centres of charge as well
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- in the horizontal direction. When a field ~E = E0 cos(ωdt)~ex drives this plasma and
under the assumption that the ions are stationary (ion mass � electron mass), x will
satisfy the following differential equation:

ẍ + ω2
mx = −

eE0
me

cos(ωdt)
x(0) = x0
ẋ(0) = v0

, (22)

where ωm is the Mie frequency (2).

When this differential equation is solved, the following solution for x is obtained:

x = x0 cos(ωmt) +
v0

ωm
sin(ωmt) +

eE0

meω
2
d

1
1 − ω2

m/ω
2
d

(
cos(ωdt) − cos(ωmt)

)
. (23)

With this solution, the average electron kinetic energy caused by the electric field can
be calculated as well:

Ukin= 1
2 me ẋ2

= 1
2 me

[
−x0ωm sin(ωmt) + v0 cos(ωmt)+

eE0

meω
2
d

1
1−ω2

m/ω
2
d

(
ωm sin(ωmt) − ωd sin(ωdt)

) ]2
(24)

2.4.4 Collisional heating

One of the most important heating mechanisms in plasmas in an external field is colli-
sional heating. As shown in the book of Mulser and Bauer [9], an electron gains energy
when colliding with an ion in an oscillating electric field ~E = E0 cos(ωdt)~ex. Under the
assumption that the thermal velocity is much larger than the quiver velocity caused by
the electric field, they show that the mean energy gain in one collision is 2Up, where
Up is the ponderomotive energy.

Combining the collision frequency and the energy gain per collision, the energy gain
per unit time per electron will be

dU
dt

= ν · 2Up = ν · 2
e2E2

0

4meω
2
d

. (25)

The total energy gain of the plasma per unit time will therefore be

dUtotal

dt
= 2νUpNe, (26)

where Ne is the number of electrons inside the plasma. Using for ν the Spitzer fre-
quency from Eq. (8) and writing the result in scaled units yields

dUtotal

dT
= 2

√
2

3π
ni

√
ne,0n0

Γ3/2 ln
(
Γ−3/2

√
n0

3ne

)
· UpNe. (27)
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3 Simulation

3.1 Simulation program

The General Particle Tracer[10], GPT, was used as the simulation program. GPT has
the capability to solve the equations of motion for N charged particles simultaneously
in the electric field caused by those particles. External electromagnetic fields can also
be taken into account, making the program suitable to use in our classical simulations.
Effectively GPT solves for particle i the following equation of motion:

d~pi

dt
= qi

∑
j,i

q j(~ri − ~r j)

4πε0
(
|~ri − ~r j|

2 + R2)3/2 + ~Eext

 , (28)

where R is a Coulomb round-off parameter. This parameter is used to avoid singulari-
ties in the electric field.

GPT solves these equations of motion using a fifth-order embedded Runge-Kutta method
with adaptive step-size. The accuracy of this method can be controlled by the user with
an accuracy parameter A. The algorithm assures that for every particle the estimated
error in γβ will be less than 10−A, where β = v/c with v the particle’s speed and c the
speed of light, γ is the Lorentz factor (1 − β2)−1/2.

GPT has multiple methods to calculate the electric force on a particle due to all other
particles. The two relevant methods are direct calculation and an improved Barnes-Hut
algorithm. In direct calculation, the electric field is simply calculated by evaluating the
sum of Eq. (28). This method is exact, but the computation time scales with N2, where
N is the number of particles. The Barnes-Hut algorithm [11] is more efficient. The
computation time scales with N log N, so it is more suited when having a large number
of particles.

The Barnes-Hut algorithm used in GPT calculates the force by grouping particles to-
gether. It calculates the electric monopole, dipole and quadrupole moments of all
groups and uses these moments to evaluate the electric field caused by the particles.
Particles are grouped together when they are sufficiently far away. This depends on
the ratio s/d, where s is the size and d the distance of the group. This ratio has to be
lower than a threshold value θ. A lower value of θ means that less particles are grouped
together and that the calculation is more exact, but it also means a longer computation
time.

3.2 Simulation set-up

In all simulations an equal number of ions and electrons are placed inside a sphere,
this is done using a uniform random number generator, so the electron distribution in
the sphere is approximately uniform. The plasma density is used as an input parameter
and this determines the radius of the plasma sphere, such that all electrons and ions
fit inside it. Initially all ions are at rest and the velocity components of the electrons
have a Gaussian distribution with variance kBT0/me, where T0 is the initial electron
temperature. The mass of the ions is taken to be the mass of a rubidium ion, since that
is an often used element to create UCPs.

8



3.3 Accuracy of the Runge-Kutta solver

When no external field is applied to the plasma, the total energy of the plasma

Utotal =
∑

i

1
2

miv2
i +

1
2

∑
i

∑
j,i

qiq j

4πε0|~ri − ~r j|
(29)

is conserved. Since the Runge-Kutta solver is not symplectic, i.e. the Hamiltonian is
not a priori conserved, the total energy in the simulation will not be conserved exactly.
A good measure for the accuracy of the simulation is therefore the maximum deviation
of the total energy during a simulation.

In Fig. 1, the results from several simulations are plotted. The exact simulation pa-
rameters used in these simulations can be found in Appendix A. In these simulations,
the Coulomb round-off R was extremely small and electron grouping with the Barnes-
Hut algorithm was not used, to avoid effects from both of these approximations. As
expected, the total energy is much better conserved when using a higher accuracy pa-
rameter.

We consider an energy conservation of 1 % to be good enough. Therefore an accuracy
parameter of 8.5 is used in further simulations.
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(a) 128 electrons
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(b) 192 electrons
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Figure 1: Maximum relative deviation of the total energy from the total energy at the
start (E0) as a function of the accuracy parameter, for several numbers of electrons. In
each graph, each line represents a different initial distribution, while all other param-
eters were kept the same.
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3.4 Approximate Coulomb potential

From Eq. (28) it is clear that the Coulomb round-off parameter R is not important at
large distances. It is included in the simulation to prevent singularities in the electric
field. The most physically accurate would be to let R→ 0.

A larger R will reduce computation time for close encounters. However, the lesser
accuracy only affects the simulation results if encounters closer than R occur frequently.
To prevent this, R is taken to be εa, with a the Wigner-Seitz radius (4) and ε � 1.

In the simulations done in the previous section, the minimum distance between two
particles was almost never less than a/100. To give physically correct simulations, ε
will be 10−3 in all simulations done hereafter.

3.5 Barnes-Hut approximation

From the large variation for different runs in Fig. 1, it was clear that small changes
in the initial conditions result in completely different microscopic behaviour, which is
a good example of chaos. The microscopic behaviour will probably also be different
when using the Barnes-Hut algorithm to calculate the electric fields. However, in this
report only the macroscopic behaviour is important. To test the accuracy of the Barnes-
Hut approximation, the resulting macroscopic behaviour must be the same. Because
the most interesting quantities in the simulation are the energies, the kinetic and total
energy must behave the same in a simulation with and without using the Barnes-Hut
algorithm.

As can be seen in Fig. 2, the average electron kinetic energy with and without using the
Barnes-Hut algorithm differs only less than a few percent. Even for a relatively large θ
of 1, the results are not much affected by the approximation. This is no different for the
total energy. In both simulations the total energy was conserved to within 1%. Because,
in addition, the computation time is considerably lower, the Barnes-Hut algorithm is
used with θ = 1 in all following simulations.
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Figure 2: Results from a simulation not using the Barnes-Hut algorithm (blue line) and
another simulation with the same parameters using θ = 1 (green line).
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4 Results and discussion

4.1 Plasma without an external field

Simulations were done to study the heating mechanisms in an UCP without an external
field. In these simulations the initial electron temperature was taken to be zero. Because
the heating of the plasma is studied, the scaled temperature is of interest here. In all
results in this section, the inverse coupling parameter is plotted versus the scaled time
in all results. As argued in section 2.3.1, the scaled equations of motion and thus
the scaled behaviour of the plasma should be the same. As we will see later, this
assumption is true for the performed simulations.

4.1.1 Independence of input parameters

In Fig. 3 the results from three simulations are plotted. A plasma of 500 electrons
and 500 ions was simulated with three different densities. The other initial conditions
were exactly the same. The positions of the particles were only scaled to give the
plasma another density, which is realised by choosing the same random seed for each
simulation run. The results are macroscopically the same, as was expected from section
2.3. Even microscopically the results are the same up to about 2ωpt. This is also what’s
expected from Eq. (10). After that point the results begin to differ in the microscopic
details, which is caused by rounding errors in the numerical simulation. This leads to
minimal differences at first, but because the plasma is chaotic, these small differences
cause a completely different microscopic behaviour.

The initial positions of the electrons and ions do matter for the microscopic behaviour,
as can be seen in Fig. 4. The three simulations performed here all had different initial
particle positions, but the other parameters were the same. Although there is micro-
scopically a dependence on the initial placement, the results are macroscopically the
same.

Also another number of particles does not make a difference in the development of the
plasma. In Fig. 5 the inverse coupling parameter is plotted for three different numbers
of particles. These results are just as much the same as the results plotted in Fig. 4.

4.1.2 Averaged result

Because the electron temperature is defined to be 3kBTe/2 = 〈Ukin〉, large peaks can
occur if one electron passes very close by an ion and will thus get a large kinetic energy
for a small period of time. To reduce this noise, the results of 100 simulation runs were
averaged. In Fig. 6, this average result is plotted. The simulations are similar to the
ones performed by Kuzmin and O’Neil [6], except that they use a finite simulation box
with reflective walls, while in our simulations there are no boundaries. Still the results
are very comparable as can be seen in Fig. 6.

11



0 2 4 6 8 10 12 14 16 18
0

0.5

1

1.5

2

2.5

ω t

n
e
=10   m14    -3

n
e
=10   m12    -3

n
e
=10   m16    -3

ω
p

t

Γ
e-1

Figure 3: Scaled temperature versus scaled time for three different densities. All other
parameters were kept the same for the three simulations.
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Figure 4: Scaled temperature versus scaled time for three different random seeds. Ev-
ery parameter is the same in these simulations, except for the initial positions of the
particles.
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Figure 6: Comparison of an average of 100 simulations with the result obtained by
Kuzmin and O’Neil [6]. Also a linear fit through the data for ωpt > 4 and the heating
predicted by Eq. (17) is plotted.

4.1.3 Disorder induced heating

As expected, an initial rapid heating is observed in all performed simulations. As
discussed in section 2.3.2 this is disorder-induced heating. In Fig. 6 it is clear that
the heating takes place before ωpt = 1, which is expected since that corresponds to t =

1/ωp. Also an overshoot in the electron kinetic energy is visible. This phenomenon has
also been observed in the disorder-induced heating of ions in experiments performed
by Cummings et al. [12], and was attributed to strong-coupling effects. However, in
Fig. 6 it is difficult to determine the precise length and amplitude of the overshoot. In
addition, other processes in the plasma will probably occur at the time scale ω−1

p as
well. It is therefore uncertain whether the observed overshoot is due to strong-coupling
effects.

4.1.4 Three-body recombination

After the disorder-induced heating phase, the electron temperature still rises in Figs.
3-6. This is expected to be caused by three-body recombination, see section 2.3.3.
In Fig. 6 a line is fitted through the data in the TBR phase. The slope of this line is
9.5 × 10−3. When evaluating the theoretically expected slope from Eq. (17), a numeri-
cal value of 3(1) × 10−2 is found. The line corresponding to this slope is also plotted in
Fig. 6. This result is remarkably good, since the predicted value – derived for conven-
tional plasmas with Γ < 10−3 −- differs only a factor 3 with the numerical result.

Also, according to Eq. (17), the amount of electrons that should have been recombined
with an ion at time ωpt = 17, was more than half of the total number of electrons.
Looking at the simulation data, it was clear that quite some electrons were orbiting
around ions, but not even close to what the theory predicted.

A possible explanations why the T−9/2 law of Eq. (14) starts to deviate for UCPs,
is that the Thomson radius (12) is larger than the typical inter-ion distance if Γ ≈ 1.
The assumption that a thermalizing collision inside the Thomson sphere can cause an
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electron to be recombined with that ion is not valid any more, because a large part of
the Thomson sphere is closer to other ions. This means that according to the derivation
a larger volume is assumed in which an electron can recombine with any ion, than the
total volume of the actual plasma. This will cause the TBR rate to be overestimated.

4.2 Plasma in an external field

In this section, the validity of Eq. (27) for collisional heating as described in section
2.4.4 is tested. This equation is derived for the weak field regime, i.e. the quiver veloc-
ity due to the electric field is much lower than the average thermal velocity. Therefore
the ponderomotive energy corresponding to the electric field is chosen to be about 1%
of kBT . Part of Eq. (27) is the Coulomb logarithm. To be sure that Eq. (6) for the
Coulomb logarithm is valid, a plasma in the weakly coupled regime is tested. The
electrons are given an initial temperature to get Γ ≈ 0.1-0.2. See appendix A for the
exact parameters used in the simulations.

Just as in the situation without an external field, the electrons are constantly exchang-
ing potential and kinetic energy. Because the most interesting property in collisional
heating is the energy gain, it is more informative to study the total energy of the plasma
than the kinetic energy of the electrons. This removes the violent fluctuations, such as
in Figs. 3-5, from the numerical results. In Fig. 7, the normalized energy, denoted with
tildes, is plotted against the normalized time ωpt. The normalized energy is defined
as the net mean energy gain per electron, normalized on the typical Coulomb energy
Unorm = e2/(4πε0a):

Ũ =
Utot − Utot,0

Ne

4πε0a
e2 , (30)

where a is the Wigner Seitz radius from equation (4) and Ne is the total number of
electrons.

The blue line in Fig. 7 is the result from the simulation and the green line is a plot of
Utheory/Unorm, with:

Utheory = Uheating + Uquiver

=

∫ ωpt

0

1
Ne

dUtotal

d(ωpt′)
d(ωpt′) + 2Up sin2(ωdt), (31)

where dUtotal
d(ωpt′) is taken from Eq. (27) and 2Up sin2(ωdt) is the expected quiver energy

from Eq. (21). The integral from this equation is evaluated numerically, using Γ and
the number of electrons Ne inside the plasma from the simulation data.

As can be seen, the theory and the simulation result match very well, both in the oscil-
lation amplitude and the slow increase. It can therefore be concluded that Eq. (27) is
valid for the parameter regime from this simulation.

The vacuum quiver energy is not always a good approximation, however. This can
clearly be seen in Fig. 8. The simulation parameters were the same as for the result in
Fig. 7, but the initial particle positions were different. These results can be explained
when eigen-oscillations of the electron sphere are taken into account. These oscilla-
tions are described in section 2.4.3. By replacing the quiver energy component from
Eq. (31) with Eq. (24), the green line from Fig. 8 is obtained. The two parameters x0
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and v0 were obtained from the simulation data. By calculating the average x and vx

from the ions and the electrons separately and subtracting these, x0 and v0 are calcu-
lated.

Using this approach also gives a good result for the data from Fig. 7. The vacuum
quiver energy was by accident valid as well, since x0 and v0 were such, that there was
hardly a contribution from the eigen-oscillation.
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Figure 7: Normalized total energy over the course of the simulation and the theoreti-
cally expected result.
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Figure 8: Results from a simulation with the same parameters as in Fig. 7, but with a
different particle placement. The effect of the eigen-oscillations is clearly visible.

4.2.1 Variation of simulation parameters

In this section, the simulation from Fig. 7 is used as a reference case. The plasma
parameters are varied one by one with respect to this case to study their influence on
collisional heating.

In Fig. 9, the results of two more simulations with a different external field strength,
and therefore a different ponderomotive energy are plotted. Plotted here is Ũ − Ũquiver

versus the scaled time. Because the main oscillations, as visible in Figs. 7 and 8,
have been subtracted out, this gives a better view of the collisional heating, but it also
emphasises the errors in the approximation for the expected quiver energy.
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In Fig. 9, the numerical results are compared again with the energy increase predicted
by Eq. (27). What can be seen in this figure is that the theory for collisional heating
also works for lower electric field strengths than that of Fig. 7. This was to be expected
since in this case the quiver velocity is even smaller than the thermal velocity, so the
assumption that vquiver � vthermal is even better.

Also for different starting temperatures than that of Fig. 7, Eq. (27) theory remains
valid as can be seen in Fig. 10. In all cases, the plasma remained weakly coupled and
vquiver � vthermal, so this is still the right parameter regime.
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Figure 9: For several values of the ponderomotive energy, the theoretically expected
collisional heating (straight lines) is plotted along with the heating obtained from the
simulations.
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Figure 10: For several values of the initial electron temperature, the theoretically ex-
pected collisional heating (straight lines) is plotted along with the heating obtained
from the simulations.

Lowering the density gives unexpected results however. As can be seen in Fig. 11, the
plasma heats less than expected from Eq. (27) when the density is reduced by a factor
4 compared to that of Fig. 7.

A possible explanation for this is that the theory assumes that electrons interact with
ions within a full Debye-sphere around them. By decreasing the density, the relative
size of the Debye length λD compared to the radius of the plasma sphere rb becomes
larger. This means that a larger fraction of the electrons does not have its Debye-sphere
filled with ions, which may cause the observed discrepancy. By taking two times as
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much particles as in Fig. 11, the ratio λD/rb becomes about as large as in Fig. 7 again.
The result from this simulation can be seen in Fig. 12. In this simulation Eq. (27) and
the simulation do agree.

In section 2.4.1 it was argued that the plasma parameters can be scaled to eliminate the
density dependency. In Fig. 13, the same scaled parameters are used as in the simu-
lation from Fig. 11, only for a density that is the same as in the reference simulation.
Because the parameters are scaled, the same scaled behaviour is expected in this situ-
ation. However, as can be seen in Fig. 13, the simulation agrees with the theory, but it
was expected that the behaviour of this scaled plasma is the same as the behaviour of
the plasma from the previous paragraph. It is therefore not really clear why the theory
does not give a good result for that simulation. Perhaps this simulation contained by
accident many pathological initial conditions, such as many electrons that were placed
very close to each other to create very high local densities. The theory might perform
well using another initial configuration in which these pathological conditions were
absent. More research is needed however before that can be concluded.

What can also be seen in Figs. 12 and 13 is that there is a clear beating at the Mie fre-
quency. The model from section 2.4.3 might therefore improved by including damping.
This will eliminate the beating that is still visible.
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Figure 11: Collisional heating for a simulation with a lower density (red line) than
the reference simulation (blue line). The two straight lines are the predictions of the
collisional heating from Eq. (27)
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Figure 12: Collisional heating for the reference simulation (blue line) and a simulation
with twice as much particles and a lower density (red line). The two straight lines are
the predictions of the collisional heating from Eq. (27)
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Figure 13: Collisional heating for the reference simulation (blue line) and a simulation
with the same scaled parameters as for Fig. 11 (red line). The two straight lines are
the predictions of the collisional heating from Eq. (27)
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5 Conclusion and outlook

In this thesis, numerical simulations of ultra-cold plasmas were performed. Two sit-
uations were studied: one in which the plasma was allowed to develop undisturbed
and one in which an external oscillating electric field was applied. For the case with-
out an external field, simulations were done with zero initial temperature. The results
are similar to the results found by Kuzmin and O’Neil [6], therefore these results can
be expected to be reliable. The results from the simulations were independent of the
density of the simulated plasma. In this report, it was shown that this is expected the-
oretically, because the equations of motion for the individual electrons can be written
independent of the plasma density. The simulations clearly showed two phases in the
development of the UCP. The first phase is disorder-induced heating. This heating gave
the expected results: a rapid heating to Γ ≈ 1. After the disorder-induced heating, an-
other heating process is visible. This is contributed to three-body recombination. The
three-body recombination theory from conventional plasmas gave quite good results.
The theory is within a factor 3 the same as obtained from the simulations. For the case
with an electric field, an UCP was simulated to test whether the conventional theory
for collisional heating is also valid for the extremely low temperature of UCPs. The
theory was tested in the regime that was expected to give the best results: this is for a
weak coupling and a relatively weak electric field in which the quiver velocity is much
less than the thermal velocity. For this regime, the results match extremely well with
the theory, although for one case – where the density is lower – the theory and the
simulation results do not match. It can therefore be concluded that this theory is valid
for most of the tested regime.

It would be interesting to also research other regimes for the case with an electric field.
If the plasma is strongly coupled or if a strong electric field is applied, the collisional
heating theory used in this report is not valid for these regimes and more advanced
theory is necessary. This theory also needs to be tested for UCPs. There are also
heating mechanisms which are not included in this thesis. For example, absorption due
to plasma resonance [13] or collisionless absorption due to the finite plasma size [14].
Also, stronger electric fields may influence three-body recombination [14].
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A Simulation parameters

In the table below, the simulation parameters for the simulations in this thesis are dis-
played. Except for the simulations in Fig. 1 and Fig. 2, in all simulations the accuracy
parameter acc is 8.5 and the Barnes-Hut parameter theta is 1. In Fig. 1 acc is on the
x-axis and the Barnes-Hut algorithm is not used. In Fig. 2 acc is 8.5 and the usage of
the Barnes-Hut algorithm is stated in the caption.

nps dens eps wd Up T
Figure Ni ni ε ωd Up T0

[-] [m3] [-] [rad s−1] [J] [K]

1, see caption for nps - 1014 10−6 0 0 0
2 1000 1014 10−3 0 0 0

6 500 1014 10−3 0 0 0
3, see legend for dens 500 - 10−3 0 0 0
4 1000 1014 10−3 0 0 0
5, see legend for nps - 1014 10−3 0 0 0

7, 8 4000 1016 10−3 1.41 × 1010 1.5 × 10−23 70
9, Up for reference run 4000 1016 10−3 1.41 × 1010 1.5 × 10−23 70
10, see legend for T 4000 1016 10−3 1.41 × 1010 1.5 × 10−23 -
11 4000 2.5 × 1015 10−3 1.41 × 1010 1.5 × 10−23 70
12 8000 2.5 × 1015 10−3 1.41 × 1010 1.5 × 10−23 70
13 4000 1016 10−3 2.82 × 1010 2.38 × 10−23 111
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B Simulation code

B.1 GPT input files

Listing 1: plasma.in
1 # −− Cr ea t e t h e p a r t i c l e s −−
2 s e t p a r t i c l e s ( ” e l e c t r o n s ” , nps , me , qe , nps ∗qe ) ;
3 s e t p a r t i c l e s ( ” i o n s ” , nps , 8 5 . 5∗mp , −qe , −nps ∗qe ) ;
4
5 # C a l c u l a t e t h e i n i t i a l bunch r a d i u s
6 rb = ( ( 3 ∗ nps ) / ( 4 ∗ p i ∗ dens ) ) ˆ ( 1 / 3 ) ;
7 # C a l c u l a t e t h e Wigner− S e i t z r a d i u s
8 a = ( 3 / ( 4 ∗ p i ∗2∗ dens ) ) ˆ ( 1 / 3 ) ;
9 # C a l c u l a t e t h e plasma f r e q u e n c y

10 wp = s q r t ( ( dens ∗qe ∗qe ) / ( me∗ eps0 ) ) ;
11 # C a l c u l a t e t h e Mie f r e q u e n c y
12 wm = wp / s q r t ( 3 ) ;
13
14 # s e t random seed
15 i f ( r s e e d ==−1) {
16 # use c u r r e n t t i m e t o s e t t h e random seed
17 randomize ( ) ;
18 } e l s e {

19 # s e t t h e random seed
20 randomize ( r s e e d ) ;
21 }
22
23 # P a r t i c l e p l a c e m e n t :
24 # ‘ s e t e l l i p s e ‘ p l a c e s t h e p a r t i c l e s w i t h a u n i f o r m
25 # random d i s t r i b u t i o n i n s i d e an e l l i p s o i d .
26 # In t h i s case t h e e l l i p s o i d i s a s p h e r e .
27 s e t e l l i p s e ( ” e l e c t r o n s ” , rb , rb , rb ) ;
28 s e t e l l i p s e ( ” i o n s ” , rb , rb , rb ) ;
29
30 # i n i t i a l t h e r m a l v e l o c i t i e s
31 kb = 1 . 3 8 e −23;
32 s e t G B x d i s t ( ” e l e c t r o n s ” , ”G” , 0 , s q r t ( kb∗T / me ) / c , 3 , 3 ) ;
33 s e t G B y d i s t ( ” e l e c t r o n s ” , ”G” , 0 , s q r t ( kb∗T / me ) / c , 3 , 3 ) ;
34 s e t G B z d i s t ( ” e l e c t r o n s ” , ”G” , 0 , s q r t ( kb∗T / me ) / c , 3 , 3 ) ;
35
36 # s e t t h e Coulomb round− o f f parame te r R
37 R = eps ∗ a ;
38 s e t r m a c r o d i s t ( ” e l e c t r o n s ” , ” u ” ,R , 0 ) ;
39 s e t r m a c r o d i s t ( ” i o n s ” , ” u ” ,R , 0 ) ;
40
41 # −− E x t e r n a l f i e l d s −−
42 # C a l c u l a t e t h e a m p l i t u d e o f t h e f i e l d from t h e
43 # g i v e n p o n d e r o m o t i v e en er g y :
44 E0 = s q r t (4∗me∗wdˆ2∗Up / qe ˆ 2 ) ;
45 # t e l l s GPT t o i n c l u d e t h e o s c i l l a t i n g f i e l d
46 E o s c i l l a t i n g ( ” wcs ” , ” I ” , E0 , wd , 0 ) ;
47
48 # save v a l u e s i n t h e g d f o u t p u t f i l e
49 o u t p u t v a l u e ( ”wd” , wd ) ;
50 o u t p u t v a l u e ( ”E0” , E0 ) ;
51 o u t p u t v a l u e ( ”R” , R ) ;
52
53 # Use t h e Barnes−Hut a p p r o x i m a t i o n t o c a l c u l a t e
54 # t h e e l e c t r o s t a t i c p a r t i c l e − p a r t i c l e i n t e r a c t i o n s
55 s p a c e c h a r g e 3 D t r e e ( t h e t a ) ;
56
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57 # S e t t h e a c c u r a c y f o r t h e Runge−K u t t a s o l v e r
58 a c c u r a c y ( acc ) ;
59
60 i f ( v e r b o s e ) {
61 # p r i n t some v a l u e s t o t h e t e r m i n a l
62 pp ( ” rb=” , rb ) ;
63 pp ( ” nps=” , nps ) ;
64 pp ( ” a=” , a ) ;
65 pp ( ” r m a c r o d i s t : ” , R ) ;
66 pp ( ”wp=” , wp ) ;
67 pp ( ”wd=” , wd ) ;
68 pp ( ”E0=” , E0 ) ;
69 pp ( ”Up=” , Up ) ;
70 }
71
72 # S i m u l a t e up t o t =10 /wm and save p o s i t i o n s / v e l o c i t i e s / e t c .
73 # e v e r y 0 . 0 1 /wm
74 s n a p s h o t ( 0 , 1 0 /wm, 0 . 0 1 /wm) ;

Listing 2: scan.mr
1 # s e t t h e number o f e l e c t r o n s and i o n s
2 # t h e t o t a l number o f p a r t i c l e s i s 2∗ nps
3 nps 4000
4
5 # s e t t h e e l e c t r o n d e n s i t y i n [mˆ−3]
6 dens 1 e16
7
8 # s e t random seed
9 # d i f f e r e n t random s e e d s cause d i f f e r e n t i n i t i a l p o s i t i o n s / speeds ,

10 # s e t t i n g r s e e d =−1 w i l l cause t h e random seed t o be t h e c u r r e n t t i m e
11 r s e e d 1234
12
13 # Coulomb p o t e n t i a l round− o f f parame te r
14 eps 1e−3
15
16 # S e t t h e a n g u l a r f r e q u e n c y o f t h e e x t e r n a l e l e c t r i c f i e l d
17 wd 1 . 4 e10
18 # S e t t h e p o n d e r o m o t i v e en er g y b e l o n g i n g t o t h e e x t e r n a l f i e l d
19 Up 1 . 5 e−23
20 # S e t t h e i n i t i a l e l e c t r o n t e m p e r a t u r e
21 T 70
22
23 # S e t t h e a c c u r a c y parame te r f o r t h e Runge−K u t t a s o l v e r
24 acc 8 . 5
25
26 # S e t t h e a c c u r a c y parame te r f o r t h e Barnes−Hut a l g o r i t h m
27 t h e t a 1
28
29 # show some debug o u t p u t
30 v e r b o s e 1

Listing 3: plasma.bat
1 mr − j 1 −v −o plasma . gdf scan . mr ” t ime g p t ” plasma . i n
2 gd fa −o a n a l y s e d . gdf plasma . gdf t ime K i n s i d e invG t o t a l E n e r g y i n s i d e R b x v
3 gdf2a −w 16 −o a n a l y s e d . t x t a n a l y s e d . gdf
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B.2 GPT custom elements

Listing 4: setellipse.c
1 / ∗ s e t e l l i p s e . c − S e t homogeneous e l l i p s e ∗ /

2
3 # i n c l u d e < s t d i o . h>
4 # i n c l u d e <math . h>
5 # i n c l u d e <c t y p e . h>
6 # i n c l u d e ” elem . h ”
7
8 e x t er n double d b l p u l s a r r a n d ( void ) ;
9

10 void s e t e l l i p s e i n i t ( g p t i n i t ∗ i n i t )
11 {
12 double a , b , c ;
13 double x , y , z ;
14 g p t p a r s e t ∗ s e t ;
15 g p t i n i t p a r ∗ p a r ;
16 char ∗name ;
17 i n t i , l e n ;
18
19 i f ( g p t g e t a r g n u m ( i n i t ) !=4 )
20 g p t e r r o r ( ” Syn tax : %s ( s e t , a , b , c ) \ n ” , gp tge tname ( i n i t ) ) ;
21
22 name = g p t g e t a r g s t r i n g ( i n i t , 1 ) ;
23 a = g p t g e t a r g d o u b l e ( i n i t , 2 ) ;
24 b = g p t g e t a r g d o u b l e ( i n i t , 3 ) ;
25 c = g p t g e t a r g d o u b l e ( i n i t , 4 ) ;
26
27 / ∗ Get p a r t i c l e s e t ∗ /

28 i f ( g p t t e s t p a r s e t ( name )==NULL )
29 g p t w a r n i n g ( ” The p a r t i c l e s e t \”% s \” does n o t e x i s t \n ” , name ) ;
30 s e t = g p t g e t p a r s e t ( name ) ;
31 p a r = g p t g e t p a r s e t p a r s ( s e t ,& l e n ) ;
32
33 / ∗ S e t e l l i p s e ∗ /

34 f o r ( i =0 ; i < l e n ; i ++ )
35 {

36 do
37 {

38 / ∗ Uniform i n box be tween −a and a , −b and b , −c and c ∗ /

39 x = 2∗ d b l p p r a n d () −1 ;
40 y = 2∗ d b l p p r a n d () −1 ;
41 z = 2∗ d b l p p r a n d () −1 ;
42 }

43 whi le ( x∗x+y∗y+z ∗ z >= 1 ) ;
44
45 p a r [ i ] . Wr [ 0 ] = a ∗x ;
46 p a r [ i ] . Wr [ 1 ] = b∗y ;
47 p a r [ i ] . Wr [ 2 ] = c ∗ z ;
48 }

49 }

Listing 5: Eoscillating.c
1 / ∗ E o s c i l l a t i n g . c : ∗ /

2
3 # i n c l u d e < s t d i o . h>
4 # i n c l u d e <math . h>
5 # i n c l u d e ” elem . h ”
6
7 / ∗ I n f o s t r u c t u r e c o n t a i n i n g a l l r e l e v a n t p a r a m e t e r s f o r t h i s e l e m e n t ∗ /
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8 s t r u c t E o s c i l l a t i n g i n f o
9 {

10 double Eo ;
11 double w ;
12 double p h i ;
13 } ;
14
15 / ∗ Forward d e c l a r a t i o n o f t h e r o u t i n e c a l c u l a t i n g t h e e l e c t r o m a g n e t i c

f i e l d s ∗ /

16 s t a t i c i n t E o s c i l l a t i n g s i m ( g p t p a r ∗ par , double t , s t r u c t
E o s c i l l a t i n g i n f o ∗ i n f o ) ;

17
18 / ∗ I n i t i a l i z a t i o n r o u t i n e ∗ /

19 void E o s c i l l a t i n g i n i t ( g p t i n i t ∗ i n i t )
20 {
21 s t r u c t E o s c i l l a t i n g i n f o ∗ i n f o ;
22
23 / ∗ Read Element C o o r d i n a t e Sys tem ( ECS ) from parame te r l i s t ∗ /

24 gp tbu i ldECS ( i n i t ) ;
25
26 / ∗ P r i n t usage l i n e when t h e number o f p a r a m e t e r s i s i n c o r r e c t ∗ /

27 i f ( g p t g e t a r g n u m ( i n i t ) !=3 )
28 g p t e r r o r ( ” Syn tax : %s ( ECS , Eo , w, p h i ) \n ” , gp tge tname ( i n i t ) ) ;
29
30 / ∗ A l l o c a t e memory f o r i n f o s t r u c t u r e ∗ /

31 i n f o = ( s t r u c t E o s c i l l a t i n g i n f o ∗ ) g p t m a l l o c ( s i z e o f ( s t r u c t
E o s c i l l a t i n g i n f o ) ) ;

32
33 / ∗ Read a l l p a r a m e t e r s as d o u b l e s and s t o r e them i n i n f o s t r u c t u r e ∗ /

34 i n f o −>Eo = g p t g e t a r g d o u b l e ( i n i t , 1 ) ;
35 i n f o −>w = g p t g e t a r g d o u b l e ( i n i t , 2 ) ;
36 i n f o −>p h i = g p t g e t a r g d o u b l e ( i n i t , 3 ) ;
37
38 / ∗ R e g i s t e r t h e r o u t i n e c a l c u l a t i n g t h e e l e c t r o m a g n e t i c f i e l d s t o t h e

GPT k e r n e l ∗ /

39 gptaddEBelement ( i n i t , E o s c i l l a t i n g s i m , g p t f r e e , GPTELEM LOCAL, i n f o
) ;

40 }
41
42
43 / ∗ The f o l l o w i n g r o u t i n e c a l c u l a t e s t h e e l e c t r o m a g n e t i c f i e l d s ∗ /

44 s t a t i c i n t E o s c i l l a t i n g s i m ( g p t p a r ∗ par , double t , s t r u c t
E o s c i l l a t i n g i n f o ∗ i n f o )

45 {
46 / ∗ Copy o f p a r a m e t e r s i n i n f o s t r u c t u r e f o r c o n v e n i e n c e ∗ /

47 double Eo , w, p h i ;
48
49 / ∗ R e t r i e v e p a r a m e t e r s from i n f o s t r u c t u r e ∗ /

50 Eo = i n f o −>Eo ;
51 w = i n f o −>w ;
52 p h i = i n f o −>p h i ;
53
54 / ∗ C a l c u l a t e e l e c t r o m a g n e t i c f i e l d s from t h e above p a r a m e t e r s
55 ∗ P a r t i c l e c o o r d i n a t e s : X , Y and Z must be w r i t t e n UPPERCASE
56 ∗ S i m u l a t i o n t i m e : t must be w r i t t e n l o w e r c a s e
57 ∗ E l e c t r i c f i e l d : EX = . . . ; EY = . . . ; EZ = . . . ;
58 ∗ Magnet ic f i e l d : BX = . . . ; BY = . . . . ; BZ = . . . ;
59 ∗ /

60 EX = Eo∗ cos (w∗ t +p h i ) ;
61
62 / ∗ Re tu rn 1 t o n o t i f y p a r t i c l e i s INSIDE e l e m e n t ∗ /

63 re turn ( 1 ) ;
64 }
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B.3 GDFA custom programs

Listing 6: insideRb.c
1 / ∗ i n s i d e R b . c r e t u r n s t h e number o f p a r t i c l e s i n s i d e t h e
2 o r i g i n a l plasma s p h e r e ∗ /

3
4 # i n c l u d e <math . h>
5 # i n c l u d e < s t d l i b . h>
6
7 # i n c l u d e ” gd fa . h ”
8
9 i n t i n s i d e R b f u n c ( double ∗ r e s u l t )

10 {
11 i n t i , num , tmpnum ;
12 double ∗nmacro , ∗x , ∗y , ∗ z ;
13 double rb , rb2 ;
14 i n t amount = 0 ;
15
16 i f ( g d f m g e t a r r ( ” nmacro ” , &nmacro , &num ) | | num<2 | |

17 g d f m g e t a r r ( ” x ” , &x , &tmpnum ) | | tmpnum!=num | |

18 g d f m g e t a r r ( ” y ” , &y , &tmpnum ) | | tmpnum!=num | |

19 g d f m g e t a r r ( ” z ” , &z , &tmpnum ) | | tmpnum!=num ) re turn ( 1 ) ;
20
21 i f ( g d f m g e t v a l ( ” rb ” , &rb ) ) {
22 double dens , nps ;
23 i f ( g d f m g e t v a l ( ” dens ” ,& dens ) | | g d f m g e t v a l ( ” nps ” ,& nps ) ) re turn ( 1 ) ;
24 rb = pow ( ( 3 ∗ nps ) / ( 4 ∗ g p t p i ∗ dens ) , 1 / 3 . 0 ) ;
25 }

26 rb2 = rb ∗ rb ;
27
28 f o r ( i =0; i <num ; i ++)
29 i f ( x [ i ]∗ x [ i ]+y [ i ]∗ y [ i ]+ z [ i ]∗ z [ i ] < rb2 )
30 amount ++;
31
32 ∗ r e s u l t = ( double ) amount ;
33
34 re turn ( 0 ) ;
35 }
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Listing 7: invG.c
1 / ∗ invG . c : c a l c u l a t e t h e average i n v e r s e e l e c t r o n c o u p l i n g parame te r ∗ /

2
3 # i n c l u d e <math . h>
4 # i n c l u d e < s t d l i b . h>
5
6 # i n c l u d e ” gd fa . h ”
7
8 i n t i n v G f u n c ( double ∗ r e s u l t )
9 {

10 i n t num , tmpnum , i , num el ;
11 double ∗nmacro , ∗m, ∗G ;
12 double Ga ;
13
14 i f ( g d f m g e t a r r ( ” nmacro ” , &nmacro , &num ) | |

15 g d f m g e t a r r ( ”m” , &m, &tmpnum ) | | tmpnum!=num | |

16 g d f m g e t a r r ( ”G” , &G, &tmpnum ) | | tmpnum!=num ) re turn ( 1 ) ;
17
18 Ga = 0 ;
19 num el = 0 ;
20 f o r ( i =0; i <num ; i ++)
21 i f (m[ i ]== gpt me ) {
22 Ga += G[ i ] ;
23 num el ++;
24 }

25 Ga /= num el ;
26 / ∗ average e l e c t r o n k i n e t i c e ne r gy : ∗ /

27 ∗ r e s u l t = gpt me ∗ g p t c ∗ g p t c ∗ ( Ga−1 ) ;
28
29 double dens , Enorm ;
30 i f ( g d f m g e t v a l ( ” dens ” , &dens ) ) re turn ( 1 ) ;
31 Enorm = g p t q e ∗ g p t q e / ( 4 ∗ g p t p i ∗ g p t e p s 0 )∗ c b r t (4∗ g p t p i ∗2∗ dens / 3 ) ;
32 / ∗ c a l c u l a t e t h e i n v e r s e c o u p l i n g parame te r ∗ /

33 ∗ r e s u l t = ∗ r e s u l t / Enorm ∗ 2 / 3 ;
34
35 re turn ( 0 ) ;
36 }
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Listing 8: Kinside.c
1 / ∗ K i n s i d e . c : c a l c u l a t e t h e average k i n e t i c en e rg y o f t h e
2 e l e c t r o n s i n s i d e t h e o r i g i n a l plasma s p h e r e ∗ /

3
4 # i n c l u d e <math . h>
5 # i n c l u d e < s t d i o . h>
6
7 # i n c l u d e ” gd fa . h ”
8
9 i n t K i n s i d e f u n c ( double ∗ r e s u l t )

10 {
11 i n t num , tmpnum ;
12 double ∗nmacro , ∗m, ∗G, ∗x , ∗y , ∗ z ;
13
14 i f ( g d f m g e t a r r ( ” nmacro ” , &nmacro , &num ) | |

15 g d f m g e t a r r ( ”m” , &m, &tmpnum ) | | tmpnum!=num | |

16 g d f m g e t a r r ( ”G” , &G, &tmpnum ) | | tmpnum!=num | |

17 g d f m g e t a r r ( ” x ” , &x , &tmpnum ) | | tmpnum!=num | |

18 g d f m g e t a r r ( ” y ” , &y , &tmpnum ) | | tmpnum!=num | |

19 g d f m g e t a r r ( ” z ” , &z , &tmpnum ) | | tmpnum!=num ) re turn ( 1 ) ;
20
21 double rb ;
22 i f ( g d f m g e t v a l ( ” rb ” , &rb ) ) {
23 double dens , nps ;
24 i f ( g d f m g e t v a l ( ” dens ” ,& dens ) | | g d f m g e t v a l ( ” nps ” ,& nps ) ) re turn ( 1 ) ;
25 rb = pow ( ( 3 ∗ nps ) / ( 4 ∗ g p t p i ∗ dens ) , 1 / 3 . 0 ) ;
26 }

27 double rb2 = rb ∗ rb ;
28
29 double Ga = 0 ;
30 i n t num el = 0 ;
31 f o r ( i n t i =0; i <num ; i ++) {
32 i f (m[ i ]== gpt me ) {
33 i f ( ( x [ i ]∗ x [ i ]+y [ i ]∗ y [ i ]+ z [ i ]∗ z [ i ]) < rb2 ) {
34 Ga += G[ i ] ;
35 num el ++;
36 }

37 }

38 }

39 Ga /= num el ;
40 ∗ r e s u l t = gpt me ∗ g p t c ∗ g p t c ∗ ( Ga−1) ;
41
42 re turn 0 ;
43 }
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Listing 9: totalEnergy.c
1
2 / ∗ t o t a l E n e r g y . c : c a l c u l a t e t h e sum o f p o t e n t i a l and
3 k i n e t i c en e rg y o f t h e s y s t e m ∗ /

4
5 # i n c l u d e <math . h>
6 # i n c l u d e < s t d l i b . h>
7
8 # i n c l u d e ” gd fa . h ”
9

10 i n t t o t a l E n e r g y f u n c ( double ∗ r e s u l t )
11 {
12 i n t num , tmpnum , i , j ;
13 double ∗nmacro , ∗x , ∗y , ∗z , ∗q , ∗m, ∗Bx , ∗By , ∗Bz ;
14 double R , R2 ;
15 double r 1 = 0 ;
16 double Ukin , Upot ;
17 double dx , dy , dz ;
18
19 i f ( g d f m g e t a r r ( ” nmacro ” , &nmacro , &num ) | |

20 g d f m g e t a r r ( ” x ” , &x , &tmpnum ) | | tmpnum!=num | |

21 g d f m g e t a r r ( ” y ” , &y , &tmpnum ) | | tmpnum!=num | |

22 g d f m g e t a r r ( ” z ” , &z , &tmpnum ) | | tmpnum!=num | |

23 g d f m g e t a r r ( ”Bx” , &Bx , &tmpnum ) | | tmpnum!=num | |

24 g d f m g e t a r r ( ”By” , &By , &tmpnum ) | | tmpnum!=num | |

25 g d f m g e t a r r ( ”Bz” , &Bz , &tmpnum ) | | tmpnum!=num | |

26 g d f m g e t a r r ( ”m” , &m, &tmpnum ) | | tmpnum!=num | |

27 g d f m g e t a r r ( ” q ” , &q , &tmpnum ) | | tmpnum!=num ) re turn ( 1 ) ;
28
29 i f ( g d f m g e t v a l ( ”R” , &R) ) re turn ( 1 ) ;
30 R2 = R∗R ;
31
32 f o r ( i =0; i <num ; i ++) {
33 f o r ( j = i +1; j <num ; j ++) {
34 dx = x [ i ] − x [ j ] ;
35 dy = y [ i ] − y [ j ] ;
36 dz = z [ i ] − z [ j ] ;
37 r 1 += q [ i ]∗ q [ j ] / s q r t ( dx∗dx + dy∗dy + dz ∗dz + R2 ) ;
38 }

39 }

40
41 Upot = 1 / ( 4 ∗ g p t p i ∗ g p t e p s 0 )∗ r 1 ;
42
43 Ukin = 0 ;
44 f o r ( i =0; i <num ; i ++) {
45 Ukin += m[ i ] ∗ ( Bx [ i ]∗Bx [ i ] + By [ i ]∗By [ i ] + Bz [ i ]∗Bz [ i ] ) ;
46 }

47 Ukin = Ukin / 2∗ g p t c ∗ g p t c ;
48
49 ∗ r e s u l t = Ukin+Upot ;
50
51 re turn ( 0 ) ;
52 }
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Listing 10: x.c
1 / ∗ x . c : c a l c u l a t e t h e h o r i z o n t a l d i s p l a c e m e n t o f t h e c e n t e r o f mass
2 o f t h e i o n s and t h e c e n t e r o f mass o f t h e e l e c t r o n s ∗ /

3
4 # i n c l u d e <math . h>
5 # i n c l u d e < s t d l i b . h>
6
7 # i n c l u d e ” gd fa . h ”
8
9 i n t x f u n c ( double ∗ r e s u l t )

10 {
11 i n t num , tmpnum ;
12 double ∗nmacro , ∗m, ∗x ;
13
14 i f ( g d f m g e t a r r ( ” nmacro ” , &nmacro , &num ) | |

15 g d f m g e t a r r ( ”m” , &m, &tmpnum ) | | tmpnum!=num | |

16 g d f m g e t a r r ( ” x ” , &x , &tmpnum ) | | tmpnum!=num ) re turn ( 1 ) ;
17
18 double x e l = 0 ;
19 double x i o n = 0 ;
20 i n t num el = 0 ;
21 i n t num ion = 0 ;
22 f o r ( i n t i =0; i <num ; i ++)
23 i f (m[ i ]== gpt me ) {
24 x e l += x [ i ] ;
25 num el ++;
26 } e l s e {

27 x i o n += x [ i ] ;
28 num ion ++;
29 }

30
31 ∗ r e s u l t = x e l / num el − x i o n / num ion ;
32
33 re turn ( 0 ) ;
34 }
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Listing 11: vx.c
1 / ∗ vx . c , c a l c u l a t e t h e h o r i z o n t a l r e l a t i v e speed o f t h e c e n t e r o f mass
2 o f t h e i o n s and t h e c e n t e r o f mass o f t h e e l e c t r o n s ∗ /

3
4 # i n c l u d e <math . h>
5 # i n c l u d e < s t d l i b . h>
6
7 # i n c l u d e ” gd fa . h ”
8
9 i n t v x f u n c ( double ∗ r e s u l t )

10 {
11 i n t num , tmpnum ;
12 double ∗nmacro , ∗m, ∗Bx ;
13
14 i f ( g d f m g e t a r r ( ” nmacro ” , &nmacro , &num ) | |

15 g d f m g e t a r r ( ”m” , &m, &tmpnum ) | | tmpnum!=num | |

16 g d f m g e t a r r ( ”Bx” , &Bx , &tmpnum ) | | tmpnum!=num ) re turn ( 1 ) ;
17
18 double Bx e l = 0 ;
19 double Bx ion = 0 ;
20 i n t num el = 0 ;
21 i n t num ion = 0 ;
22 f o r ( i n t i =0; i <num ; i ++)
23 i f (m[ i ]== gpt me ) {
24 Bx e l += Bx [ i ] ;
25 num el ++;
26 } e l s e {

27 Bx ion += Bx [ i ] ;
28 num ion ++;
29 }

30
31 ∗ r e s u l t = ( Bx e l / num el − Bx ion / num ion )∗ g p t c ;
32
33 re turn ( 0 ) ;
34 }
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B.4 Matlab scripts

Script to import the data from GPT into Matlab.

Listing 12: import.m
1 f i l e = ’ a n a l y s e d . t x t ’ % f i l e name o f t h e o u t p u t f i l e o f ’ gdf2a ’
2
3 % e x t r a p a r a m e t e r s n e c e s s a r y f o r t h e a n a l y s i s
4 dens = 1 e16 % d e n s i t y
5 nps = 4000 % number o f e l e c t r o n s p a r t i c l e s
6 wd = 1 . 4 1 e10 % d r i v e f r e q u e n c y
7 Up = 1 . 5 e−23 % p o n d e r o m o t i v e e ne r gy
8
9

10 % i m p o r t t h e da ta
11 d a t a = dlmread ( f i l e , ’ ’ , 1 , 0 ) ;
12 % t i m e i n s e c o n d s
13 t = d a t a ( : , 1 ) ;
14 % average k i n e t i c e ne r gy o f t h e e l e c t r o n s i n s i d e t h e plasma
15 K = d a t a ( : , 2 ) ;
16 % i n v e r s e c o u p l i n g c o n s t a n t o f ALL e l e c t r o n s
17 invG = d a t a ( : , 3 ) ;
18 % t o t a l e ne rg y o f t h e s y s t e m
19 U = d a t a ( : , 4 ) ;
20 % number o f p a r t i c l e s i n s i d e t h e plasma s p h e r e
21 % s i n c e t h e number i n t h i s s p h e r e does n o t change ,
22 % t h e number o f e l e c t r o n s i n t h e s p h e r e i s ( i n s i d e R b −nps )
23 i n s i d e R b = d a t a ( : , 5 ) ;
24 x = d a t a ( : , 6 ) ;
25 vx = d a t a ( : , 7 ) ;
26
27 % per form a n a l y s i s
28 [ T , Us , Uts , Uqs ] = a n a l y s i s ( t , K, U, in s ideRb , dens , nps , wd , Up , x ( 1 ) , vx ( 1 ) ) ;
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Analysis for the simulation with an external field. This script calculates the theoret-
ically expected energy and scales both this energy and the energy coming out of the
simulation.

Listing 13: analyse.m
1 f u n c t i o n [ T , Us , Uts , Uqs ] = s c a l e d a n a l y s i s ( t , K, U, . . .
2 i n s ideRb , dens , nps , wd , Up , x0 , v0 )
3 me = 9 .109 e −31;
4 qe = 1 .602 e −19;
5 eps0 = 8 . 8 5 e −12;
6
7 % i n i t i a l t o t a l d e n s i t y
8 n0 = 2∗ dens ;
9 % i n i t i a l e l e c t r o n d e n s i t y

10 ne0 = dens ;
11 % e l e c t r o n d e n s i t y a t e v e r y t i m e s t e p
12 ne = ( i n s ideRb −nps ) / nps ∗ dens ;
13 % i o n d e n s i t y ( rema ins c o n s t a n t d u r i n g t h i s s i m u l a t i o n )
14 n i = dens ;
15
16 % c a l c u l a t e t h e plasma f r e q u e n c y
17 wp = s q r t ( ne0 ∗qe ∗qe / me / eps0 ) ;
18 % and t h e Mie f r e q u e n c y
19 wm = wp / s q r t ( 3 ) ;
20 % t h e Wigner− S e i t z r a d i u s
21 a = ( 3 / ( 4 ∗ pi ∗n0 ) ) ˆ ( 1 / 3 ) ;
22 % and t h e e l e c t r i c f i e l d s t r e n g t h
23 E0 = 2∗ s q r t ( Up∗me)∗wd / qe ;
24
25 % s c a l e d t i m e
26 T = wp∗ t ;
27 % s c a l e e ne rg y
28 Us ca l e = qe ˆ 2 / ( 4 ∗ pi ∗ eps0 ∗ a ) ;
29
30 % Coupl ing c o n s t a n t f o r t h e e l e c t r o n s i n s i d e t h e plasma
31 G = U sc a l e . / ( 2 / 3 ∗K ) ;
32
33 % c a l c u l a t e nu / wp : ( s p i t z e r c o l l i s i o n f r e q u e n c y ) / ( plasma f r e q u e n c y )
34 Lambda = s q r t (G. ˆ −3∗ n0 / 3 . / ne ) ;
35 nu wp = s q r t ( 2 / 3 / pi )∗ n i / s q r t ( ne0 ∗n0 )∗G . ˆ ( 3 / 2 ) . ∗ l o g ( Lambda ) ;
36
37 % s c a l e d t o t a l e ne rg y
38 Us = U / U sc a l e / nps ;
39 % s c a l e d t h e o r e t i c a l power :
40 % d ( Us ) / d ( wp∗ t ) = 2∗ nu wp ∗Up / Us ∗ (# e l e c t r o n s i n s i d e s p h e r e )
41 Ws = 2∗nu wp∗Up / U sc a l e . ∗ ne / dens ;
42 % s c a l e d t h e o r e t i c a l e ne r gy ga in : i n t e g r a l ( Ws dT )
43 Uts = cumsum (Ws) ∗ ( T(2) −T ( 1 ) ) ;
44
45 % q u i v e r e ne rg y
46 Uq = 0 . 5∗me∗(−x0∗wm∗ s i n (wm∗ t ) + v0∗ cos (wm∗ t )+ . . .
47 qe ∗E0 / ( me∗wd ˆ 2 )∗1 / ( 1 −wmˆ 2 / wd ˆ 2 ) ∗ (wm∗ s i n (wm∗ t )−wd∗ s i n ( wd∗ t ) ) ) . ˆ 2 ;
48 % s c a l e d q u i v e r e ne rg y
49 Uqs = Uq / U sc a l e ;
50
51 %t o z e r o = @( vec ) vec−vec ( 1 ) ;
52 %f i g u r e ; p l o t ( T , t o z e r o ( Us / nps ) , T , Uts+Uqs ) ;
53 %f i g u r e ; p l o t ( T , t o z e r o ( Us / nps−Uqs ) , T , Uts ) ;
54 end
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