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Abstract

In scanning tunneling microscopy (STM) the surface topography of an electri-
cally conductive sample can be imaged with atomic resolution. In addition to
imaging the surface topography, the local magnetization of the surface below
the tip can be detected by making the tip sensitive to the spin of the tunneling
current (SP-STM). In the current thesis progress toward the implementation of
spin detection in a commercial STM is presented. The ultimate goal is to demon-
strate that the information of the local magnetization can be extracted with an
in house Omicron Low temperature STM through (1) direct measurement of
the tunneling current and (2) by measuring the degree of circular polarization of
the STM-induced luminescence. To show that the first method is feasible, the
current thesis aims to replicate a well documented experiment in which thin lay-
ers of iron are deposited on a tungsten W(110) crystal. This approach requires
a thorough cleaning of the W(110) surface, the ability to controllably deposit
iron, and the creation of magnetic STM tips. In the current thesis, a detailed
description is given on how the requirements of this method were fulfilled. The
second method requires the development of an optical system to collect the
STM-induced luminescence. To this end, a lens / fiber collection system that
has been specially designed for the Omicron low temperature STM is tested.
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Chapter 0

Scope of the project

In the current report the progress that has been made toward the upgrade
of a low temperature conventional scanning tunneling microscope (STM) to a
spin-polarized scanning tunneling microscope (SP-STM) is presented. Although
conventional STM setups are routinely used by numerous groups, institutions,
and businesses around the world, only ten SP-STM are in operation globally
at the moment. The reason for this seemingly low number are the numerous
experimental difficulties that one encounters when attempting to upgrade an
STM to an SP-STM; some of the groups took ten years or more to get to the
point that they were able to routinely perform SP-STM. In sharp contrast, the
time frame of the current project was less than a year. In the view of the fact
that others sometimes needed 10 years or more to demonstrate SP-STM, the set
time frame was quite a challenge for this group that has no SP-STM experience.
To avoid most pitfalls, the current project follows the well documented approach
of the Hamburg group to demonstrate SP-STM. However, the fact that a well
documented approach is followed does by no means imply that no experimental
difficulties remain. As it turns out, this project consisted primarily of solving
the numerous experimental problems. One might be tempted to think that
the goal might be to ambitious in the given time frame. However, as will be
explained in detail in this report, there is good reason to believe that all the major
experimental difficulties have been overcome and that everything is in place to
demonstrate spin-polarized scanning tunneling microscopy. In fact, if it was
not for a malfunction of the STM itself in the final weeks of this project, spin-
polarized scanning tunneling microscopy would probably have been successfully
demonstrated. Although the successful demonstration of SP-STM would have
been the crowning glory on all the work done during this master thesis, much
was learned in the course of this project and it will be a matter of limited time
before SP-STM will be achieved.
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Chapter 1

Introduction to spin polarized
scanning probe microscopy

Since its invention by Binnig and Rohrer [1–4] in the early 1980s, the scan-
ning tunneling microscope (STM) has become a versatile tool in various fields
such as condensed matter and material science. In STM an atomically sharp
tip is positioned by piezoelectric actuators above the surface of interest. When
the distance between the electrically conducting sample and the tip is suffi-
ciently small, the application of a small voltage between sample and tip will
lead to a quantum mechanical tunneling current. This tunneling current decays
exponentially with increasing distance between sample and tip by an order of
magnitude per angstrom. Since typical lattice constants are in the order of sev-
eral angstroms, the tunneling current will primarily flow through the outermost
atom of an atomically sharp tip. By keeping the tunneling current constant
by means of a feedback loop while scanning the tip laterally above the sample
surface, a topographic image of the sample surface can be obtained with atomic
resolution.

The field of nanotechnology proofed to be an important field that was highly
stimulated by the introduction of STM. As it turned out, an STM allows one to
manipulate matter down to the atomic scale [5–7]. In 1959, Richard Feynman
already foresaw the enormous potential of manipulating structures at the atomic
scale in his famous talk “There’s Plenty of Room at the Bottom” [8]. With the
invention of the STM by Binnig and Rohrer twenty three years later a tool with
which his vision could be realized was introduced. Since then, STM has opened
the way to the construction and manipulation of atomic scale devices [9, 10].
Furthermore, the invention of the STM has triggered the development of various
related scanning probe microscopy techniques (SPM) which can be used to
probe almost any kind of interaction with a least sub-micrometer resolution. It
is therefore not surprising that nowadays the SPM is being routinely used in
other fields, e.g electrochemistry and biology, as well.

In 1988, Pierce [11] proposed to investigate the local magnetization of the
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surface below the apex of an STM tip by making the tip sensitive to the spin of
the tunneling current. In principle, this would mean that the magnetic domain
structure of a sample can be imaged with ultimate resolution down to the
atomic scale. The atomic scale spatial resolution that this technique provides
is highly desirable for answering some fundamental questions in surface science.
Although there has been an established technique for probing magnetic surface
in the form of magnetic force microscopy since the 1990s [12, 13], this technique
lacks the sensitivity and atomic scale spatial resolution of spin-polarized scanning
tunneling microscopy (SP-STM). Currently, SP-STM is the most powerful tool
to study the interplay between structural, electronic, and magnetic properties
on the nanoscale [14, 15].

Obtaining surfaces with known or predictable magnetic variations on the
atomic scale has been part of the difficulty of establishing SP-STM on the atomic
scale as a reliable technique. A slightly miscut tungsten crystal covered with a
thin film of iron is one of the samples of which the variation in the direction of
magnetization is known. It was found by the Hamburg group [16] that in thin
layers of iron on the tungsten W(110) surface the direction of magnetization
will alternate from in-plane to out-of-plane on the nanometer scale, resulting
in high magnetic contrast in the acquired image. For this reason, and the fact
that the approach is well documented, the current project aims to replicate
the Hamburg approach to demonstrate SP-SPM in the in house Omicron low
temperature STM.

The outline of the thesis is as follows; in the first part, chapter 2, the basics
and the theory of (SP)-STM is thoroughly examined. The second part of this
reports, chapter 3–8, deals with all the experimental details, the encountered
problems, the solutions, and the intermediate results. The report is concluded,
chapter 9, with a summary of all the obtained results and a brief outlook to the
future.
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Chapter 2

Theory of scanning tunneling
microscopy

2.1 Basic Concepts

2.1.1 Tunneling

As mentioned in the introduction, scanning tunneling microscopy is made pos-
sible by the quantum mechanical effect of tunneling. In this section a simple
one-dimensional model that describes the process of electron tunneling through
a potential barrier is presented.

In the classical regime, i.e. the regime in which the involved length scales can
be considered as macroscopic, the motion of particles is governed by Newton’s
second law, f = ma, and conservation of energy. For most applications this
proofs to be an accurate physical description. However, at atomic and subatomic
length scales Newton’s second law seizes to explain the observed phenomenon
and the theory of quantum mechanics is required to describe the behavior of
particles. At the heart of the theory of quantum mechanics stands Schrödinger’s
equation which plays the role of Newton’s second law and conservation of energy
in classical mechanics.

Before modeling the more complex situation of electrons tunneling between a
sample and the tip of an STM, the simplified situation of the piece-wise-constant
potential depicted in figure 2.1 is investigated. In the framework of quantum
mechanics the state of an electron with energy E moving in a potential φ is
described by a wave function ψ(z) which has to statisfy the time-independent
Schrödinger equation:

− ~
2

2m

d2

dz2
ψ(z) + φ(z)ψ(z) = Eψ(z) (2.1)

in whichm the electron mass, ~ = 1.054×10−34 Js the reduced Planck constant,
and z the position coordinate. In the classically allowed regions of the piece-
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wise-constant potential the solutions of Schrödinger’s equation are given by:

ψ(z) = ψ(0)e±ikz (2.2)

with k the wave vector given by:

k =

√

2m(E − φ)

~
. (2.3)

These solutions represent an electron moving in either positive or negative di-
rection with constant momentum, just as one would expect in the classical
regime. In the classically forbidden region of the piece-wise-constant potential
the solutions of Schrödinger’s equation are given by:

ψ(z) = ψ(0)e±κz (2.4)

with κ the decay constant given by:

κ =

√

2m(φ− E)

~
. (2.5)

These solution describes a state of an electron penetrating the potential barrier
with a decaying wave function. The probability w of observing an electron near
a point z is in Born’s statistical interpretation of quantum mechanics given by:

w ∝ |ψ(z)|2=|ψ(0)|2e±2κz (2.6)

which has, in contrast to the solution of the equation of motion in classical
mechanics, a nonzero value in the barrier region; the electron has a nonzero
probability to penetrate, or so to speak tunnel through, the potential barrier.

The elementary piece-wise-constant potential model described above can
be extended to explain the basic features of the metal-vacuum-metal junction
found in an STM. In order to model the tunneling of electrons between sample
and the tip of an STM, two simplifications are made. Firstly, the tunneling of
electrons is assumed to be elastic, i.e. the energy of the electrons is conserved,
implying that the initial and final states have the same energy. One should
note however, that there exist indeed inelastic tunneling processes in which the
energy of the initial and final state may differ, e.g. processes in which a phonon
or photon is involved. Secondly, the work function φ, defined as the minimum
energy required to remove an electron from the bulk to the vacuum level, is
assumed equal for both metallic sample and tip.

In figure 2.2a, an one-dimensional tunnel junction consisting of a sample
and a tip over which no bias voltage is applied is schematically depicted. In this
representation, both sample and tip are modeled as semi-infinite pieces of free-
electron metal with the same Fermi level. The Fermi level EF is, with neglection
of the thermal excitation, the upper limit of the occupied states in a metal and
can, if the vacuum level is taken as the energy reference point, be expressed
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z

φ

E

Figure 2.1: Qualitative structure of the wave function of an electron tunneling
through a piece-wise-constant potential barrier. As can be seen, the wave function
extends into the classically forbidden region and exits with a nonzero amplitude
on the other side of the potential barrier.

EF

z=0

φ

z=s

Sample Tip

z=0 z=s

Sample Tip

eV

Evac

(a) (b)

Figure 2.2: Schematic representation of an one-dimensional metal-vacuum-metal
tunneling junction as found in an STM, with (a) no bias voltage and (b) an
negative bias voltage applied. The sample (left) and the tip (right) are modeled as
two semi-infinite pieces of free-electron metal. In both cases the wave functions of
the electrons in tip and sample overlap, but only when a bias voltage is applied the
electrons will have a preferential tunneling direction resulting in a net tunneling
current. In the case depicted in (b) the electrons will tunneling from filled states
of the sample into empty states of the tip.
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as EF = −φ. Analogous to the case of the piece-wise-constant potential, the
electrons in the sample can tunnel through the potential barrier into the tip and
vice visa. However, since no bias voltage is applied, there exists symmetry with
respect to the vacuum gap and electrons will have no preference in tunneling
from the sample to the tip or vice visa, resulting in no net tunneling current.

In case a bias voltage V is applied, see figure 2.2b, the Fermi level on one
side of the vacuum gap can, depending on the polarity of the bias, be raised
or lowered. Subsequently, the symmetry will be broken and more electrons will
tunnel through the barrier in one direction, resulting in a net tunneling current.
Depending on the polarity of the bias voltage, a state ψn with an energy level En

lying between EF − eV and EF can tunnel from the tip into an empty state of
the sample or from the sample into an empty state of the tip. If the bias voltage
is assumed much smaller than the value of the work function, eV ≪ φ, all the
sample states of interest will be close to the Fermi level, that is, En ≈ −φ.
The probability w for an electron in the nth sample state to be present at the
surface of the tip is then, analogue to equation (2.6), given by:

w ∝ |ψn(0)|2e−2κs (2.7)

in which ψn(0) is the value of the nth sample state at the sample surface, s the
size of the vacuum gap between sample and tip, and

κ =

√
2mφ

~
(2.8)

the decay constant in the barrier region of a sample state near the Fermi level.
Equation (2.7) is an expression for the probability of an electron being present
at the surface of the tip for a single state. The total tunneling current can
be obtained by including all the sample states in the energy interval eV and is
given by:

I ∝
EF
∑

En=EF−eV

|ψn(0)|2e−2κs. (2.9)

In case the density of the electronic states does not change significantly with
the applied bias voltage, equation (2.9) can be expressed in terms of the local
density of states (LDOS) at the Fermi level. A sample’s LDOS at a location z
and energy E is defined as:

ρS(z, E) ≡ 1

ǫ

E
∑

En=E−ǫ

|ψn(z)|2 (2.10)

for a sufficiently small energy interval ǫ. The tunneling current, equation (2.9),
can be then be rewritten in terms of the LDOS of the sample as:

I ∝ V ρS(0, EF)e−2κs ≈ V ρS(0, EF)e−1.025
√

φ̂ŝ (2.11)

with φ̂ the numerical value of the barrier height in eV, and ẑ the numerical value
of the distance between sample and tip in angstrom units.
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2.1.2 Bardeen’s formalism and the Tersoff-Hamann model

The model of the tunneling current described in section (2.1.1) is valid for one
dimension. However, STM is sensitive to the full three-dimensional structure
of the surface of both sample and tip. A theory of STM which takes into
account the three-dimensional structure of tip and sample has been developed
by Tersoff and Hamann [17]. In their model, Tersoff and Hamann approximate
the wave functions of the tip by a spherical s-wave function, see figure 2.3. By
making use of the so-called transfer Hamiltonian approach, first introduced by
Bardeen [18] to explain current vs. voltage curves of oxide barriers between two
superconductors, Tersoff and Hamann were able to derive an expression for the
tunnel current in STM. The result is a theory which has the advantage that
it is sufficiently realistic to permit quantitative comparison with experimental
images, and yet is sufficiently simple that its implementation is straightforward.

In the Bardeen approach to tunneling two separate free subsystems, as
schematically depicted in figure 2.4, are considered first. The electronic states of
these two free subsystems can be obtained by solving the stationary Schrödinger
equations. Subsequently, the rate of electron transfer from one electrode to the
other can be calculated by time-dependent perturbation theory [19]. Using this
theory, Bardeen showed that the amplitude of electron transfer, or tunneling
matrix element M , is determined by the overlap of the surface wave functions
of the two free subsystems and is given by:

M =
~

2m

∫

z=z0

(

ψ∗
µ

dψν

dz
− ψν

dψ∗
µ

dz

)

ds (2.12)

in which ψµ,ν the wave functions of the two electrodes, and z0 the z-position
of an arbitrary surface between the two electrodes.

Given the matrix element M , the rate of electron transfer can then be
determined by using Fermi’s golden rule [20], which states that an electron in
state ψµ at energy level Eµ has a probability w of tunneling to a state ψν of
energy Eν given by:

w =
2π

~
|M |2δ(Eµ − Eν). (2.13)

The δ-function in equation (2.13) indicates that the only tunneling process
considered is that of elastic tunneling, i.e. tunneling of electrons between the
two electrodes is only supported by states with the same energy level.

An expression for the tunneling current can be obtained by summing equa-
tion (2.13) over all relevant states and the result is given by:

I =
2πe

~

∑

µ,ν

f(Eµ) [1 − f(Eµ + eV )]|M |2δ(Eµ − Eν) (2.14)

or expressed in the more commonly used integral form:

I =
4πe

~

∫ ∞

−∞

[f(EF − eV + ǫ)− f(EF + ǫ)]ρµ(EF − eV + ǫ)ρν(EF + ǫ)|M |2dǫ
(2.15)
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s
rT

R

Figure 2.3: Schematics of the
Tersoff-Hamann model. The probe
tip has arbitrary shape but is assumed
locally spherical with radius of cur-
vature R at the point where it ap-
proaches nearest the surface. The
position of the tip’s center of cur-
vature is given by ~rT at a minimum
distance z = R + s from the sam-
ple surface. Only the s-wave solution
of the spherical-potential-well prob-
lem is taken as the tip wave function.

0 s

Sample

Tip

Sample

Tip

Tip

z0 0 sz0

EF

EF

eV

z z

ψμ

Eν
Eμ

ρT

ρs

ψν

(a) (b)

Figure 2.4: The Bardeen approach to tunneling theory. Instead of solving the
Schrödinger equation for the coupled system (a), Bardeen [18] makes use of per-
turbation theory. Taking the two free subsystems (b) as a starting point, the
tunneling current is calculated through the overlap of the wave functions of the
two free systems using the Fermi’s golden rule.
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EF

dε
eV

ρS ρT

E

|M|2

Figure 2.5: Schematic represen-
tation of elastic tunneling in an
STM. Tunneling is only possible
in the energy interval from EF to
(EF − eV ). Within this energy in-
terval tunneling is only possible to
states with a corresponding energy
(arrow). The strength of the tun-
neling from one state to a corre-
sponding state is a function of the
density of states of sample, tip,
and the matrix element M . The
total tunneling current can be ob-
tained by integrating over the en-
ergy interval EF to (EF − eV ).

in which f the Fermi function given by:

f(E) =
1

1 + e
E−EF

kbT

(2.16)

with T the temperature, and kb Boltzmann’s constant. In the limit of low
temperatures and low applied bias voltage, equation (2.14) reduces to:

I =
2π

~
e2V

∑

µ,ν

|M |2δ(Eµ − EF)δ(Eν − EF). (2.17)

or expressed in integral form:

I =
4πe

~

∫ eV

0
ρµ(EF − eV + ǫ)ρν(EF + ǫ)|M |2 dǫ (2.18)

In combination with figure 2.5, which shows a schematic representation of the
process of tunneling in an STM, the integral equations (2.15) and (2.18) have
the advantage that they provide a clear and simple understanding of the tun-
neling process.

Starting from equation (2.17), Tersoff and Haman continued to show that
in case a s-wave approximation is used for the wave functions ψµ of the tip the
expression for the tunneling current takes the following form [17]:

I ∝ V ρT(EF)e2κR
∑

ν

|ψν(~rT )|2δ(Eν − EF) (2.19)

with κ the decay constant given by equation (2.5), ~rT the center of curvature
of the tip, ρT(EF) the LDOS of the tip at the Fermi level, and R the effective
tip radius as defined in figure 2.3. The right hand side quantity given by:

∑

ν

|ψν(~rT )|2δ(Eν − EF) = ρS(~rT, EF) (2.20)
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can, conform equation (2.10), be identified as the LDOS at the Fermi level of
the sample, i.e. the charge density from the electronic states at EF evaluated
at the center of curvature ~rT of the tip. Since the sample wave functions ψν

decay exponentially in the z-direction normal to the surface:

ψν(~rT) ∝ e−κz (2.21)

we find that:
|ψν(~rT)|2∝ e−2κ(s+R). (2.22)

Substituting this result into equation (2.19) yields in case of a flat LDOS tip a
tunneling current of:

I ∝ V ρS(0, EF)e−2κs. (2.23)

Apparently, the tunneling current given by the three-dimensional Tersoff-Hamann
model shows the same exponential dependence on the distance s between sample
and tip as in the one-dimensional tunneling theory presented in section (2.1.1).

The Tersoff-Hamann model presented above constitutes of an elegant first-
order model of STM that allows for a good introduction into the basics of STM.
Although extensions of the Tersoff-Hamann model can be found in literature,
e.g. wave-vector-dependent tunneling calculations by Baratoff [21] and inclu-
sion of d-wave functions by Chen [22], the Tersoff-Hamann model is due to its
simplicity still regarded as the standard model for STM.

2.1.3 Resolution limit

At the beginning of their experiments, Binnig and Rohrer made an estimate of
the lateral resolution that could be achieved in STM. Their original argument
was reproduced by [23] and is schematically shown in figure 2.6a. In case the
distance between the apex of the tip and the sample surface is much smaller
than the tip radius, the current lines will be almost perpendicular to the surface.
Under the assumption that the tunneling current density at each point will be
governed by the formula for the one-dimensional tunneling case, equation (2.11),
the lateral current distribution will be given by:

I(∆x) = I0 exp(−2κ
∆x2

2R
). (2.24)

Evaluation of this equation shows that the tunneling current is concentrated in
a small circle with a radius of 45 Å for a tip with a radius of 1000 Å. For a tip
radius of 100 Å, the area in which the tunneling current is concentrate is reduced
to only 14 Å. This arguments shows that potentially a very high resolution can
be obtained in STM. In reality, the lateral resolution that can be achieved in
STM is found to greatly exceed this expectation; details of surface structures
with a spatial resolution of 2 Å are routinely observed, giving STM an atomic
resolution.
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2 xΔ

R

(a) (b)

Figure 2.6: (a) Binnig’s and Rohrer’s original estimation of the lateral resolution
in STM. In case the distance between the apex of the tip and the sample surface is
much smaller than the tip radius R, the current lines will be almost perpendicular
to the surface. The tunnel current density will drop off very rapidly as a function of
lateral position and will therefore be concentrated in a small region, 2∆x, around
the origin: R = 100 Å results in ∆x = 14 Å. (b) Schematic representation of a
tip with the outermost atom in a d

z
2-state. The sharp protrusion of the d

z
2-state

results in atomic resolution.

The original s-wave model of Tersoff and Hamann fails, at least on metals,
in explaining the atomic resolution of STM. The reason for this is that in the
model the tip is portrayed as a potential well with a local curvature. The s-wave
model does not include the actual electronic states of the tip and is thus not a
valid model for the most commonly used tip materials: W, Pt, and Ir, which are
d-band metals. For tungsten tips 85% of the density of states at the Fermi level
comes from the d states [24]. In this case, the majority of states at the Fermi
level will not have the s-type symmetry as suggested by Tersoff and Hamann.
Rather, these states with higher angular momentum will have a more complex
shape. For example, the tip state of a tungsten tip has the tendency to be
dominated by a highly localized metallic dz2-dangling bond. In figure 2.6b, the
shape of such a dz2-state on the end of a tungsten tip above a s-state sample
surface, e.g. Au, is schematically depicted. As can be seen, the dz2-state has a
sharp protrusion in the direction perpendicular to the sample surface. It is this
sharp shape of the dz2-state that makes the atomic resolution that is routinely
observed in STM possible.

2.2 Modes of operation

Imaging of a surface by means of STM can be done in two main modes of
operation: constant current mode, see section (2.2.1) or constant height mode.
Since in the current report only the current mode is used, and the constant
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Feedback
loop

V , IT T

Vz

s

x
z

y

Figure 2.7: Schematic repre-
sentation of the constant current
mode of operation in STM. In this
mode the distance between the
sample and tip is kept constant by
means of a feedback loop.

height mode has in general little application, only the former will be discussed.
In addition to these two topographic modes, it is possible to directly probe the
electronic structures of materials at an atomic level by e.g. spatially resolved
tunneling spectroscopy. Spectroscopy will be introduced in section (2.2.2).

2.2.1 Constant current mode

In figure 2.7a, the principle of the constant current mode of operation is schemat-
ically depicted. As the name of this mode of operation implies, the tunneling
current is kept constant by means of a feedback loop coupled to the z-piezo
while scanning the tip over the surface. In this way, the acquired image can
be thought of as a topographic map of the surface. i.e. z(x, y). However,
one has to be carefully using the term “topography” in relation to the constant
current mode. The obtained image in constant current mode is related to the
energy integrated LDOS of the sample or in the case of small bias voltages to
contours of constant LDOS at the Fermi level, as explained in section (2.1.2).
The main advantage of the constant current mode of operation is that it pro-
vides the most robust way to image surfaces which are not atomically flat. A
disadvantage of the constant current mode of operation is the finite response
time of the feedback loop which imposes relative low limits on the maximum
attainable scan speed.

2.2.2 Spectroscopy

In the constant current mode of operation, an STM measurement will yield the
energy integrated LDOS of the sample which to first approximation corresponds
to the topography of the surface. In addition to the topographic information
extracted by this method of operation, tunneling spectroscopy gives access to
the chemical and electronic properties of the surface under investigation. Exper-
imentally, tunneling spectroscopy means that one of the externally adjustable
parameters (I, V ) is varied while keeping the others constant. The main merits
of tunneling spectroscopy performed with an STM are [25]:

• It is local.

• It is performed at preselected positions.
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• It is performed under well-defined conditions.

• It can be combined with other methods.

• it can provide spectroscopic images.

One experimental method of extracting spectroscopic information is I–V
spectroscopy. In this method, I–V curves are obtained by measuring the vari-
ation of the tunneling current as a function of the voltage at a constant tip–
sample separation. This technique requires the addition of a sample-and-hold
circuit to the feedback loop. The sample-and-hold circuit interrupts the feed-
back loop while holding the tip position stable for a given time of the measure-
ment. Subsequently, the bias voltage is ramped while the tunneling current is
simultaneously measured. The tunneling bias voltage is then reset to its original
value and the feedback loop is reengaged. By numerically taking the derivative
of the acquired I–V curves, the spectroscopic information as a function of the
applied voltage can be obtained.

The experimental spectroscopic method described above can be combined
with the scanning capability of an STM, resulting in high-spatial-resolution spec-
troscopy measurements. One way to generate a spectroscopic image is scanning
the STM across the surface in constant current mode while taking a spectrum
at each image point (current imaging tunneling spectroscopy, CITS). The major
advantages of CITS is that all the spectroscopic information for one image point
is taken at the same time, thereby reducing problems associated with sample
drift and tip instabilities encountered in case the spectroscopic information were
to be extracted from a set of topographic images that were taken in sequence.
However, this way of obtaining spectroscopic information can still take a long
time and as a result the associated problems of sample drift and tip instabilities
are by no means completely eliminated.

An alternative and more targeted way of obtaining spectroscopic information
is by adding a small AC-component to the DC bias voltage. The frequency of
the AC-component is chosen such that it is too fast for the feedback loop to
respond to it. By measurement of the current modulation at the frequency
of the impose AC-component with use of a lock-in amplifier, dI/dV at the
fixed bias voltage V can be measured. The disadvantage of this instrumental
method is that it yields spectroscopic information at the single fixed bias voltage
only. However, if the voltage of interest is known beforehand, e.g. by previous
measurements, this method requires far less time to obtain a dI/dV image
than in case a complete spectrum is taken at every image point. In this was the
problems associated with sample drift and tip instabilities can be reduced to a
minimum.

On of the most interesting properties that can be determined by means
of I–V spectroscopy is the LDOS of the sample as a function of the energy.
Under the assumption of a tip with a constant DOS, taking the derivative of the
tunneling current, equation (2.18), with respect to V results in a conductance
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that is proportional to the LDOS of the sample:

dI

dV
(V ) ∝ ρS(~rT, EF + eV ). (2.25)

Thus, by taking the derivative of the I–V curves or by measuring the dI/dV
signal directly, the LDOS of the sample can be probed relatively easy.

2.3 Spin-polarized tunneling

In 1925 G.E. Uhlenbeck and S. Goudsmit, working as P. Ehrenfest’s assistants at
the University of Leiden, proposed the concept of elementary particle spin [26].
Experimental evidence of the fine structure of hydrogen and the Stern-Gerlach
experminent suggested an additional intrinsic electron property next to the then
known electron’s properties of mass and charge. Both these experiments could
be explained by the possession of intrinsic angular momentum and magnetic
moment by individual electrons. In a classical view this corresponds to the
electron being a spinning ball of charge, from which the proposed property
derived its name: spin. Nowadays, electron spin is considered to be a quantum
mechanical property with the dimension of angular momentum, which can take
two values +1

2 (up,↑) and −1
2 (down,↓) along the quantization axis.

Soon after the introduction of the STM it was realized that the intrinsic
particle property of spin can be exploited in scanning tunneling microscopy (SP-
STM) to measure the local magnetization of the surface below an STM-tip [27].
Historically, three different methods are used to obtain the spin-polarized elec-
trons at or close to the Fermi level that are required for spin-polarized tunneling:

• The Zeeman splitting of a BCS-like superconductor in an external
magnetic field [28].

• Optical pumping of GaAs with circularly polarized light [29].

• The intrinsic exchange-splitting of (anti)ferro-magnetic material [16].

In the current report only the last option which includes the use of a ferromag-
netic tip in the STM, first proposed by Pierce [11], is pursued to generate the
required spin-polarized electrons.

2.3.1 Spin-polarized tunneling using magnetic probe tips

As mentioned above, using two spin-polarized electrodes, e.g. two ferromag-
netic materials, is one way to obtain the for spin-polarized tunneling microscopy
required spin-polarized electrons at the Fermi level. In ferromagnetic materials
the electron bands can spontaneously split into spin-up and spin-down bands if
the relative gain in exchange interaction is larger than the loss in kinetic energy
as described by the Stoner model [30]. The relative shifting of the two spin
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bands will result in a different composition and magnitude of the total spin-
dependent density of states at the Fermi-level. Whether a spin band is shifted
up or down in energy depends on its magnetic quantization axis, i.e. the spin
band with the spin aligned with the magnetic quantization axis will shift to a
lower energy whereas the spin band with its spin anti-aligned will shift to a
higher energy. In case of elastic tunneling where the spin is a conserved prop-
erty, the total tunneling current between two electrodes will thus be influenced
by the relative orientation of their magnetic quantization axis. For a system
consisting of two identical ferromagnetic electrodes, the splitting into spin-up
and spin-down bands and the subsequent influence on the tunneling current is
for the two extreme situations of parallel and anti-parallel magnetization illus-
trated in figure 2.8. The relative shifting of the spin-up and spin-down bands
results in a spin polarization at the Fermi level given by:

PT,S(EF) =
ρ ↑
T,S(EF) − ρ ↓

T,S(EF)

ρ ↑
T,S(EF) + ρ ↓

T,S(EF)
. (2.26)

As can be seen in figure 2.8, the total tunneling current depends on the
degree of polarization of both sample and tip, and the relative orientation of
their magnetic quantization axis. To quantify the change in tunneling current
and derive an expression for the spin-polarized tunneling current, Heinze and
Wortmann [31, 32] extended the s-wave model of Tersoff and Hamann to include
spin-polarized tunneling. Analog to the Tersoff and Hamann model, Heinze and
Wortmann assumed the spin-up and spin-down DOS of the tip to be constant in
energy but different in size to account for the magnetization of the tip. Under
further assumption of low temperature and small bias voltage, the spin-polarized
tunneling current they derived is given by:

I(~rT, V, θ) ∝ ρTρ̃S(~rT, EF + eV ) + ~mT
~̃mS(~rT, EF + eV ) (2.27)

with ρ̃S and ~̃mS respectively the integrated local DOS and the vector of the
energy integrated local magnetization DOS of the sample. The latter is given
by an energy integral of the local magnetization DOS:

~̃mS(~rT, EF + eV ) =

∫

~mS(~rT, ǫ) dǫ. (2.28)

The spin-polarized tunneling current given by equation (2.27) can, by means of
the definition of the polarization given by equation (2.26), be rewritten as [33,
34]:

I(~r, V, θ) = I0 + Isp = I0[1 + PTPS cos( ~MT, ~MS)] (2.29)

in which I0 the conventional tunneling current of non-spin-polarized electrons,
Isp the tunnel current of spin-polarized electrons, and θ = cos(ζ) cos(ϕ) =

( ~MT, ~MS) the angle between the magnetic quantization axis of sample and tip
as defined in figure 2.9.
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Figure 2.8: Stoner model of spin-polarized tunneling between two magnetic elec-
trodes that exhibit (a) parallel and (b) antiparallel magnetization. In case of elastic
electron tunneling the spin state is conserved during tunneling; spin-up electrons
that tunnel out of the occupied states of the tip can only enter empty spin-up
states of the sample. In case of parallel magnetization the total tunnel current is
higher than in the case of antiparallel magnetization where both spin channels are
small.
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Figure 2.9: Schematic representation of an STM tip scanning over a magnetic
domain wall and the corresponding tunneling current. The contrast in the tunneling
current between the two magnetic domains depends on the angle between the
magnetic quantization axis of sample and tip (MT,MS) = cos(θ) = cos(ζ) cos(ϕ).
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One way to use the property of spin to measure the local magnetization of
the surface below the tip is through direct measurement of the tunneling current.
As can be seen from equation (2.29), the relative orientation of the quantization
axis of both electrodes influences the strength of the tunneling current. This
can be illustrated by the idealized model of a ferromagnetic domain wall that is
imaged in constant current mode as schematically depicted in figure 2.9. When
the tip is scanned over the dashed line the direction of the axis of magnetization
of the sample will change sign at the domain wall causing a step in the measured
value of the total tunnel current. A maximal contrast between the two magnetic
domains is attained in case the magnetic axis of the tip ~MT is aligned parallel
to the magnetic axis of the sample ~MS.

As mentioned in section (2.2.1) an STM that is being operated in constant
current mode is only sensitive to the energy integrated LDOS of the sample. In
addition, an SP-STM is also sensitive to the energy integrated local magneti-
zation DOS of the sample, as can be seen from equation (2.27). However, the
energy integrated LDOS of the sample ρ̃S always increases with the bias voltage
V whereas the energy integrated local magnetization DOS of the sample ~̃mS

may stay constant or even change sign. For this reason, the non-spin-polarized
tunneling current I0 is higher than the spin-polarized tunneling current Isp and
will thus dominate the total tunneling current, making a direct observation of
the magnetic contribution difficult. In light of this fundamental obstacle, the
model presented in figure 2.9 can be regarded as highly idealized and under
most conditions it will be impossible to directly observe the magnetic corruga-
tion from the tunneling current [35]. Although it is shown that it is possible to
reveal complex atomic-scale spin structures with ultimate magnetic resolution
in constant current mode SP-STM [32], it is unlikely that magnetic imaging of
the domains of ferromagnetic surfaces by constant current mode SP-STM will
play a major role in the future.

A way to overcome the limitations of constant current mode SP-STM and in
the process separate the topographic, electronic, and magnetic information is the
operation of an STM in spectroscopic mode, see section (2.2.2). Differentiation
of equation (2.27) with respect to the voltage V yields a conductance of [32]:

dI

dV
(~rT, V, θ) ∝ ρTρS(~rT, EF + eV ) + ~mT ~mS(~rT, EF + eV ). (2.30)

A comparison of equation (2.30) with equation (2.27) reveals the essential dif-
ference between the contrast mechanisms of the two modes of operation. The
constant current image is governed by the energy integrated quantities ρ̃S and
~̃mS , whereas the differential conductivity is directly proportional to the LDOS
ρS and local magnetization DOS ~mS of the sample at the energy EF + eV .
The bias voltage can be chosen to maximize the value of ~mS over ρS, thereby
achieving maximum contrast. Analog to equation (2.29), equation (2.30) can
by means of the definition of the polarization be rewritten in a somewhat more
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user friendly form as [33, 34]:

dI

dV
(~rT, V, θ) ∝ ρTρS(~rT, EF + eV )[1 + cos(θ)PTPS(~rT, EF + eV ))]. (2.31)

2.4 STM-Induced luminescence

Briefly after the invention of scanning tunneling microscopy it was realized the
STM tip can induce the emission of photons. If one would be able to detect and
analyze the emitted photons, the extreme spatial resolution of an STM can be
extended into the optical domain. In 1988, Gimzewski et al. [36] published the
first observation of light emission from an STM. Scanning tunneling microscope
induced light emission (STM-LE) is potentially capable of correlating surface
features with light emission induced by the tunneling current on an atomic scale.

2.4.1 Mechanisms of light emission

Electron or holes that are injected into a sample from the tip during the tunneling
process can generate the emission of photons from the tunnel junction. Sakurai
et al. [37] identified, depending upon the nature of the specimen probed, four
fundamental mechanisms of light emission:

• Tip-induced excitation of surface plasmons in metallic surfaces. The in
the metal injected electrons locally excite surface plasmons which subse-
quently may emit photons upon relaxation. The frequency of the emitted
photons is approximately equal to the resonance frequency of the sur-
face plasmon. The quantum efficiency of this process is ≈ 1 × 10−4

photons / injected electron.

• Electron-hole recombination in direct gap semiconducting surfaces. Mi-
nority carriers injected into a doped semiconductor recombine across the
band gap with the readily available majority carriers, emitting photons
with an energy equal to that of the band gap energy. The quantum effi-
ciency of this process is ≈ 1×10−4 photons / injected electron. However,
one should note that the process only results in a useful photon flux in
case the injected carriers are minority carriers; if majority carries are in-
jected, the small number of minority carriers available for recombination
will be a limiting factor. A second limitation is that the total tunneling
current, and thus the number of photons that are emitted, will be much
smaller on a semiconductor in comparison to a metal.

• Direct dipole transitions in general materials, e.g. the Si(001) surface. Di-
rect radiative transitions between the surface states of the tip and sample
can occur in certain materials. The probability of this process to occur is
relative small, with a quantum efficiency of ≈ 1×10−6 photons / injected
electron.
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(a) (b)

(c) (d)

Figure 2.10: Schematic representation of the four mechanisms of STM-induced
light emission [37]. (a) Nobel-metal surface. The plasmon mode is excited by
the tunneling electrons to higher energy. The tip induced surface plasmon (TISP)
decays radiatively. (b) III-V semiconductor surface. Photons with an energy equal
to that of the band gap are emitted. (c) Si(001) surface. Dipole transition from
the surface state of the tip to those of the sample provide light with an energy
equal to the difference of the two energy levels. (d) Organic molecule adsorbed on
the surface. Dipole transitions between the orbitals of the molecule produce light
with an energy of the molecular level spacing.

• Intramolecular radiative transitions in organic molecules. Carriers from
the tip can be directly injected into the molecular orbitals. Electronic
transitions to a lower energy state within the molecule generate photons
of energy equal to the molecular level spacing. The quantum efficiency of
this process is ≈ 1 × 10−4–1 × 10−5 photons / injected electron.

The four mechanisms of light emission are schematically illustrated in fig-
ure 2.10. In the light of the work done on the tungsten W(110) surface and of
future research on semiconductors, only the first two mechanisms are of interest
for the current study.
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2.4.2 Resolution limit

As mentioned above, the primary benefit of STM-LE over other luminescence
probe approaches is the extreme spatial resolution. that can be achieved by this
technique. The spatial resolution of STM-LE is determined by three primary
factors:

• STM tip radius. The size and shape of the apex of an STM tip determines
the diameter of the “beam” of tunneling electrons. Since luminescence
will primarily originate from within the region that is directly illuminated
by the tunneling electrons, a sharper tip which results in a more narrow
electron beam will subsequently result in more localized luminescence.
As atomic resolution is routinely achieved in STM, indicating that the
electron beam is, as explained in section (2.1.3), in the angstrom range,
a similar resolution can be expected in STM-LE.

• Diffusion of the injected carriers. The area of the luminescent region will
be determined by the length scale over which the injected carriers can
diffuse before recombining. In contrast to other injection approaches, a
tunneling electron beam is due to the low-injection energies of the carriers,
typical 0–5 eV, a suitable means of inducing luminescence on a nanometer
scale; the low injection energy will miniaturize the excitation regions or
generation volumes [38, 39].

• Drift limitations of the STM. Due to low quantum efficiencies of the
tunneling luminescence process of typically ≈ 10−4 photons / injected
carriers, long acquisition times are required to achieve a reasonable signal
to noise ratio. Thermal drifting of the sample during the acquisition time
will limit the resolution that can be achieved. In order to reduce the drift
to a minimum and attain maximum resolution, STM-LE measurements
should be preformed a ultra low temperatures.

In recent years, STM-LE with sub- and nanometer spatial resolution has been
achieved at metal [40, 41], semiconductor [42–44], and absorbate covered sur-
faces [45, 46].

2.4.3 Imaging of magnetic structures

In the 1990s, it was reported that the by a STM tip induced photons emitted
from a tunnel junction that included a ferromagnetic material had an unex-
pected circular polarization [47, 48]. As it turned out, the degree of circular
polarization of the emitted photons could be related to the direction of the
magnetization of the sample. Thus measurement of the polarization the STM-
induced luminescence introduces the ability to probe magnetic materials with
nanometer resolution; the spin polarization of the electrons tunneling from a
ferromagnet can be determined by means of the degree of circular polarization
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of the luminescence [49]. That this is experimentally feasible has been demon-
strated in the case of electrons tunneling from magnetic Ni [50] and Fe [51] tips
into III-V semiconductors and in case of tunneling from a W tip into a Co(1000)
surface [48].
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Chapter 3

Planned experiment

A sample system that exhibits interesting magnetic properties is a tungsten
W(110) surface covered with a thin film of iron (Fe). The magnetic properties
of this sample have been intensively studied, e.g. [52–56]. As it turned out, the
magnetic properties of such a sample system are ideal for demonstrating and
characterizing spin-polarized tunneling. In this chapter the magnetic properties
of the Fe / W(110) surface are examined and the outline of the experiment
that was chosen to demonstrate the upgrade from a conventional STM to an
SP-STM is given.

The sample-tip system under investigation in the current study consists of
a slightly miscut W(110) crystal covered with 1–2 monolayers (ML) of Fe. The
slight miscut results in flat terraces of approximately 7 nm wide. The thin layer
of Fe was grown on the W(110) surface at room temperature and subsequently
annealed to a substrate temperature of approximately 550 K. The post annealing
of the substrate leads to so-called step flow growth in which, due to the high
mobility of the Fe adatoms, the formation of critical nuclei on the middle of
the terrace is avoided. Instead, the Fe adatoms settle on the step edges which
are the adsorption sites that are energetically the most favorable. At coverages
below 1 ML, the Fe will grow pseudomorphically on the W(110) surface [57],
resulting in the surface being decorated with parallel monolayers of Fe which can
be considered as nanowires. Upon completion of the first Fe layer, nanowires
with a thickness of 2 ML begin to grow resulting in the sample surface being
covered with alternating mono/doublelayer Fe nanowires, see figure 3.1a.

Well documented measurements on this particular sample system were done
by [16]. In contrast to these measurements, the current investigation uses an
Fe coated tungsten tip instead of a gadolinium (Gd) coated tungsten tip. An
Fe coated tip differs from a Gd coated tip with respect to the orientation of
its magnetic axis; an Fe coated tip will exhibit an in-plane magnetization axis,
see section (7.3), whereas a Gd coated tip are expected to have an out-of-
plane magnetization axis. Although the difference in tips will result in different
dI/dV -spectra and contrasts, the measurements done on the sample system
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Figure 3.1: 1.5 ML of Fe on a slightly miscut W(110) crystal as measured by [16].
(a) Step flow growth results in alternating double- and monolayer nanowires. (b)
With a Gd coated tip, three distinct dI/dV -spectra can be distinguished. (c)
dI/dV -map of the surface at a voltage of 690 mV. The monolayer nanowires are
dark whereas the doublelayer nanowires are respectively white and gray for parallel
and anti-parallel magnetization. (d) A shift in contrast is observed when a voltage
of 400 mV is applied; the monolayer nanowires are now bright.

with a Gd tip as performed by [16] will be explained below in more detail to
further illustrate the concept of spin-polarized tunneling and gain more insight
in the planned experiment.

The results of spin-polarized measurements on a Fe covered tungsten W(110)
surface with a Gd covered tip as obtained by [16] are summarized in figure 3.1.
In figure 3.1a, a cross section of a topographic image (inset) of a W(110) crys-
tal covered with approximately 1.5 ML of Fe is shown. As can be seen, the
Fe film has been grown in step flow mode which results in alternating double-
and monolayer Fe nanowires. The double- and monolayer nanowires can be
distinguished by I–V spectroscopy as can be seen in figure 3.1b which shows
three distinct spectra. Since the measurements where done with a Gd coated
tungsten tip of which it is known that it will possess an out-of-plane magnetiza-
tion axis, see section (7.3), it can be deduced from the I–V spectroscopy that
the doublelayer nanowires exhibit a magnetic axis that lies out-of-plane, where
as the magnetic axis of the monolayer nanowires lies in-plane. The highest dif-
ference between the three spectra is obtained at a bias voltage of 690 mV. At
this voltage the white parts of figure 3.1c represent the doublelayer nanowires
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of Fe that have their magnetic axis parallel to the magnetic axis of the tip. The
gray areas also represent doublelayer nanowires, but with the difference that in
this case the magnetic axis is anti-parallel to that of the tip. The third con-
trast is formed by the dark areas which represent the monolayer Fe nanowires
which have an in-plane magnetization. Since the magnetic axis of the tip is
out-of-plane, all the monolayer Fe nanowires look the same regardless the di-
rection of their magnetic axis. Consequently, there is noway of determining the
direction of the magnetic axis of the monolayer nanowires with a Gd coated tip.
Figure 3.1d clearly demonstrates that in case the bias voltage is changed from
690 mV to 400 mV the contrast flips as predicted by the spectra of figure 3.1b.

The high contrast in the dI/dV images between areas with different di-
rection of magnetization make this an ideal experiment to demonstrate spin-
polarized tunneling in an STM. In light of this, the aim of the current report
is the replication of this experiment, with the difference that the Gd coated
tungsten tip is substituted for a Fe coated tungsten tip, to demonstrate that
an in house STM can be upgraded to an SP-STM. To achieve this goal several
“building blocks” are required. The first building block is obviously a scanning
tunneling microscope. The STM that will undergo the upgrade to an SP-STM
is the in house Omicron low temperature. The low temperature capabilities of
this STM are required to lower the temperature below the Curie temperature,
Tc=225 K [58], of the monolayer nanowires.

In chapter 4, this STM is examined in detail. The second building block
is the ability to deposit controlled quantities of ferromagnetic material on both
the W(110) surface and the tips. Chapter 5 deals with this issue. The third
building block of the planned experiment is attaining a W(110) crystal with a
clean surface. To thoroughly clean the W(110) surface a high temperature oven
has been designed and build in house. In chapter 6, the high temperature oven
and the cleaning procedure that has been developed is presented. The fourth
and final building block consists of magnetic tips. The preparation of such tips
is addressed in chapter 7.
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Chapter 4

Scanning tunneling microscope

The STM that is being upgraded to an SP-STM will be described in detail
in this chapter. The STM in question is a commercially available Omicron
low temperature STM and is schematically depicted in figure 4.1. This figure
shows the STM without its additions such as: the high temperature oven, the
evaporators, the vertical manipulator and the sputter gun. The most prominent
feature in the figure is the big upright standing vacuum vessel that houses: the
actual STM, an ion getter pump, a pressure meter, titanium evaporators, a
carousel with six slots for storage of sampled and tips, and a cryostat that can
be used to cool the STM to low temperatures.

Cooling of the STM to low temperatures is, due to reduction of thermal
broadening of the local density of states, key to enhancement of spectroscopic
details. In addition, cooling of the STM results in the inherent advantages
of reduced surface mobility and minimized thermal drift. Furthermore, cooling
below a sample’s Curie temperature is required if one wants to study its magnetic
properties. For these purposes the STM is equipped with a cryostat that consists
of two separate compartments; an outer compartment that can be filled with
liquid nitrogen and an inner compartment that can be filled with either liquid
nitrogen or liquid helium. In case both compartments are filled with liquid
helium the STM can be operated at a temperature of 77 K, while a operating
temperature of 5 K can be reached in case the inner compartment is filled with
liquid helium instead of liquid nitrogen.

In order to maintain UHV-conditions in the STM compartment, the com-
partment is equipped with an ion getter pump, which is a vacuum pump that
works by ionizing the residual gases in the vacuum so that they can be adsorbed
on a titanium layer on the walls of the pump. Because an ion getter pomp does
not have any moving parts it can, in contrast to a rotary turbo pump, be used
during measurements. However, an ion getter pump can only be operated below
pressures of 1×10−5 mbar and a turbo pump will still be needed to achieve this
pressure. To further lower the pressure, both the STM compartment and the
preparation compartment are equipped with titanium evaporators with which
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Figure 4.1: Drawing of the Omicron low temperature STM. Although not shown
the evaporators, the developed high temperature oven, the sputter gun, and the
vertical manipulator can be mounted on ports in the preparation chamber.

a thin layer of titanium can be deposited on the walls of the compartment.
The titanium layer has a high sticking coefficient and will thus trap residual
molecules or atoms on its surface.

The preparation compartment, so-called because in this compartment prepa-
ration of the tips and sample takes place, is also equipped with an ion getter
pump. In addition it is, by a closable valve, directly connected to a turbo pump.
In figure 4.1, it can be seen that the preparation compartment is equipped with
a horizontal manipulator that can be used to move samples and tips to and
from the STM compartment. In addition this manipulator is used to move
around the samples and tips to and from the various positions in the prepara-
tion compartment where they undergo preparation. In the preparation chamber
samples and tips can be stored under UHV-conditions, the W(110) crystal can
be cleaned in the high temperature oven, thin layers of film can be deposited
by the evaporators, and tips can be prepared.



31

For the purpose of tip preparation the preparation compartment is equipped
with an oven capable of heating the tip and its holder to approximately 1200 K,
an apparatus for separately glowing the tip up to approximately 1700 K installed
on a vertical manipulator, and an argon sputter gun for additional cleaning of
the tips. In addition an apparatus with which the field emission of the tip, and
thus the geometry of the tip it self, can be characterized is installed on the
vertical manipulator in the preparation compartment. This vertical manipulator
is also equipped with three “parking lots” in which samples and tips can stored.

The high temperature oven developed for cleaning the W(110) crystal is
installed on a top side port (not shown in figure 4.1) in such a way that it can
be retracted and thus does not hinder transport to and from the STM. In the
original Omicron design a place for the three evaporates is allocated on three
ports on the bottom/side of the preparation chamber. Due to the extreme
positions through which the sample has to be maneuvered, which frequently
resulted in the sample falling out of the slot, the evaporator (not shown in
figure 4.1) that required the most extreme maneuvering of the sample was
moved to a topside port.

The preparation compartment is, by means of a closable valve, connected
to the load-lock compartment. The load-lock compartment can be separately
pumped by the turbo pump and allows for loading and unloading of samples
and tips into and out of the preparation compartment.
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Chapter 5

Thin film depositing

As mentioned in chapter 3, the first step toward the realization of spin polarized
tunneling is achieving the ability to deposit controlled quantities of ferromag-
netic material on both sample and tip. For this purpose the Omicron LT-STM
system is equipped with three Omicron EFM3 evaporators. At this time, only
two of these evaporators are used in order to deposit ferromagnetic layers of
iron (Fe) and chromium (Cr) on samples and tips. The method of calibration
of these evaporators is explained in detail in the following section.

5.1 Evaporator calibration

To have control over the rate of deposition of ferromagnetic material these two
evaporators have to be calibrated. In figure 5.1, the approach of calibration is
schematically depicted. Two glass plates are clamped in a for this purpose spe-
cially developed sample holder in such a way that the top plate partially covers
the bottom plate. Subsequently, the ferromagnetic material is deposited on top
of the sample holder under ultra high vacuum (UHV) conditions. During the
deposition, the flux of ferromagnetic material, measured by an in the evaporator
integrated flux gauge, is kept constant over a specified time interval by means
of a human feedback loop. The particle flux measured by the flux gauge is a
measure of the number of charged particles in the total particle flux. One should
note, that the ratio of charge particles to the total particles can and most likely
will be different in case of different evaporant materials. After an deposit cycle,
the top glass plate is removed under ambient conditions, leaving a ferromag-
netic Heaviside profile on the bottom plate. This step profile of ferromagnetic
material is subsequently investigated by means of an atomic force microscope
(AFM).

In figure 5.2, an AFM image of a typical Heaviside profile of ferromagnetic
material, in this case Fe, is depicted. From a large quantity of such images
it proofed possible to extract a height profile as function of distance from the
center of the deposited spot of ferromagnetic material, see figure 5.3. As can
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(b)

(a) (c)

Figure 5.1: Principle of evaporator calibration. (a) Schematic representation of
the for this purpose specially developed sample holder with two clamped glass
plates. (b) Side view of the two glass plates after deposition of the ferromagnetic
material (dark gray layers). (c) The Heaviside profile of ferromagnetic material
left on the bottom glass plate after removal of the top glass plate.

Figure 5.2: A typical Heaviside profile of ferromagnetic material left on the bottom
glass plate measured with an AFM under ambient conditions.
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be seen the spot was found to have a broad flat top, approximately 70 mm,
and steep edges at its outer radius, which is ideal for depositing controlled
quantities of ferromagnetic material on a sample or tip. The spot profile found
is in excellent agreement with the in the EFM3 evaporator manual [59] specified
spot profile.

In order to determine the rate of evaporation of the evaporators used the
step height of the deposited ferromagnetic material has been determined for
several times of depositing. The result of these measurements are presented
in figure 5.4, which shows the step height of Fe and Cr in monolayers (ML)
as a function of the depositing time. The Fe evaporated proofed to have a
deposit rate of 0.74 ML min−1 at a flux of 10.5 nA whereas the Cr evaporator
has a deposit rate of 0.30 ML min−1 at a flux of 100 nA as measured by the flux
gauge. This result clearly illustrates that the ratio of charged particles to the
total particles is different for Fe and Cr; the Cr evaporant produces a particle
flux in which the ratio of charged particles to the total particles is approximately
25 times higher than in the case of Fe. In table 5.1 the calibration settings, the
dimensions of the evaporation rods, and the deposit rates are given for both the
Fe and Cr evaporator.

During the calibration of the Cr evaporator it was found that an oxygen
pressure of approximately 5×10−7 mbar in combination with elevated temper-
atures will result in the formation of an chromium oxide layer. This chromium
oxide layer subsequently results in an erratic behavior of the produced particle
flux. Therefore, great care has to be taken to ensure that the evaporators are
not used in an oxygen atmosphere. Since an oxygen atmosphere is required
during operation of the high temperature oven, section (6.3), the evaporates
should be cooled in order to prevent elevated temperatures in the evaporator
and thereby the formation of oxide layers. Furthermore, it was observed that
although the Cr evaporation rod has similar dimensions as the Fe evaporation
rod it is much faster evaporated in totality. The calibration method above found
that the evaporated material is not being deposited on the sample, or at least is
not sticking to the sample. Further investigation is needed to shed some light
on this observation. Since for the planned experiment only the Fe evaporator is
needed, this is not done within the time frame of the current thesis.

Table 5.1: Overview of the calibration parameters of the evaporators: the dimensions
of the evaporation rods, the particle flux at which the evaporator is calibrated, and the
obtained deposit rates in monolayers per minute.

Evaporator Shape Thickness (mm) Flux (nA) Deposit rate (MLmin−1)

Fe circular 2 10.5 0.74
Cr square 2 100 0.30
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Figure 5.3: Height of a typical spot of deposited ferromagnetic material (Fe) as a
function of distance from the center. The spot has a broad flat top with a diameter
of ≈ 70 mm. At the edges of the spot, the height of deposited ferromagnetic
material as a function of the radius falls of steeply.
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Figure 5.4: Measured step height and the standard deviation (vertical bars) in
monolayers as a function of depositing time for Fe and Cr.
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(a) (b)

Figure 5.5: 80×80 nm STM images of Fe grown on the W(110) surface. (a)
≈ 0.5 ML Fe grown at room temperature. Individual islands of Fe can be seen,
indicating that step flow growth did not take place. (b) ≈ 1.5 ML Fe grown on
the W(110) surface with post annealing of the sample to 550 K for 4 minutes. No
individual Fe islands are visible indicating that step flow growth did take place.

5.2 Step flow growth

As explained in chapter 3, the planned experiment requires step flow growth of
Fe on the W(110) surface. Such growth can be achieved by growing the Fe film
at room temperature and subsequently post annealing of the W(110) surface
to a temperature of approximately 550 K for 4 minutes [60]. In figure 5.5(a),
an STM measurement performed on a by ≈ 0.5 ML Fe covered W(110) surface
grown at room temperature is shown. Individual islands of Fe can be seen,
indicating that step flow growth did not take place. In figure 5.5b, an STM
measurement performed on a by ≈ 1.5 ML Fe covered W(110) surface which
has been post annealed to approximately 550 K for 4 minutes is shown. As can
be seen, there are no individual Fe islands on the surface from which it can be
concluded that step flow growth did indeed take place.





39

Chapter 6

High temperature oven

In order to clean the W(110) surface on which the thin film of Fe will be
deposited a high temperature oven capable of sustained heating of the W(110)
crystal up to ≈ 1700 K and flashing up to ≈ 2500 K was designed, build and
tested in house. In figure 6.1, the final design of the high temperature oven is
depicted.

6.1 Materials

As can be seen in the explosion view of figure 6.1b, the high temperature oven
consists of numerous parts of which most are made out of materials chosen for
their high melting point. First of all, the white spacers which electrically isolate
the different parts of the oven, are made out of aluminum oxide (Al2O3) that
has a melting point of ≈ 2300 K. The spacers were ordered from a specialized
firm [61] and did in their original form not fit into the design of the high temper-
ature oven. The required alternations to the spacers where done by application
of a diamond drill. Since Al2O3 is an extremely hard material, this proofed to
be very time consuming and painstakingly work.

The sample holder and the bolts that run through the entire oven and
thereby form the backbone of the oven are made out of molybdenum, which
has a melting point of ≈ 2900 K. Since molybdenum is a hard material and
consequently difficult to manipulate, these molybdenum parts were ordered to
be custom build by a specialized firm [62]. In order to avoid the bolts fusing
together with the nuts at the elevated temperature that are reached in the oven,
the material out of which the nuts where made was chosen to be tantalum, which
has a melting point of ≈ 3300 K. As in the case of the molybdenum bolts, the
tantalum nuts were ordered to be custom made by a specialized firm [62]. In
addition to the tantalum nuts, the tantalum heat shielding was also custom
made.

The last part that needed to be custom made [63] was the sapphire block
through which the molybdenum and stainless steel bolts run. Sapphire was
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Figure 6.1: 3D-rendering of the
in house developed high temperature
oven. (a) Final assembly of the oven
and (b) explosion view in which it is
indicated of which material the vari-
ous parts are made.
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chosen as a material for this part because it is an electrical isolator and has a
melting point of ≈ 2300 K. The remainder of the parts were all made in the in
house workshop. To conclude the material review; the filament was made out of
a tungsten wire with an 1% thorium contamination instead of a pure tungsten
wire. The thorium dopants lower the work function of the tungsten resulting in
an increase in the number of electrons emmitted.

6.2 Operational principle

The developed high temperature oven can be classified as an electron-beam
heater; electrons, generated by directing a current through a filament, are forced
by a high electric field to the sample on which they impact with high energy
thereby heating the sample.

The high electrical field that drives the electrons from the filament to the
sample and sample holder is generated by application of a high potential, in this
case +2 kV, to the sample holder. Electrically isolating the sample holder from
the rest of the high temperature oven proofed to be a daunting task. First of all,
to maximize the number of electrons that impact on the sample, the design of
the high temperature oven called for a minimalization of the distance between
filament and sample. Since this leaves no room for elaborate constructions
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that reliably electrically isolate the various parts of the oven, only thin isolating
spacers were used. Due to thermal expansion of the various parts and the
fact that they are in very close proximity to each other, it proofed difficult
to avoid spark overs. Secondly, the addition of a triode to the design of the
high temperature oven introduced an other element that has to be electrically
isolated from the other parts. The triode consists of a tantalum plate in which
a square hole is cut. By application of a negative potential to this plate, in this
case -300 V, the electron beam that is directed to the sample and sample holder
is squeezed resulting in the electrons being focused on the sample thereby more
locally heating the sample instead of the sample holder. Although it was a
daunting and by times frustrating task, it proofed possible to avoid spark overs
by placing customized isolating spacers at the right spots.

A heat shield is placed above the filament in order to shield the top part of
the oven where all the wire connections are. In order to maximize the number
of electrons impacting on the sample, the high temperature oven was designed
in such a way that the heat shield is in electrical contact with the triode plate,
subsequently repelling the electrons and directing them to the hole of the triode
plate.

With this high temperature oven design it proofed to be possible to deposit
400 W onto the sample thereby flashing it to ≈ 2500 K, which can be considered
as a remarkable feature since this power is transmitted in a free electron beam
under ultra high vacuum conditions.

6.3 W(110) cleaning procedure

The surface of a tungsten single-crystal of standard purity is, even after me-
chanical and chemical polishing, covered with impurities which predominantly
consist of carbon and oxygen [64]. The impurities are not restricted to the
surface of the W(110) crystal, but are adsorped into the bulk material [65, 66].
In order to remove these impurities from the W(110) crystal and obtain a clear
surface the high temperature oven, described in detail in the previous sections,
is employed.

The most effective method to remove the carbon contamination from the
outermost layer and simultaneously deplete the surface region of carbon impu-
rities is heating the tungsten crystal in an oxygen atmosphere [67, 68]. The
oxygen present will react with the carbon adsorped on the surface to form CO-
species which, at high enough temperatures, will be evaporated. The removal of
the carbon from the outermost layer results in carbon segregation to the surface
were the carbon will oxidize to form CO ad C02 which are subsequently removed
by evaporation. After this carbon depletion treatment there will still be oxygen
present at the surface. This oxygen contamination can be removed by flashing
the W(110) crystal under UHV-conditions to temperatures in excess of 2500 K.
Repetitive cleaning cycles of the carbon depletion treatment followed by oxygen
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Table 6.1: Overview of the W(110) cleaning procedure. The cleaning procedure is
divided into three stages. The first stage serves as a bakeout in case the oven has
been exposed to ambient conditions. The second stage removes the worst carbon
contaminants and is followed by a third stage that should be repeated several times to
ensure that the W(110) crystal is as clean as possible.

Mode Time Pressure Temp. Input power

Continues1 one day UHV 50 W5

Continues2 several hours 1×10−6 mbar O2 1500 K 120 W6

Flashing3 10 sec. 20–30× UHV 2500 K 250 W6

Continues4 1
2 hour 1×10−7 mbar O2 1500 K 120 W6

Flashing4 10 sec. 20–30× UHV 2500 K 250 W6

1 The first stage serves as a bakeout in case the oven has been exposed to ambient
conditions. This step can be done without a W(110) crystal inserted.

2 Be mindful that in case of the pressure rising above approximately 5×10
−6 mbar spark

overs will frequently occur. When most carbon contaminants are removed the pressure
should decrease slowly.

3 When flashing the W(110) sample holder be careful not to let the pressure rise above
5× 10

−6 mbar in order to avoid spark overs. In case of good pressure the duration and
wattage of the flashing can be increased.

4 This stage should be repeated several times. After each cycle the pressure should show
a decrease in comparison with the previous cycle, indicating that the cleanliness of the
W(110) crystal is increased.

5 Wattage of the filament.
6 Wattage deposited on the W(110) sample holder.

removal are necessary to attain a clean W(110) surface. In table 6.3, an overview
of the W(110) cleaning procedure is given. A more thorough description of the
W(110) cleaning procedure can be found in the literature [64].

In figure 6.2, STM images of the W(110) surface accompanied by a charac-
teristic I–V spectrum of the imaged surface are presented. As can be seen in
figure 6.2a, sustained heating of the crystal up to T ≈ 1000 K yields a surface
that is far from clean. In addition to big clumps of contaminants, single ad-
sorbates are visible. The characteristic I–V spectrum spectrum for this image
clearly shows a band gap, indicating the presence of an oxide layer. After sus-
tained heating of the crystal up to T ≈ 1700 K the big clumps of contaminants
are gone. However, the inset of figure 6.2b shows that there are still single
adsorbates present. The characteristic I–V spectrum spectrum does not show
a band gap as in the case of sustained heating up to T ≈ 1000 K, but instead
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(a) (b) (c)

Figure 6.2: STM images of the W(110) surface and a characteristic I–V spectrum
at three different stages in the cleaning process. (a) Sustained heating up to
T ≈ 1000 K. Big clumps of contaminations and single adsorbates are visible while
the I–V spectra show a band gap, indicating the presence of an oxide layer. (b)
Sustained heating up to T ≈ 1700 K. Single adsorbates are still present on the
surface. Some of the I–V spectra show metallic behavior. (c) Repeated flashing
up to T ≈ 2500 K. The surface is clean without any visible adsorbates and the I–V
spectra show metallic behavior for the entire surface.

shows metallic behavior. It should be noted that not all spots on the sur-
face showed this metallic I–V behavior, indicating that an oxide layer is still
partially covering the surface. After the last step of the cleaning process, which
consisted of flashing the sample up to T ≈ 2500 K, a clean surface W(110) is
obtained. As can be seen in figure 6.2c and its inset, the single adsorbates are
gone while the I–V spectrum was found to show metallic behavior for all spots
on the surface. 4
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Chapter 7

Tip preparation

In order to reproducibly make a sharp non-spin sensitive STM-tip of high quality,
an etching procedure, described by various authors e.g. [69–71], is used. This
etching procedure, described in detail in section (7.1), is taken as the starting
point for the creation of spin sensitive STM-tips. Upon successful completion of
the etching procedure, the newly formed tips are introduced into the preparation-
chamber of the Omicron LT-STM where they will undergo further preparation.
After the in situ preparation steps, described in detail in section (7.2), the tips
will be ready for use in conventional non-spin-polarized STM. In order to make
the tips spin-sensitive and thus ready for use in spin-polarized STM, a small
modification to the standard etching procedure is needed. Furthermore, thin
layers of ferromagnetic material have to be evaporated on the tip to make it
magnetic. These two processes are described in detail in section (7.3)

7.1 Etching

The tips are made of a 99.97% pure poly-crystaline tungsten (W) wire with a
diameter of 0.25 mm. A short piece of this wire is fixated in a tip-holder in
such a way that approximately 4 mm of the wire is extended. After a thorough
cleaning of the tip-holder and the extended tungsten wire in an ultrasonic bath,
the wire is etched in a 2.0 molar KOH solution. To this end, approximately 2 mm
of the extended tungsten wire is submerged in the etchant. A positive voltage
of 6.30 V is applied between the tip-wire and a platinum-iridium (90% / 10%)
spiral that serves as a counter electrode, see figure 7.1. In the reaction that
subsequently takes place:

W (s) + 2OH−(aq) + 2H2O(l) →WO2−
4 (aq) + 3H2(g) (7.1)

the tungsten is dissolved. To ensure that the H2(g) bubbles which are produced
at the platinum-iridium anode do not disturb the etching process, the beaker-
glass in which the etching is performed consists of two compartments that are
partially separated by a vertical glass plate in the middle, see figure 7.1. After
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Figure 7.1: Schematic representa-
tion of the setup used for etching the
tips. A positive voltage is applied to
the tip holder and its extended tung-
sten wire. The submerged tungsten
wire is separated by a vertical glass
plate from a platinum-iridium spiral
that serves as a counter electrode. As
an etchant a 2.0 molar KOH solution
is used. To ensure that after break-
age of the tungsten wire the newly
formed tip is not etched blunt, an au-
tomatic switch is.

(a) (b)

Figure 7.2: Scanning electron microscope image of etched STM-tips. (a) Etched
tip at 200× magnification. (b) 10000× magnification of the apex of the same tip.
The diameter of the apex is found to be at least smaller than 100 nm.
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the reaction products have dissolved into the etchant they sink down, a process
that can be observed due the local change of the solution’s refractive index
along the reaction products’ path. In case the tungsten wire is placed vertically
in the etchant, the reaction products will sink down the wire and partially shield
the wire from etching. At the point where the tungsten wire penetrates the
surface of the etching solution a meniscus, which plays a key role in the etching
procedure and is very sensitive to surface contaminations and vibrations, will
form. At the meniscus the shielding of the tungsten wire by the already dissolved
reaction products is lowest, resulting in the highest etching rate at this point.
The high etching rate at the meniscus may cause a pulling of the meniscus and
it’s subsequent collapse during the final stage of etching. In order to avoid the
collapse of the meniscus, the etching process is interrupted at approximately
three quarters of the process. The tip is taken out and put back into the
etching solution yielding a new meniscus that will remain stable to the end of
the etching process. During the final stage of the etching process the tungsten
wire will abruptly break at its thinnest place leaving a sharp tip that can be used
in STM. To ensure that the newly formed tip is not etched blunt after breakage
of the tungsten wire, a fast automatic switch terminates the voltage when the
current falls below a preset threshold.

In figure 7.2, a scanning electron microscope (SEM) image of a tip that was
prepared by the etching technique described above is depicted. As can be seen,
the etching procedure results in a very sharp tip with an apex diameter that
is smaller than 100 nm. After a quick inspection by means of a microscope to
determine if the etching process was completed successfully, the tip is placed in
a tip-holder and introduced into the preparation-chamber of the STM where it
will be further sharpened and prepared for use.

7.2 In situ preparation

Once the freshly etched tips are introduced into the preparation chamber of
the STM, the first performed action is heating the tip and its holder up to
approximately 550 K. By baking the tip and its holder, possible contaminants
such as water and organic sediments will evaporate and be pumped away. In
this way, contamination of the STM chamber by a possibly dirty tip-holder can
be reduced to a minimum.

After baking the tip and its holder, the oxide layer on the tip is removed by
heating the tip separately. For this, the tip is brought in ohmic contact with a
sharp conducting plate as schematically depicted in figure 7.3a. Since the con-
tact between the two is a localized point contact with a relative high electrical
resistance, directing a current through it will locally heat up the tip while the
holder will remain at relative low temperature. The tip will glow orange, indi-
cating that the temperature is about 1200–1400 K. At this temperature most
of the oxide layer will be removed. In case a conventional non-spin sensitive tip
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(a) (b)

Figure 7.3: Schematic representation of two steps in tip preparation process. (a)
Heating of the tip by directing a current through a point contact between a thin
metal plate and the tip. (b) Characterization of the tip by means of field emission.
Application of a high enough voltage between the half sphere and the tip will
generate a current that is characteristic for the diameter of the tip’s apex.

is pursued, the tip is kept at this temperature for approximately 20 minutes. In
addition to removal of the bulk of the oxide layer on the tip, the tip is further
sharpened by this treatment [69, 72, 73].

After the glowing of the tip, the tip is bombarded with argon ions (Ar+)
for approximately 20 minutes. The argon bombardment further cleans and
mechanically stabilizes the tip without changing its tip radius to much.

In order to get a good indication of the quality of the tip apex before loading
the tip into the STM-chamber, the tip is brought in close proximity to a half steel
sphere, see figure 7.3b, to which a positive voltage is applied. This will create
a strong electric field around the apex of the tip. The high electric field will
force electrons to be emitted from the apex, generating a current. The voltage
necessary for creating this current, the so-called field emission voltage [73], is a
measure of the radius of the tip apex; sharp tips will emit electrons at relative low
applied voltages, whereas a tip with a round apex will require the application
of a much higher voltage to achieve the same current. In the field emission
setup of the Omicron low temperature STM, the distance between the half steel
sphere and the tip cannot be controlled precisely. Therefore, only a qualitative
indication of the sharpness of the tip can be obtained. Typically, 1 mA current
will flow at an applied voltage of several hundreds volts. If the onset of the field
emission is not found below an applied voltage of 2 kV, the tip is most likely
broken or very blunt. Furthermore, if the emission current is fluctuating wildly,
the tip is most likely to be very unstable. In both case the tip is discarded.
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7.3 Magnetic tips

In order to gain magnetic sensitivity with the in house Omicron low tempera-
ture STM, or more generally in any STM, a magnetic tip is needed. A magnetic
tip can be obtained in several ways. Obviously, the simplest approach is us-
ing bulk ferromagnetic tips. The problem encountered in this approach are
the strong stray fields that are generated by the bulk ferromagnetic material.
These stray fields give rise to dipolar interaction between the tip and sam-
ple, potentially modifying or destroying the sample’s intrinsic domain structure.
This problem can be solved by either using bulk anti-ferromagnetic tips or non-
magnetic tips covered with a thin film of (anti)-ferromagnetic material [74].
The former approach has the advantage of a total absence of any macroscopic
dipolar stray field. However, since the magnetization direction in bulk anti-
ferromagnetic tips will be solely governed by the shape anisotropy of the tip,
bulk anti-ferromagnetic tips do not allow for adjustment of their magnetization
direction. Adjustment of the magnetization direction is possible if, instead of
a bulk anti-ferromagnetic tip, a bulk non-magnetic tip that is covered with a
thin magnetic film is used. In contrast to the bulk anti-ferromagnetic tips, the
magnetization direction of the tip can be adjusted by an externally applied mag-
netic field or choosing an appropriate film material and thickness [16, 75]. For
example, on a tungsten tip with an apex diameter in the order of 1µm, the
following magnetization directions are observed:

• 3–10 ML Fe, in-plane magnetization.

• 7–9 ML Gd, out-of-plane magnetization (sometimes in-plane).

• 10-15 ML Gd90Fe10, out-of-plane magnetization.

• 25-45 ML Cr, out-of-plane magnetization.

The fact that the direction of magnetization can differ for different film materials
and thickness can, at least qualitatively, be understood. Two anisotropy terms
have to be considered: the shape anisotropy which arises due to the pointed
shape of the tip, and the surface and interface anisotropy of the thin film. The
former will always try to force the magnetization along the tip axis whereas the
latter is material and thickness dependent and can be tuned to either overcome
or enhance the effect of the shape anisotropy. In case a tip with a relatively large
apex is used, e.g. 1µm, the influence of the surface and interface anisotropy
of the thin film on the magnetization direction can be considered the same
as that of an equivalent film on a flat substrate. Since a lot of investigation
was done on the direction of magnetization of thin films on flat substrates, a
suitable ferromagnetic material with which to cover the tip can be selected from
literature. Another advantage of such blunt tips is that they greatly increase the
change of successfully generating magnetic tips. It is reported in literature that
in case sharp tips are used as the starting point for the creation of magnetic
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tips, the magnetic material will be frequently lost during the approach [74].
Furthermore, such tip would not nearly exhibit the stability of blunt tips.

In the current study a tungsten tip covered with a thin film of 3–10 ML Fe
is used to demonstrate spin-polarized tunneling. As in the experiment of [16],
it is opted to use a tip that has an apex diameter of approximately 1µm. The
common approach to generate such blunt tips is by in situ heating of a sharp
tips to 2200 K [74, 16, 76]. The heating of a tungsten tip to this temperature
results in melting of its apex, which consequently results in an increase of its
apex diameter to ≈ 1µm. This procedure has the advantage that any adsorbates
that maybe present on the tip, which typically reduce the spin-polarization and
will have an negative influence on the signal-to-noise ratio, are removed from the
tip leaving a clean surface on which the magnetic thin film can be deposited.
Several ways of heating the tip up to 2200 K in the in house Omicron low
temperature STM have been tried:

• Heating of the tip by directing a current through a ohmic point contact.
This is the same approach which is normally used to clean sharp tips,
as explained in section (7.2), but with a higher current. It was found
that this approach frequently resulted in breakage of the tip at the point
contact. Furthermore, SEM images of tips that did survive the heating
process show that the tip is still sharp and melting of the apex did not
take place, see figure 7.4a.

• Heating of the tip by use of field emission setup. In this approach the
field emission setup, which is normally used to characterize the tip as
explained in section (7.2), is used to generate a spark over between the
tip and the half metal sphere. For a brief moment during the spark over,
a high current will flow through the apex of the tip subsequently resulting
in its melting. However, as can be seen in figure 7.4b, this procedure
resulted in tips that are far to blunt for use in STM. Moreover, the result
proofed not to be reproducible.

• Heating of the tip by use of the high temperature oven. In this approach
the tip is inserted into the high temperature oven and subsequently heated.
The problem encountered in this approach is that the tip could not be
heated enough without melting of its holder. Furthermore, the magnets
present on the tip-holder, essential for keeping the tip in its holder during
transport, were heated above their Curie temperature and subsequently
failed to function. In figure 7.4c, the apex of a tip of which its holder was
molten is depicted. As can be seen the tip is still sharp and melting of
the apex did not take place.

All these methods of in situ cleaning of the tip proofed to be unsuccessful.
Therefore, the next best approach was used: etching a blunt tip with an apex
diameter of ≈ 500 nm and subsequently in situ heating it to ≈ 1700 K by means
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(a) (b)

(c) (d)

Figure 7.4: SEM images of the tip apex after various tip preparation procedures.
(a) Glowing of the tip by means of a ohmic point contact. The diameter of the
tip apex is found to be smaller than 25 nm. (b) Melted tip apex due to a spark
over generated by the field emission setup. The tip apex is far to blunt for use
in STM. (c) Heating of the tip in the high temperature oven. The maximum
temperature of the tip that could be achieved was limited by the relatively low
melting point of the tip-holder. The diameter of the tip apex is smaller than
100 nm. (d) Further etching after the drop off. The diameter of the tip apex is
found to be approximately 500 nm.
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of the point contact approach. In this way, the influence of the surface and
interface anisotropy of the thin film will closely resemble those of thin films on
tips with a melted apex. However, tips that are prepared in this way will probably
suffer from some contaminations which may, as mentioned above, result in a
reduction in spin-polarization and a lower signal-to-noise ratio.

To generate these blunt tip, the tips were first etched sharp conform the
etching procedure described in section (7.1). After the drop off, the etching
procedure was continued 5× for approximately half a second by means of man-
ually applying the voltage. This reproducible yields tips with an apex diameter
of ≈ 500 nm, as can be seen in figure 7.4d.

Upon successful completion of the etching process, the tip is put through
the same in situ preparation steps as the sharp tips described in section (7.2),
i.e. heating of the tip-holder, glowing of the tip, and an Ar+ bombardment.
The second step, the glowing of the tip, is done with current settings that are as
high as the integrity of the tip and especially the tip holder allows. In this way,
the tip is heated to its maximum temperature and the number of contaminants
present on the apex of the tip will be reduced to a minimum.

The final step in the preparation of the magnetic tips is the depositing of a
thin ferromagnetic film. For initial measurements on the Fe / W(110), surface
a 7 ML thin film of Fe that exhibits an in-plane direction of magnetization
is used. This film is deposited at room temperature and upon completion
heated up to approximately 550 K for 4 minutes. It is reported in literature that
this last heating step stabilizes the magnetic layer and increases the change of
successfully generating a magnetic tip [16, 74, 76].
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Chapter 8

Collection of STM-induced
luminescence

Another way to extract information about the local magnetization of the surface
beneath an STM-tip is, as explained in section (2.4), through the collection and
analysis of the STM-induced luminescence. Ideally, the STM-induced lumines-
cence would be collected by a fiber that is installed in close proximity to the
sample surface [77]. However, due to geometrical constraints this STM-induced
luminescence collection scheme is not possible in the Omicron low temperature
STM. The geometrical constraints imposed by the STM are depicted in fig-
ure 8.1. As can be seen the distance of closest approach to the center of the
sample surface is 8.6 mm. If at this distance a single fiber collection system
would be used, the intensity of the collected STM-induced luminescence would
be far to low to be of any use.

8.1 Lens selection

To circumvent the problems associated with the large sample–fiber distance
imposed by the Omicron low temperature STM, a lens / fiber luminescence col-
lection system has been designed. With a lens / fiber collection scheme it should
be possible to achieve a level of STM-induced luminescence collection that can
rival that of a single fiber installed close to the sample surface. Obviously, a
lens / fiber combination requires a lens with the right focal point to make this
luminescence collection scheme work; high collection needs have to be traded
off with indifference to poor alignment of the sample with respect to the lens.
Furthermore, the dimensions of the lens are restricted by the available space in
the Omicron low temperature STM. A first selection of commercially available
lenses that more or less have the right focal lengths and suitable dimensions,
see table 8.1, was made by use of the lens maker’s formula. However, due
to the combination of the small dimensions, required focal length, and the as-
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Figure 8.1: Geometry of the sample / lens / fiber system. The distance of the lens

to the sample and the angle of ~z′ with respect to the sample are restricted by the
geometry of the Omicron low temperature STM. The vector ~r is perpendicular to
the vector ~z′ which coincides with the middle of both lens and fiber. The distance
between lens and fiber is given by l.

pheric surfaces of the evaluated lenses, it proofed not possible to determine
which lens is most suitable by means of the lens maker’s formula. Therefore,
a C++ program than can trace rays of light through the lens / fiber combina-
tion was written (see appendix A for the source code). In this program the
numerical aperture, refractive index, and the shape of the lens surfaces have to
be specified. Subsequently, these parameters are used by the program to trace
rays of light emanating from an ideal point light source at a specified position
through the lens / fiber combination. In figure 8.2, the output of the ray trace
program in the so-called single point visualization mode is depicted for one of
the evaluated lens / fiber combinations. By tracing a high number of light rays,
typically a few thousand, and subsequently counting the number of light rays
that incident onto the fiber and satisfy its numerical aperture, the magnitude
of the solid angle of light collection Ω can precisely be determined.

In order to evaluate the region in which a reasonable level of STM-induced
luminescence collection can be achieved, the ray trace program is run in the so-
called field mode in which the solid angle of collection is determined for a grid
of points spanning an area in front of the lens / fiber combination. In figure 8.2
and figure 8.3 (top), respectively a typical output of the single point visualiza-
tion mode and the field mode is shown. By varying the lens–fiber distance,
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Ap 1

r

z’

Figure 8.2: Output of the ray trace program in single point visualization mode.
For reasons of clarity only eleven rays are traced through the lens. The number
of rays that incident onto the fiber and satisfy the numerical aperture of the fiber
are counted by the program. In field mode, the ray trace program determines the
solid angle of light collection by the fiber as a function of the z′ and r position in
an area in front of the lens.

l, the optimal lens / fiber configuration for every selected lens is determined.
Subsequently, the length of the sample, s, that significantly contributes to the
collected STM-induced luminescence is determined for this optimal lens-fiber
distance. The results are presented in table 8.1. The best commercially avail-
able lens / fiber combination proofed to be the GeltechTM 350350 lens placed at
a distance of 6 mm in front of the fiber. This lens has the highest solid angle of
light collection of all evaluated lenses and still has a reasonable sample length
over which the STM-induced luminescence can be collected.

In figure 8.3 (top), the by the ray trace program determined solid angle of
light collection Ω as a function of the position of an ideal point light source
in front of the GeltechTM 350350 lens / fiber collection system is depicted.
The black bar represents the top of the cleaved sample. As can be seen,
the part of the sample that can significantly contribute to the captured STM-
induced luminescence is bounded by steep gradients in Ω and evaluates to
s = 1.00 mm. The solid angle of light collection is found to be in the range
of Ω = 6.9–10.4 × 10−2 sr on this part of the sample.

8.2 Experimental validation

In order to experimentally check whether the selected lens / fiber combination
satisfies the simulations of the ray trace program, the intensity of the collected
light as a function of the position of a point light source in front of the selected
lens / fiber combination was measured. A 40µm pinhole, that could be moved
by a xyz-stage, was used to resemble the ideal point light source as assumed
by the ray trace program. In figure 8.3 (bottom), the experimentally measured
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Figure 8.3: Simulated solid angle of light collection (top) and measured inten-
sity of the collected light (bottom) as a function of the position of a point light
source in front of the GeltechTM 350350 lens / fiber combination. The black bar
represents the top of the cleaved sample. The length of the sample, s, that can
significantly contribute to the captured STM-induced luminescence is bounded by
steep gradients in respectively Ω and I. As can be seen, the pattern of the inten-
sity of the collected light closely matches that of the simulated solid angle of light
collection.
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Figure 8.4: Comparison of the intensity of the collected light I as a function of
the point light source’s position on the optical axis as measured for a single fiber
and the selected lens/fiber combination. The gray area represent the length of the
sample that can significantly contribute to the collected STM-induced lumines-
cence. With the lens / fiber combination a level of luminescence collection equal
to that of a single fiber placed approximately 1.7 mm from the sample surface can
be reached (see dashed lines). The collection efficiency of a successfully used single
fiber STM-induced luminescence collection system [77] is denoted by the circle.

intensity of the collected light, I, as a function of the position of the point light
source in front of the lens / fiber combination is depicted. As can be seen, the
measured pattern of the intensity of the collected light closely resembles the
pattern of the solid angle of light collection as obtained by use of the ray trace
program. Any discrepancies between the two patterns are most likely due to
the lens clamping mechanism used, which is not completely symmetrical and
reflects some of the light emanating from the point light source, and slight
misalignments in the experimental setup.

In order to determine whether the selected lens / fiber combination can rival
a single fiber as an STM-induced luminescence collection system, the intensity
of the collected light as a function of the point light source’s position on the
optical axis was measured for both systems. Figure 8.4 shows the intensity as a
function of the point light source’s position on the optical axis, I(z′), for both
the lens / fiber collection system and the single fiber collection system. The gray
area represents the part of the sample, s, that can significantly contribute to
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the collected STM-induced luminescence. As can be seen, the highest level of
STM-induced luminescence collection that can be obtained with the lens / fiber
combination is reached at a position of approximately 8.2 mm in front of the
collection system. At this distance, the lens / fiber collection system yields a
8 fold increase in collection efficiency as compared to a single fiber collection
system. If the highest reached level of light collection is compared with the
level of light collection of the single fiber, it turns out that the lens / fiber STM-
induced luminescence collection system is equivalent to a single fiber that is
placed at a distance of approximately 1.7mm from the light source. In order
to get an indication whether the lens / fiber collection system will work, it is
compared to a single fiber STM-induced luminescence collection system that
has been successfully used [77]. In this collection system the distance between
the fiber and the sample is 1.1 mm. If at this distance, the collection efficiency
that was measured for the single fiber is compared to the collection efficiency of
the selected lens / fiber collection system, see figure 8.4, a reduction in collection
efficiency of approximately 15% is found. Such a small reduction in collection
efficiency is a good reason to believe that the designed lens / fiber collection
system will indeed work in the Omicron low temperature STM.

From figure 8.4 it can be seen that a trade off between light collection and
indifference to misalignment has been made; the interval in which the sample
can significantly contribute to the collected light is not the interval in which the
highest light collection can be achieved. However, in this interval a large part
of the sample, s = 1mm, is available on which the STM-induced luminescence
can be detected. The observed decrease in intensity of the collected light of the
lens / fiber combination at distances smaller than approximately 7 mm is due to
the limited numerical aperture of both the lens and the fiber.
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Table 8.1: Diameter φ, thickness d, and focal length f of all the evaluated lenses as
specified by the manufacture. The optimal distance of the fiber behind the lens, l, is
determined by the use of a ray trace program. For the optimal distance the length of
sample that can significantly contribute to the captured STM-induced luminescence,
s, is determined. The range of solid angle which can be captured on this part of the
sample is given by Ω.

Linus G312004000, Plano-convex f = 3 mm
φ = 3.00 mm l = 2.75 mm Ω = 1.5–2.9 × 10−2 sr
d = 1.50 mm d+ l = 4.25 mm s = 1.90 mm

Linus G312005000, Plano-convex f = 3.5 mm
φ = 3.50 mm l = 3.25 mm Ω = 2.9–4.2 × 10−2 sr
d = 1.75 mm d+ l = 5.00 mm s = 1.20 mm

Linus G312006000, Plano-convex f = 4 mm
φ = 4.00 mm l = 4.25 mm Ω = 4.0–5.7 × 10−2 sr
d = 2.00 mm d+ l = 6.25 mm s = 1.10 mm

Linus G312007000, Plano-convex f = 5 mm
φ = 5.00 mm l = 6.00 mm Ω = 7.7–9.1 × 10−2 sr
d = 2.50 mm d+ l = 8.50 mm s = 0.40 mm

Thorlabs 350140, Aspheric f = 1.45 mm
φ = 2.40 mm l = 2.00 mm Ω = 0.4–0.8 × 10−2 sr
d = 1.01 mm d+ l = 3.01 mm s = 3.00 mm

Thorlabs 350200, Aspheric f = 1.14 mm
φ = 2.40 mm l = 0.50 mm Ω = 0.2–0.4 × 10−2 sr
d = 1.03 mm d+ l = 1.53 mm s = 3.00 mm

Thorlabs 350350, Aspheric f = 4.5 mm
φ = 4.70 mm l = 6.00 mm Ω = 6.9–10.4 × 10−2 sr
d = 3.66 mm d+ l = 9.66 mm s = 1.00 mm

Thorlabs 350550, Aspheric f = 6.1 mm
φ = 2.40 mm l = 8.75 mm Ω = 1.9–2.7 × 10−2 sr
d = 1.75 mm d+ l = 10.50 mm s = 1.00 mm

Melles Griot LDX 401, Bi-convex f = 4.5 mm
φ = 5.00 mm l = 6.25 mm Ω = 6.1–9.1 × 10−2 sr
d = 2.00 mm d+ l = 8.25 mm s = 0.85 mm

Sigma Koki SLM-03B-03P, Bi-convex f = 3 mm
φ = 3.00 mm l = 3.25 mm Ω = 1.9–3.6 × 10−2 sr
d = 1.80 mm d+ l = 5.05 mm s = 1.80 mm

Sigma Koki SLM-04B-04P, Bi-convex f = 4 mm
φ = 4.00 mm l = 4.75 mm Ω = 4.0–6.3 × 10−2 sr
d = 2.20 mm d+ l = 6.95 mm s = 1.20 mm
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Chapter 9

Conclusion & outlook

The aim of this thesis was the demonstration of spin-polarized tunneling in the
in house Omicron low temperature STM. To this end, it was decided to replicate
a well documented experiment in which thin layers of ferromagnetic material
are deposited on a tungsten W(110) surface. In case 1–2 monolayers of iron
are deposited on a slightly miscut W(110) crystal, the surface will exhibit an
alternating in-plane / out-of-plane direction of magnetization, resulting in high
magnetic contrast on the nanometer scale. An advantage of such a surface
is that, once spin-polarized tunneling microscopy (SP-STM) has been demon-
strated, it will be an ideal surface for characterizing magnetic tips for future
measurements.

The chosen approach to demonstrate spin-polarized tunneling requires sev-
eral conditions to be fulfilled. First of all, the W(110) surface on which the thin
magnetic film is to be deposited has to be clean. For this purpose, a high tem-
perature oven capable of sustained heating of the W(110) surface to ≈ 1700 K
and flashing up to ≈ 2300 K has successfully been designed, build, and tested.
The high temperature oven fulfilled, and even exceeded, it design specifications;
it proofed possible to deposited 400 W on the sample. As it turned out, this
amount of power is more than enough for removing the oxide layer and all the
adsorbates on the surface. The cleanliness of the surface has been checked
by means of STM topography and I–V spectroscopy, which showed the same
characteristic metallic behavior for the entire W(110) surface.

The second condition that has to be met, is the ability to deposit con-
trolled quantities of ferromagnetic material on both the W(110) surface and
the tips. For this purpose, two Omicron EFM3 evaporators were fitted with
chromium and iron evaporation rods which were successfully calibrated by mea-
suring step profiles of the deposited material with an AFM. It was demonstrated
by STM measurements that post annealing the Fe / W(110) sample to ≈ 550 K
for 4 minutes, step flow growth, which is required for the formation of the al-
ternating in-plane / out-of-plane direction of magnetization, could be achieved.

The third and final requirement for successful demonstration of spin-polarized
tunneling, is the ability to reproducible generate magnetic tips. Instead of using
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a sharp tip consisting of bulk (anti)-ferromagnetic material, the tips used in this
project are tips that have a blunt apex, ≈ 500 nm, covered with 3–10 ML of
iron. In this way the surface and interface anisotropy of the thin film, and thus
the direction of magnetization of the tip, can be controlled. Several methods
for the in situ preparation of these blunt tips have been tried but proofed all to
be unsuccessful. Therefore, an ex situ etching procedure has been developed
that reproducible yields tip with an apex diameter of ≈ 500 nm.

With all three conditions met, the demonstration of spin-polarized tunnel-
ing in the Omicron low temperature seemed within grasp. However, in the
final stage of this project, or more precisely at the very moment that both the
Fe / W(110) sample and the magnetic tips had successfully been prepared, the
STM broke down. At the moment of printing the STM is still not operational
again. Although a successful demonstration of SP-STM could have been the
crowning glory on all the work done during this master thesis, much was learned
in the course of this project and it will be a matter of time before SP-STM is
achieved.

In addition to the approach of directly detecting spin by means of the tunnel-
ing current, another option to detect spin-polarized tunneling has been pursued
during this project; collection and analysis of the STM-induced luminescence.
Depending on the relative direction of magnetization of sample and tip, the
by the STM tip induced photons will be left of right circular polarized. The
approach commonly used to collect STM-induced luminescence is by means
of installing a fiber in close proximity to the sample. Due to geometrical con-
straints this approach is not possible in the case of the Omicron low temperature
STM. To solve this problem a lens / fiber collection has been designed. For the
purpose of selecting the best commercially available lens, a ray trace program
with which rays of light could be traced through the system has been written.
After careful examination of dozens of lenses, the Thorlabs 350350 aspheric lens
proofed to be the best choice. The light collection characteristics as predicted
by the ray trace program have been experimentally validated.

To conclude, a brief outlook to the future. As mentioned above, demonstra-
tion of spin-polarized tunneling in the Omicron low temperature STM is only a
matter of time. The first, and to my opinion only, thing that has to be done
is repairing the broken STM. With the STM back in operation, spin-polarized
tunneling should be demonstrated within a week or two. However, one thing
learned during this project is that any time frame for experimental work should at
least be multiplied by a factor two to account for unforeseen problems. A more
realistic time frame in which spin-polarized tunneling could be demonstrated
would therefore be 1–2 months. Although the breakdown of the STM was, to
say the least, very frustrating, it has one advantage: the lens / fiber combination
that has been design for the collection of the STM-induced luminescence can
be installed during the repairs. Aligning of the optics would probably take one
week, after which the system can be in situ tested. Within 1–2 month it should
be possible to demonstrate the collection of STM-induced luminescence by the
lens / fiber combination.
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Appendix A

Ray trace program

Listing A.1: C++ source code of the ray trace program that was written to
select the best commercially available lens for use in the lens / fiber STM-induced
luminescence collection system. The program as listed below is configured for the
Thorlabs 350350 aspheric lens.

1 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
2 /∗ C++ program to t r a c e r a y s em i t t ed by a po i n t s ou r c e through a l e n s i n t o ∗/
3 /∗ a f i b e r . The program tak e s i n t o account the nume r i c a l a p e r t u r e on both ∗/
4 /∗ s i d e s o f the l e n s and the nume r i c a l a p e r t u r e o f the f i b e r . The s u r f a c e s ∗/
5 /∗ o f the l e n s can be s p e c i f i e d by f u n c t i o n s . A l l the by the f i b e r c o l l e c t e d ∗/
6 /∗ t o t a l a n g l e s as a f u n c t i o n o f p o s i t i o n i n f r o n t o f the l e n s and f i b e r ∗/
7 /∗ d i s t a n c e beh ind the l e n s a r e w r i t t e n to data f i l e s . J .G . Ke i ze r , 2007 ∗/
8 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
9

10 #inc l u d e <c s t d l i b >

11 #inc l u d e <i o s t r eam>

12 #inc l u d e <f s t r eam>

13 #inc l u d e ”math . h”
14 #inc l u d e ” s t r i n g . h”
15
16 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
17 /∗ P lo t s e t t i n g s . I f boo l r a y t r a c e=t r u e the program t r a c e s a s p e c i f i e d ∗/
18 /∗ number o f r a y s through the l e n s and outpu t s the l e n s system and the ray ∗/
19 /∗ t r a c e data to ” r a y t r a c e . dat ” . Th i s s e t t i n g can be used f o r debugg ing . ∗/
20 /∗ I f boo l r a y t r a c e=f a l s e the program c a l c u l a t e s the t o t a l c o l l e c t e d a ng l e s ∗/
21 /∗ as a f u n c t i o n o f p o s i t i o n i n f r o n t o f the l e n s and f i b e r d i s t a n c e beh ind ∗/
22 /∗ the l e n s . The r e s u l t s a r e w r i t t e n to ” r e s u l t s <f i b e r d i s t a n c e >.dat ” . ∗/
23 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
24
25 us i ng namespace s t d ;
26
27 // ray t r a c e mode s e t t i n g s
28 const boo l r a y t r a c e=f a l s e ; // ray t r a c e mode sw i t c h
29 const boo l p l o t n o rma l s=f a l s e ; // op t i on to draw normal s
30 const double r a y t r a c e f i b p o s =255; // f i b e r p o s i t i o n i n ray t r a c e mode
31 const double r a y t r a c e x p o s =−14.8; // o b j e c t p o s i t i o n i n ray t r a c e mode
32 const double r a y t r a c e y p o s =0;
33
34 // nume r i c a l s e t t i n g s
35 const double s t e p s i z e= 0 . 0 5 ; // s t ep s i z e i n e v a l u a t e d f i e l d
36 const double t o t a l r a y s= 301 ; // numbers o f r ay i n fan
37 const double t o l= 0 . 0 0 1 ; // s o l v i n g p r e c i s i o n
38 const double x f i e l d 1 = −10.5; // d imens i on s o f the e v a l u a t e d f i e l d i n
39 const double x f i e l d 2 = −7; // f r o n t o f the l e n s
40 const double y f i e l d 1 = −1;
41 const double y f i e l d 2 = 1 ;
42 const double m i n f i b p o s = 1 . 0 0 ; // minumum f i b e r−l e n s d i s t a n c e
43 const double max f i b po s = 9 . 0 0 ; // maximum f i b e r−l e n s d i s t a n c e
44 const double f i b s t e p s i z e = 0 . 2 5 ; // s t ep s i z e o f f i b e r p o s i t i o n
45
46 // f i b e r c o n s t a n t s
47 const double f i b w i d = 0 . 6 ; // f i b e r width
48 const double f i b a p = 12 . 7 09 ; // nume r i c a l a p e r t u r e o f f i b e r i n deg r e e
49
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50 // g l o b a l c o n s t a n t s
51 const boo l i n v e r t e d = t rue ; // i n v e r t l e n s sw i t c h
52 const double n gas = 1 . 0 ; // r e f r a c t i v e i nde x o f the gas
53 const double Pi = 3 .14159265 ;
54
55 // C l en s c l a s s t ha t can ho ld a l l l e n s i n f o rma t i o n
56 c l a s s Clen s
57 {
58 pub l i c :
59 s t r i n g name ;
60 double n ;
61 double t c ;
62 double d ;
63 c l a s s Csu r f a c e
64 {
65 pub l i c :
66 double R;
67 double a4 ;
68 double a6 ;
69 double a8 ;
70 double a10 ;
71 double k ;
72 double ap ;
73 } ;
74 C su r f a c e s1 ;
75 Csu r f a c e s2 ;
76 } ;
77
78 // l i s t o f v a r i a b l e s t ha t ho ld the l e n s data
79 C l en s l 350350 ; // Thor l abs 350350
80 C l en s a c t l e n s ; // The a c t i v e l e n s has to be s p e c i f i e d i n the second l i n e
81 // o f the main program .
82
83 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
84 /∗ ∗/
85 /∗ FUNCTIONS ∗/
86 /∗ ∗/
87 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
88
89 // i n i t i a l i z e l e n s d e f i n i t i o n s
90 vo id i n i t l e n s d a t a ( )
91 {
92 l 350350 . name = ” Thor l abs 350350” ;
93 l 350350 . n = 1 . 5 9 7 ;
94 l 350350 . t c = 3 . 6 5 5 ;
95 l 350350 . d = 4 . 7 0 ;
96 l 350350 . s1 .R = 2 .8797745 ;
97 l 350350 . s1 . a4 = 3.14802762 e−4;
98 l 350350 . s1 . a6 = −2.54647053e−5;
99 l 350350 . s1 . a8 = −2.81435764e−6;

100 l 350350 . s1 . a10 = −3.30733580e−7;
101 l 350350 . s1 . k = −0.6415948;
102 l 350350 . s1 . ap = 4 . 7 ;
103 l 350350 . s2 .R = 19 . 1 36 ;
104 l 350350 . s2 . a4 = 0 ;
105 l 350350 . s2 . a6 = 0 ;
106 l 350350 . s2 . a8 = 0 ;
107 l 350350 . s2 . a10 = 0 ;
108 l 350350 . s2 . k = 0 ;
109 l 350350 . s2 . ap = 4 . 7 ;
110 }
111
112 // Return the x−p o s i t i o n o f a po i n t on a l i n e g i v en by a s t a r t i n g po in t ,
113 // vec to r , and y−p o s i t i o n
114 double l i n e ( double m in [ 2 ] , double vec [ 2 ] , double y )
115 {
116 r e t u rn vec [ 0 ] / vec [ 1 ]∗ ( y−m in [1 ] )+ m in [ 0 ] ;
117 }
118
119 // P lo t a l i n e from po i n t s m in to m out
120 vo id p l o t l i n e ( double m in [ 2 ] , double m out [ 2 ] , o f s t r e am &dout )
121 {
122 dout << m in [ 0 ] << ”\ t ” << m in [ 1 ] << end l ;
123 dout << m out [ 0 ] << ”\ t ” << m out [ 1 ] << end l << end l ;
124 }
125
126 // Ca l c u l a t e the ang l e between two v e c t o r s
127 double ang l e ( double vec 1 [ 2 ] , double vec 2 [ 2 ] )
128 {
129 r e t u rn acos ( ( v e c 1 [ 0 ]∗ vec 2 [0]+ vec 1 [ 1 ]∗ vec 2 [ 1 ] ) / ( s q r t ( v e c 1 [ 0 ]∗ vec 1 [ 0 ]
130 +vec 1 [ 1 ]∗ vec 1 [ 1 ] )∗ s q r t ( v e c 2 [ 0 ]∗ vec 2 [0]+ vec 2 [ 1 ]∗ vec 2 [ 1 ] ) ) ) ;
131 }
132
133 // S n e l l ’ s law
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134 double s n e l l ( double ang , double n in , double n out )
135 {
136 r e t u rn a s i n ( n i n / n out∗ s i n ( ang ) ) ;
137 }
138
139 // Return the x−v a l u e o f a y−v a l u e on the s p e f i c i e d l e n s s u r f a c e
140 double l e n s ( double y , s t r i n g s u r f a c e )
141 {
142 double x ;
143 double R, k , a4 , a6 , a8 , a10 ;
144 i f ( s u r f a c e==”1” )
145 {
146 R=a c t l e n s . s1 .R ;
147 k=a c t l e n s . s1 . k ;
148 a4=a c t l e n s . s1 . a4 ;
149 a6=a c t l e n s . s1 . a6 ;
150 a8=a c t l e n s . s1 . a8 ;
151 a10=a c t l e n s . s1 . a10 ;
152 }
153 e l s e
154 {
155 R=a c t l e n s . s2 .R ;
156 k=a c t l e n s . s2 . k ;
157 a4=a c t l e n s . s2 . a4 ;
158 a6=a c t l e n s . s2 . a6 ;
159 a8=a c t l e n s . s2 . a8 ;
160 a10=a c t l e n s . s2 . a10 ;
161 }
162 x=a c t l e n s . tc−(y∗y /(R∗(1+ s q r t (1−((1+k)∗ y∗y )/ ( pow(R, 2 ) ) ) ) )+ a4∗pow( y , 4 )
163 +a6∗pow( y ,6)+ a8∗pow( y ,8)+ a10∗pow( y , 1 0 ) ) ;
164 // take i n t o account tha t the l e n s can be i n v e r t e d
165 i f ( ( s u r f a c e==”1” ) and ( i n v e r t e d==f a l s e )){ x=a c t l e n s . tc−x ;}
166 i f ( ( s u r f a c e==”2” ) and ( i n v e r t e d==t rue )){ x=a c t l e n s . tc−x ;}
167 r e t u rn x ;
168 }
169
170 // c a l c u l a t e the normal [ 1 , y ] on the s p e c i f i e d l e n s s u r f a c e .
171 double c a l c n o rma l ( double y , s t r i n g s u r f a c e )
172 {
173 double x ;
174 double R, k , a4 , a6 , a8 , a10 ;
175 i f ( s u r f a c e==”1” )
176 {
177 R=a c t l e n s . s1 .R ;
178 k=a c t l e n s . s1 . k ;
179 a4=a c t l e n s . s1 . a4 ;
180 a6=a c t l e n s . s1 . a6 ;
181 a8=a c t l e n s . s1 . a8 ;
182 a10=a c t l e n s . s1 . a10 ;
183 }
184 e l s e
185 {
186 R=a c t l e n s . s2 .R ;
187 k=a c t l e n s . s2 . k ;
188 a4=a c t l e n s . s2 . a4 ;
189 a6=a c t l e n s . s2 . a6 ;
190 a8=a c t l e n s . s2 . a8 ;
191 a10=a c t l e n s . s2 . a10 ;
192 }
193 x=2∗y /(R∗(1+ s q r t (1−((1+k)∗ y∗y )/ ( pow(R, 2 ) ) ) ) )+ pow( y ,3)∗(1+k )/( pow(R, 3 )
194 ∗(1+ s q r t (1−((1+k)∗ y∗y )/ ( pow(R,2 ) ) ) )∗ (1+ s q r t (1−((1+k)∗ y∗y )/ ( pow(R , 2 ) ) ) ) )
195 −4∗a4∗pow( y ,3)−6∗a6∗pow( y ,5)−8∗a8∗pow( y ,7)−10∗a10∗pow( y , 9 ) ;
196 // take i n t o account tha t the l e n s can be i n v e r t e d
197 i f ( i n v e r t e d ){ x=−x ;}
198 r e t u rn x ;
199 }
200
201 // Return f ( y)= l i n e ( y)− l e n s ( y ) as used i n the nume r i c a l s o l v i n g scheme
202 double f ( double m in [ 2 ] , double vec [ 2 ] , double y , s t r i n g s u r f a c e )
203 {
204 r e t u rn l i n e ( m in , vec , y)− l e n s ( y , s u r f a c e ) ;
205 }
206
207 // Nume r i c a l l y e v a l u a t e where a ray , g i v e n by a s t a r t i n g po i n t and vec to r ,
208 // i n t e r s e c t s a s p e c i f i e d l e n s s u r f a c e . A v a r i a t i o n o f Newton ’ s method i s used
209 // as the nume r i c a l scheme .
210 double s o l v e ( double m in [ 2 ] , double v e c i n [ 2 ] , s t r i n g s u r f a c e , double a n g l e i n )
211 {
212 double y1 , y2 , y3 ;
213 y1=−a c t l e n s . d/2−1;
214 y2=−a c t l e n s . d/2−0.5;
215 y3=−a c t l e n s . d ;
216 wh i l e ( f a b s ( y3−y2)> t o l )
217 {
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218 y1=y2 ;
219 y2=y3 ;
220 y3=y2−f ( m in , v e c i n , y2 , s u r f a c e )∗( y2−y1 )/ ( f ( m in , v e c i n , y2 , s u r f a c e )
221 −f ( m in , v e c i n , y1 , s u r f a c e ) ) ;
222 }
223 r e t u rn y3 ;
224 }
225
226 // P lo t the l e n s system to ” r a y t r a c e . dat ”
227 vo id p l o t s y s t em ( o f s t r e am &dout )
228 {
229 // x−a x i s
230 dout<<”−50 \ t 0”<<end l ;
231 dout<<”350 \ t 0”<<end l<<end l ;
232 // y−a x i s
233 dout<<”0 \ t −40”<<end l ;
234 dout<<”0 \ t 40” <<end l<<end l ;
235 // f i r s t ( l e f t ) l e n s
236 f o r ( double y=−a c t l e n s . d /2 ; y<=a c t l e n s . d/2+ t o l ; y+=0.1)
237 {
238 dout<<l e n s ( y , ”1”)<<”\ t ”<<y<< end l ;
239 }
240 dout << end l ;
241 // second ( r i g h t ) l e n s
242 f o r ( double y=−a c t l e n s . d /2 ; y<=a c t l e n s . d /2+0.1; y+=0.1)
243 {
244 dout<<l e n s ( y , ”2”)<<”\ t ”<<y<<end l ;
245 }
246 dout<<end l ;
247 // top pa r t o f l e n s e s
248 dout<<l e n s ( a c t l e n s . d /2 , ”1”)<<”\ t ”<<a c t l e n s . d/2<<end l ;
249 dout<<l e n s ( a c t l e n s . d /2 , ”2”)<<”\ t ”<<a c t l e n s . d/2<<end l<<end l ;
250 dout<<l e n s ( a c t l e n s . d /2 , ”1”)<<”\ t ”<<−a c t l e n s . d/2<<end l ;
251 dout<<l e n s ( a c t l e n s . d /2 , ”2”)<<”\ t ”<<−a c t l e n s . d/2<<end l<<end l ;
252 // f i b e r
253 dout<<r a y t r a c e f i b p o s+2+a c t l e n s . tc<<”\ t ”<<f i b w i d/2<<end l ;
254 dout<<r a y t r a c e f i b p o s+a c t l e n s . tc<<”\ t ”<<f i b w i d/2<<end l ;
255 dout<<r a y t r a c e f i b p o s+a c t l e n s . tc<<”\ t ”<<−f i b w i d/2<<end l ;
256 dout<<r a y t r a c e f i b p o s+2+a c t l e n s . tc<<”\ t ”<<−f i b w i d/2<<end l<<end l ;
257 // l e n s a p e r t u r e s
258 dout<<l e n s ( a c t l e n s . s1 . ap /2 , ”1”)<<”\ t ”<<a c t l e n s . d/2<<end l ;
259 dout<<l e n s ( a c t l e n s . s1 . ap /2 , ”1”)<<”\ t ”<<a c t l e n s . s1 . ap/2<<end l<<end l ;
260 dout<<l e n s (− a c t l e n s . s1 . ap /2 , ”1”)<<”\ t ”<<−a c t l e n s . d/2<<end l ;
261 dout<<l e n s (− a c t l e n s . s1 . ap /2 , ”1”)<<”\ t ”<<−a c t l e n s . s1 . ap/2<<end l<<end l ;
262 dout<<l e n s ( a c t l e n s . s2 . ap /2 , ”2”)<<”\ t ”<<a c t l e n s . d/2<<end l ;
263 dout<<l e n s ( a c t l e n s . s2 . ap /2 , ”2”)<<”\ t ”<<a c t l e n s . s2 . ap/2<<end l<<end l ;
264 dout<<l e n s (− a c t l e n s . s2 . ap /2 , ”2”)<<”\ t ”<<−a c t l e n s . d/2<<end l ;
265 dout<<l e n s (− a c t l e n s . s2 . ap /2 , ”2”)<<”\ t ”<<−a c t l e n s . s2 . ap/2<<end l<<end l ;
266 }
267
268 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
269 /∗ ∗/
270 /∗ MAIN PROGRAM ∗/
271 /∗ ∗/
272 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
273
274 i n t main ( )
275 {
276 i n i t l e n s d a t a ( ) ; // i n i t i a l i z e the l e n s data
277 a c t l e n s=l 350350 ; // s e l e c t a c t i v e l e n s
278 s t r i n g s u r f a c e 1 , s u r f a c e 2 ;
279 double m in 1 [ 2 ] , normal [ 2 ] , m in [ 2 ] , m out [ 2 ] , vec [ 2 ] , v e c 2 [ 2 ] , v e c 1 [ 2 ] ;
280 double f i n a l a n g , ang in n , ang out n , a n g i n a x i s , a ng n ax i s , a n g o u t a x i s ;
281 double y f i b p l a n e , s t e p c oun t e r , c o l l e c t e d , a n g l e i n , a n g l e i n b o t , a n g l e i n t o p ;
282 double m f i b s t a r t , m f ib end , f i b p o s , ap1 , ap2 , x s t a r t , x end , y s t a r t , y end ;
283 double t o t a l s t e p s =(( x f i e l d 2 −x f i e l d 1 )/ s t e p s i z e +1)
284 ∗(( y f i e l d 2 −y f i e l d 1 )/ s t e p s i z e +1);
285 // i f r ay t r a c e mode s e l e c t e d , on l y one f i b e r p o s i t i o n i s e v a l u a t e d
286 i f ( r a y t r a c e )
287 {
288 m f i b s t a r t=r a y t r a c e f i b p o s ;
289 m f i b end=r a y t r a c e f i b p o s ;
290 }
291 e l s e
292 {
293 m f i b s t a r t=m i n f i b p o s ;
294 m f i b end=max f i b po s ;
295 }
296 // e v a l u a t e f o r s e l e c t e d f i b e r p o s i t i o n s
297 f o r ( double m=m f i b s t a r t ;m<=m f ib end ;m+=f i b s t e p s i z e )
298 {
299 // f i l e h and l i n g
300 o f s t r e am dout , r e s u l t ;
301 char s t r 1 [ 1 0 ] , s t r 2 [ 1 0 ] , z e r o [ 2 ] , b u f s t r [ 3 ] ;
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302 s t r c p y ( zero , ”00” ) ;
303 s t r c p y ( s t r 1 , ” r e s u l t ” ) ;
304 s t r c p y ( s t r 2 , ” . dat ” ) ;
305 i n t b u f i n t=round (m∗100) ;
306 i t o a ( b u f i n t , b u f s t r , 1 0 ) ;
307 i f ( ( b u f i n t <100) and ( b u f i n t !=0))
308 {
309 i f ( b u f i n t <10)
310 {
311 s t r n c a t ( s t r 1 , zero , 2 ) ;
312 s t r n c a t ( s t r 1 , b u f s t r , 1 ) ;
313 }
314 e l s e
315 {
316 s t r n c a t ( s t r 1 , zero , 1 ) ;
317 s t r n c a t ( s t r 1 , b u f s t r , 2 ) ;
318 }
319 }
320 i f ( b u f i n t==0)
321 {
322 s t r n c a t ( s t r 1 , ”000” , 3 ) ;
323 }
324 i f ( b u f i n t >=100)
325 {
326 s t r n c a t ( s t r 1 , b u f s t r , 3 ) ;
327 }
328 s t r n c a t ( s t r 1 , s t r 2 , 4 ) ;
329 r e s u l t . open ( s t r 1 , i o s : : t r unc ) ;
330 // a s t ep coun t e r i s used to t r a c k the p r o g r e s s
331 s t e p c o u n t e r =0;
332 i f ( r a y t r a c e )
333 {
334 dout . open ( ” r a y t r a c e . dat ” , i o s : : t r unc ) ;
335 p l o t s y s t em ( dout ) ;
336 f i b p o s=r a y t r a c e f i b p o s+a c t l e n s . t c ;
337 x s t a r t=r a y t r a c e x p o s ;
338 y s t a r t=r a y t r a c e y p o s ;
339 x end=r a y t r a c e x p o s ;
340 y end=r a y t r a c e y p o s ;
341 }
342 e l s e
343 {
344 f i b p o s=m+a c t l e n s . t c ;
345 x s t a r t=x f i e l d 1 ;
346 y s t a r t=y f i e l d 1 ;
347 x end=x f i e l d 2 ;
348 y end=y f i e l d 2 ;
349 }
350 // i f the l e n s i s i n v e r t e d , i n v e r t the s u r f a c e s and a p e r a t u r e s
351 i f ( i n v e r t e d )
352 {
353 s u r f a c e 1=”2” ;
354 s u r f a c e 2=”1” ;
355 ap1=a c t l e n s . s2 . ap ;
356 ap2=a c t l e n s . s1 . ap ;
357 }
358 e l s e
359 {
360 s u r f a c e 1=”1” ;
361 s u r f a c e 2=”2” ;
362 ap1=a c t l e n s . s1 . ap ;
363 ap2=a c t l e n s . s2 . ap ;
364 }
365 // e v a l u a t e f o r the s e l e c t e d f i e l d
366 f o r ( double x=x s t a r t ; x<=x end ; x+=s t e p s i z e )
367 {
368 f o r ( double y=y s t a r t ; y<=y end ; y+=s t e p s i z e )
369 {
370 s t e p c o u n t e r++;
371 // ve r bo s e p r o g r e s s
372 cout << s t r 1 << ” Done : ” << round ( s t e p c o u n t e r / t o t a l s t e p s ∗100)
373 << ”%\r ” ;
374 // de t e rm ine v e c t o r s from ob j e c t p o i n t to bottom and top o f
375 // l e n s a p e r t u r e
376 m in [0]= x ;
377 m in [1]= y ;
378 m out [1]= ap1 /2 ;
379 m out [0]= l e n s ( m out [ 1 ] , s u r f a c e 1 ) ;
380 vec 1 [0]= m out [0]−m in [ 0 ] ;
381 vec 1 [1]= m out [1]−m in [ 1 ] ;
382 m out [1]=−ap1 /2 ;
383 m out [0]= l e n s ( m out [ 1 ] , s u r f a c e 1 ) ;
384 vec 2 [0]= m out [0]−m in [ 0 ] ;
385 vec 2 [1]= m out [1]−m in [ 1 ] ;
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386 a n g l e i n=ang l e ( vec 1 , v e c 2 ) ;
387 a n g l e i n t o p=atan ( vec 1 [ 1 ] / vec 1 [ 0 ] ) ;
388 a n g l e i n b o t=atan ( vec 2 [ 1 ] / vec 2 [ 0 ] ) ;
389 c o l l e c t e d =0;
390 // e v a l u a t e f o r s e l e c t e d number o f a n g l e s
391 f o r ( double ang=a n g l e i n b o t ; ang<=a n g l e i n t o p+t o l ; ang+=a n g l e i n
392 /( t o t a l r a y s −1))
393 {
394 // r a y s from ob j e c t p o i n t to f i r s t l e n s s u r f a c e
395 vec [0]= cos ( ang ) ;
396 vec [1]= s i n ( ang ) ;
397 m out [1]= s o l v e ( m in , vec , s u r f a c e 1 , a n g l e i n ) ;
398 m out [0]= l e n s ( m out [ 1 ] , s u r f a c e 1 ) ;
399 i f ( r a y t r a c e )
400 {
401 p l o t l i n e ( m in , m out , dout ) ;
402 }
403 // c a l c u l a t e and draw normal s o f f i r s t s u r f a c e
404 normal [0]=−1;
405 normal [1 ]= c a l c n o rma l ( m out [ 1 ] , s u r f a c e 1 ) ;
406 // take i n t o account tha t the l e n s can be i n v e r t e d
407 i f ( i n v e r t e d==t rue ) normal [1]=−normal [ 1 ] ;
408 i f ( p l o t n o rma l s )
409 {
410 dout<<m out[0]<<”\ t ”<<m out[1]<< end l ;
411 dout<<m out[0]−1<<”\ t ”<<m out [1]+ normal [1]<<end l<<end l ;
412 }
413 // c a l c u l a t e ang l e between norma l s and i n c i d e n t r a y s
414 vec [0]=− vec [ 0 ] ;
415 vec [1]=− vec [ 1 ] ;
416 ang i n n=ang l e ( normal , vec ) ;
417 // c a l c u l a t e ang l e between normal and outgo ing r a y s
418 ang out n=s n e l l ( ang in n , n gas , a c t l e n s . n ) ;
419 // c a l c u l a t e ang l e between x−a x i s and i n c i d e n t r a y s
420 a n g i n a x i s=atan ( ( m out [1]−m in [ 1 ] ) / ( m out [0]−m in [ 0 ] ) ) ;
421 // c a l c u l a t e ang l e between x−a x i s and norma l s
422 a n g n a x i s=atan ( normal [ 1 ] / normal [ 0 ] ) ;
423 // c a l c u l a t e ang l e between x−a x i s and outgo ing r a y s .
424 // note the d i f f e r e n c e between ang n ax i s<a n g i n a x i s and
425 // ang n ax i s>a n g i n a x i s .
426 i f ( ang n ax i s<a n g i n a x i s )
427 {
428 a n g o u t a x i s=ang out n+ang n a x i s ;
429 }
430 e l s e
431 {
432 a n g o u t a x i s=−ang out n+ang n a x i s ;
433 }
434 a n g i n a x i s=a n g o u t a x i s ;
435 // r a y s from f i r s t s u r f a c e to second s u r f a c e
436 m in 1 [0]= m out [ 0 ] ;
437 m in 1 [1]= m out [ 1 ] ;
438 vec [0]= cos ( a n g i n a x i s ) ;
439 vec [1]= s i n ( a n g i n a x i s ) ;
440 m out [1]= s o l v e ( m in 1 , vec , s u r f a c e 2 , a n g l e i n ) ;
441 m out [0]= l e n s ( m out [ 1 ] , s u r f a c e 2 ) ;
442 i f ( r a y t r a c e )
443 {
444 p l o t l i n e ( m in 1 , m out , dout ) ;
445 }
446 // c a l c u l a t e and draw normal s o f second s u r f a c e
447 normal [0]=−1;
448 normal [1 ]= c a l c n o rma l ( m out [ 1 ] , s u r f a c e 2 ) ;
449 // take i n t o account tha t the l e n s can be i n v e r t e d
450 i f ( i n v e r t e d==f a l s e ) normal [1]=−normal [ 1 ] ;
451 i f ( p l o t n o rma l s )
452 {
453 dout<<m out[0]<< ”\ t ”<< m out[1]<< end l ;
454 dout<<m out[0]−1<<”\ t ”<<m out [1]+ normal [1]<<end l<<end l ;
455 }
456 // c a l c u l a t e ang l e between norma l s and i n c i d e n t r a y s
457 vec [0]=− vec [ 0 ] ;
458 vec [1]=− vec [ 1 ] ;
459 ang i n n=ang l e ( normal , vec ) ;
460 // c a l c u l a t e ang l e between norma l s and outgo ing r a y s
461 ang out n=s n e l l ( ang in n , a c t l e n s . n , n gas ) ;
462 // c a l c u l a t e ang l e between x−a x i s and i n c i d e n t r a y s
463 a n g i n a x i s=atan ( ( m out [1]−m in 1 [ 1 ] ) / ( m out [0]−m in 1 [ 0 ] ) ) ;
464 // c a l c u l a t e ang l e between x−a x i s and norma l s
465 a n g n a x i s=atan ( normal [ 1 ] / normal [ 0 ] ) ;
466 // c a l c u l a t e ang l e between x−a x i s and outgo ing r a y s .
467 // note the d i f f e r e n c e between ang n ax i s<a n g i n a x i s and
468 // ang n ax i s>a n g i n a x i s .
469 i f ( ang n ax i s<a n g i n a x i s )
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470 {
471 a n g o u t a x i s=ang out n+ang n a x i s ;
472 }
473 e l s e
474 {
475 a n g o u t a x i s=−ang out n+ang n a x i s ;
476 }
477 // draw outgo ing r a y s and check second ap e r a t u r e
478 i f ( f a b s ( m out [1]) > ap2 /2)
479 {
480 i f ( r a y t r a c e )
481 {
482 dout<<m out[0]<<”\ t ”<< m out[1]<< end l ;
483 dout<<l e n s ( ap2 /2 , s u r f a c e 2)<<”\ t ”<<m out [1]−( m out [ 0 ]
484 −l e n s ( ap2 /2 , s u r f a c e 2 ))∗ tan ( a n g o u t a x i s)<<end l<<end l ;
485 }
486 }
487 e l s e
488 {
489 // de t e rm ine the y−p o s i t i o n i n the y−p l ane o f the f i b e r
490 y f i b p l a n e=m out [1 ]+( f i b p o s−m out [ 0 ] )∗ tan ( a n g o u t a x i s ) ;
491 i f ( ( y f i b p l a n e >f i b w i d /2) or ( y f i b p l a n e <−f i b w i d /2))
492 {
493 // ray does not end on f i b e r s u r f a c e
494 i f ( r a y t r a c e )
495 {
496 dout<<m out[0]<<”\ t ”<<m out[1]<< end l ;
497 dout<<m out [0]+ f i b p o s∗cos ( a n g o u t a x i s)<<”\ t ”
498 <<m out [1]+ f i b p o s∗ s i n ( a n g o u t a x i s)<<end l<<end l ;
499 }
500 }
501 e l s e
502 {
503 // ray ends on f i b e r s u r f a c e
504 i f ( r a y t r a c e )
505 {
506 dout << m out [ 0 ] << ”\ t ” << m out [ 1 ] << end l ;
507 dout << f i b p o s << ”\ t ” << m out [ 1 ]
508 +( f i b p o s−m out [ 0 ] )∗ tan ( a n g o u t a x i s )
509 << end l << end l ;
510 }
511 // check f i b e r a p e r a t u r e
512 i f ( f a b s ( a n g o u t a x i s /Pi∗180)< f i b a p )
513 {
514 c o l l e c t e d ++;
515 }
516 }
517 }
518 }
519 i f ( c o l l e c t e d <=1)
520 {
521 f i n a l a n g =0;
522 }
523 e l s e
524 {
525 // c a l c u l a t e the t o t a l c o l l e c t e d ang l e by the f i b e r and
526 // conv e r t to a s o l i d ang l e
527 f i n a l a n g=2∗Pi∗cos(1− a n g l e i n /( t o t a l r a y s −1)∗( c o l l e c t e d −1)/2);
528 }
529 r e s u l t << m in [ 0 ] << ”\ t ” << m in [ 1 ] << ”\ t ” << f i n a l a n g << end l ;
530 }
531 r e s u l t << end l ;
532 }
533 i f ( r a y t r a c e ){ dout . c l o s e ( ) ;}
534 r e s u l t . c l o s e ( ) ;
535 }
536 r e t u rn EXIT SUCCESS ;
537 }
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