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I. Abstract 
 

Many factors are of influence on the creation of understandable business processes for the 

appropriate audience. This study investigates a large extent of factors that contribute to an 

understandable and usable business process model. This results in an understandability reference 

framework and an understandability factors model (which shows a considerable number of 

influencing factors on process models). The foundation for modeling 2 real-life business processes is 

provided by this theoretical framework. The aim for modeling two processes is to investigate which 

modularity representation serves best for the understandability of business processes. An online 

experiment compares 3 different modularity representations applied on these process models. A 

total of 61 process participants participated in the experiment. Half of the participants in the 

experiment received the process models in an A3 paper format and the other half received a fully 

online computer format. With this additional experimental characteristic the presentation medium 

was investigated as a proposed influencing understandability factor. The practical data resulting from 

the experiment are analyzed with the help of statistical tests. We conclude from our analysis that for 

business practitioners to optimally understand the process model, it is best to show the process 

model in a fully-flattened way (without defined sub-processes). The large size of a process model 

causes less trouble than the split-attention effect of reintegrating hidden sub-processes. 

Nevertheless, the split-attention effect is easiest to overcome when the sub-processes are not 

hidden in the main process model but when separate views or windows are used to represent the 

main process model and the sub-process. The presentation medium also influences the 

understandability of process models. Paper process representations seem to be more 

understandable compared to computer representations.  
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II. Executive Summary 
 

Introduction 
A graphical representation of a business process is called a business process model and has been 

used already by many companies to represent their business processes. A process is a chain of 

events, activities and decisions (Dumas, La Rosa, Mendling, & Reijers, 2013). In order for these 

business process models to be usable, it is necessary to know how to represent process models in an 

understandable and usable way. All model-related and personal factors that influence and contribute 

to a better understandability and usability of process models are captured in an understandability 

reference framework (Table 2, Page 16) and an understandability factors model (Figure 3, Page 17). 

In order to contribute to this understandability factors model, a specific area is chosen to study in 

more depth. Since realistic business processes are large and complex in general, a certain 

representation of modularity (hierarchy or decomposition with the use of sub-processes) might be 

required. An empirical study with the help of an experiment has been used to find out (1) which 

modularity representation supports the understandability of business process models best. Also, there 

might be an influencing effect of the presentation medium on the process model. Therefore another 

objective to investigate results in the research question: (2) does the presentation medium influence 

the understandability of business process models? For the execution of this empirical study Philips 

Health Tech (PH) MR is closely involved. Two of their Quality Management System (QMS) processes 

are used in the experiment. A QMS is an information system that helps the organization to manage 

the quality of a product (ANSI/AAMI/ISO, 2004). In order to be compliant to the described process 

(model), users have to understand the process first. The modularity representation that facilitates 

this understanding best should be used in practice.   

 

Research Approach 

 
Copy of REPR1: Fully-flattened (Page 27)   

 
Copy of REPR2: fully-flattened with a division of sub-processes (Page 28) 

 

 
Copy of REPR3: sub-process hidden and located in a separate view (Page 28)  

The two PH MR processes that have 

been modelled are the Corrective and 

Preventive Action (CAPA-) process and 

the Complaint Handling (CH-) process. 

This study used three different 

representations. Representation (REPR) 

1 is a fully-flattened version of the 

process model. REPR2 combines REPR1 

with an additional division of the 

process into sub-processes with colored 

boxes. The last representation (REPR3) 

separates and hides the sub-processes 

from the main view. Five dependent 

measures have been defined to 

measure the understandability of these 

process representations: score 

(correctly answered model questions), 

time (efficiency), perceived usefulness 

(PU), perceived ease of use (PEOU) and 

intention to use (ITU). A number of 

personal factors were recorded as well 

to serve as control variables. 
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The experimental setup existed out of a block design of six different blocks (Table 3). As displayed, 

every process model representation was either presented on A3 paper (P) or on a computer screen 

(C). Every participant received one representation of the CAPA process and one of the CH process. A 

total of 61 PH employees completed the experiment. A proportion of those employees was 

experienced in either the CAPA process or in the CH process. 

Copy of Table 3: Block design of the experiment (*P=paper and C=Computer Screen, Page 34) 

Block CAPA Representation CH Representation Presentation Medium*: P or C 

Block 1 1 2 P 

Block 2 1 3 C 

Block 3 2 1 C 

Block 4 2 3 P 

Block 5 3 1 P 

Block 6 3 2 C 

 
The business process models of the two processes are attached in Appendix A. The questionnaire 

(Appendix C) first addressed the personal characteristics of the participants. Thereafter, content 

knowledge about the models was requested. The model content questions contained an equal 

distribution of global, local, control flow, resources and message flow (or information) questions 

among the two different processes. A further comparison between both the CAPA and the CH 

process models shows that the two processes were fairly comparable in terms of their structural 

characteristics (Table 6, page 39). In the analysis of the experimental data they are considered as 

similar and interchangeable. Therefore, the dataset is organized in groups divided on representation 

type instead. At last, the subjective measures of PU, PEOU and ITU were addressed. The whole 

experiment was implemented in an online environment hosted by www.bpmresearch.net. Only 

participants who were allocated to the paper group received the models on paper upfront. Another 

difference was manifested between REPR3 on paper (REPR3P) and computer (REPR3C). 

 
Copy of Figure 8: CH REPR3, mouse hoovering over sub-process "Perform 
Complaint Determination" (sub-process pop-up) 

 

Results 
Based on the research objectives, we posed a set of hypotheses to structure the analysis of the 

experiment. These hypotheses are summarized and answered in Table 8. All the hypotheses are 

partially or completed accepted. The representation did not highly influence the score or time 

needed to answer the questions. On the other hand, the subjective measures (PU, PEOU and ITU) 

were highly (significantly) influenced by the different representations. Besides this, an initial 

resistance towards business process models was bend into positivity for specifically REPR1 on paper. 

 

Sub-processes on a 

computer medium were 

hidden until the mouse 

hoovered over the sub-

process. The details of the 

sub-processes became 

visible while all context 

content stayed intact (Figure 

7, Page 37 and Figure 8) 

http://www.bpmresearch.net/
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Copy of Table 8: summary of hypotheses 

 
 

Conclusion and Practical Implications  
From a time perspective, there is no reason to choose one modularity representation over the other. 

On the other hand, the understandability measured in this experiment is different among the 

different representations in terms of effectiveness and the subjective measures. A fully-flattened 

version of a process model (without sub-processes) supports the understandability of business 

process models best. Apparently, size has a lower positive impact on the understandability compared 

to the negative split-attention effect of the use of hidden sub-processes. Besides, the method used to 

represent representation 3 on the computer is undesirable. Representation 3 on paper excludes the 

sub-processes from the main view and does not have a measurable lower understandability than the 

fully-flattened process models. It seems easier to integrate the sub-processes into the overall process 

model when they are represented in separate views or windows. Furthermore, the extra feature to 

divide processes into sub-processes with the help of colored boxes but without losing any overview 

and size, does not create a higher understandability. Likewise, for business practitioners to optimally 

understand local parts of the process model, it is best to show the process model in a fully-flattened 

way without sub-processes (preferably on paper). This all it suggests that the main process model 

should contain the least extra information possible per process view.  

 

Secondly, the presentation medium in itself also seems to influence the understandability of process 

models. A process model on a paper presentation medium is more understandable for at least a 

fully-flattened process representation and a representation that divides and hides sub-processes 

from the main process view. Especially, a first contact with these kind of process representations is 

perceived highly useful and easy to use in a fully-flattened format, on a paper medium. Of course it is 

not achievable to present a whole QMS on paper; it is not practical, durable, environmentally 

unfriendly and a waste of money. Though, for certain business purposes it might be useful to print 

the process model in order to increase the understandability.  

 

At last, a high perceived usefulness and perceived ease of use of specific groups, shows that an initial 

resistance can be bend towards a positive attitude. The first contact with BPMN process models 

should not be in a REPR3C-like visualization because of its low perceived understandability. This asks 

for more resistance in the perceived usefulness and perceived ease of use of this type of process 

models after using it. A fully-flattened representation on paper supports the understandability best. 

For future implementations of business process models, the use of sub-processes is probably 

inevitable. Another online representation which makes use of separate views should be used.   

SUMMARY

Hypothesis Result Proposition

H1: Representation type has an influence on the a) score, b) 

time, c) perceived usefulness (PU), d) perceived ease of use 

(PEOU), and e) intention to use (ITU).

Partially 

Accepted

REPR1 is more understandable compared to REPR2  (Based on 

a paper medium and PEOU) and REPR3 (Based on PU, PEOU 

and ITU). 

H2:  Presentation medium has an influence on the a) score, 

b) time, c) perceived usefulness (PU), d) perceived ease of 

use (PEOU), and e) intention to use (ITU).

Partially 

Accepted 

A paper presentation medium is a more understandable 

presentation medium compared to a computer screen for at 

least REPR1 (based on PU) and REPR3 (based on score/time, 

PU and ITU).

H3: The Representation type and Presentation medium have 

a combined effect on the a) score, b) time, c) perceived 

usefulness (PU), d) perceived ease of use (PEOU), and e) 

intention to use (ITU). 

Partially 

Accepted 

REPR1P is more understandable compared to REPR3C (based 

on PU, PEOU and ITU). As well, REPR2P is more 

understandable compared to REPR3C (based on PU). 

Furthermore, REPR1P is more understandable compared to 

REPR2C (based on PU and PEOU)

H4: The influence of the representation will be different for 

different types of understandability questions: a) Global & 

Local, b) Ctr/Res/Inf

Accepted The local questions are most understandable for REPR1 and 

REPR2 (based on score). Next, Ctr/Res/Inf questions are most 

understandable on a paper medium, especially on REPR1  and 

REPR3 (based on score and score/time)
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1. Introduction  
 

Every organization consists of a series of processes. A process is a chain of events, activities and 

decisions (Dumas et al., 2013). Even the smallest or merely service related company contains 

processes formally or informally. Depending on the company, these business processes can be 

represented in words, described on paper, in a graphical way or not even at all. A graphical 

representation of a business process is called a business process model and has been used already by 

many companies for their process representations. These process models or other representation 

formats can be established with the help of an information system.  

 

The larger and more complex an enterprise is, the more advantageous it becomes to store all main 

business processes in order to keep the organization among other things maintainable and 

transparent. Besides, towards the creation of a competitive asset an enterprise must be aware of its 

structures, processes and information systems to create a mindset that is focused on innovation, 

productivity and process optimization (Lantow, 2014). Innovation, productivity and process 

optimization are well known terms in nowadays businesses and research, since it is highly important 

to keep up with the rapidly changing and dynamic business environments.  

 

Furthermore, in order for an information system with business process models to be usable, it is 

important to know how to use process models in an understandable and usable way first. A Quality 

Management System (QMS) is an example of an information system that is used to record and 

communicate processes throughout the whole company. A QMS is an information system that helps 

the organization to manage the quality of a product (ANSI/AAMI/ISO, 2004). Processes from a QMS 

will be leading for this research paper because the most important feature of a QMS is to execute the 

process compliant to the description of the process. Evidently, employees are only able to execute 

the process compliant to the description if they are perfectly able to understand and use the 

represented process (model). The literature review was therefore focused on the identification of 

factors that influence the understandability and usability of business process models. Besides that, 

business processes are large and complex in general. With this characteristic it will be difficult to 

present process models in full extend and it is inevitable to anticipate in the modeling process on this 

given. The process model could be decomposed or separated in diverse sub-processes of the main 

higher level process (modularity) to minimize the process information at once. Furthermore, it 

seemed that there is not much known in current literature about the influence of the presentation 

medium on the understandability of business process models. The empirical study will focus on these 

particular facets of the understandability factors to find out which modularity representation 

supports the understandability of business process models best. 

 

1.1 Company involvement 
 

The Quality and Regulatory department of Philips Health Tech MR is closely involved in the execution 

of this study. The Business Unit (BU) MR develops Medical Resonance Imaging (MRI) scanners. Philips 

is situated in a very dynamic time during the maturity of this project. With a few setbacks in 2014 

and a new start as Philips Health Tech, separated from Philips Lighting (previously as one Philips), it is 

time for a whole new century. The Quality Management System (QMS) has received more 

emphasized attention in the last couple of years, whereas all employees have to commit to the 

processes and procedures described in the QMS in order to secure the quality of the end products. 

Philips MR displays the QMS with the help of a sharepoint, were all employees have access to. The 
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sharepoint consists of a high level quality manual, quality procedures, work instructions, forms, and 

records.  

 

The implemented Quality Management System is based and certified on the international standard 

ISO 13485:2003 (ISO, 2003). This standard provides the organization with guidance related to the 

management of quality for the design, development, production, installation and service of medical 

devices (ANSI/AAMI/ISO, 2004). The QMS is process-based and this is represented in Figure 1. This 

process-based approach is defined as “the application of a system of processes within an 

organization, together with the identification and interactions of these processes, and their 

management” (ISO:9001, 2000). According to ISO, the process-based approach should emphasize the 

importance of understanding and meeting requirements, obtaining results of process performance 

and effectiveness, and continual improvement of processes based on objective measurement.  

 

 

Figure 1: Model of a ISO 13485 process-based quality management system (ANSI/AAMI/ISO, 2004) 

Nevertheless, the main motive for the implementation of the QMS at Philips Health Tech (PH) is the 

external or market related motive. This means that the ISO certification and FDA approval is essential 

for the company to access international markets and to be known for their high quality (Piskar & 

Dolinsek, 2006). There are regulatory authorities that oversee and assure the quality of these 

(medical) products. They have to make sure that everything happening within the company is 

compliant to the process description captured in the QMS. Especially, the American ‘Food and Drug 

Administration’ (FDA) has the legal force to take drastic actions towards the American market 

whenever there are any inconsistencies found between the processes described and the process 

execution. Internal motives are intrinsic and consist for example of productivity improvement or the 

simplification and standardization of a set of processes (Piskar & Dolinsek, 2006). Even though the 

reason for implementing a QMS is at first highly external, all the benefits accompanied with the 

internal motive (process and productivity improvement or the simplification and standardization of a 

set of processes) can be reached automatically as well (Piskar & Dolinsek, 2006). There is still a lot of 

potential for Philips Health Tech regarding the internal advantages.  

 

A preview into the future shows that the prospective PH will make use of one QMS for all business 

units. The current situation is different for every separate BU. This is a large ongoing project with an 

innovative approach towards the representation of processes with the help of business process 

models. The modeling notation and style will be similar to the one notation and style (called BPMN 

2.0) used in this research project.  
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1.2 Motivation 
 

As mentioned implicitly before, one of the many reasons to use process models is to use them for 

communication purposes. An information system like a QMS is also used to communicate the 

processes throughout the whole organization to guarantee the quality and compliance over the 

whole process. Nowadays, many businesses use process models. These process models are only 

effective and efficient if people are able to understand the model (and subsequently the process). 

There are multiple scientific resources addressing understandability and usability of business process 

models as a dependent variable. Even though these subjects and terminologies are used interrelated 

in research topics addressing business process models, there was not much stated about their direct 

relationship and overlap. Many researchers also studied the behavior of business process models and 

what makes them more or less understandable to its users. The literature review resulted in a 

framework that integrates the existing knowledge about understandable and usable business process 

models. Business practitioners who are willing to model their processes need to know how to design 

and represent a process model best to be successful in communicating the processes and procedures 

throughout the company. 

 

Thereupon, not much is known about the usability of quality management systems in general. How 

processes should be represented in an understandable and usable manner to the people who are 

supposed to use it is no common topic in research. Most processes in the QMS are large and 

complex. With this in mind it would be useful to know how these processes could be represented 

best. Many organizations, especially the ones concerned with medical devices, have to deal with 

regulatory authorities who actually control the quality. The use of a QMS in those organizations is not 

an optional feature that you may or may not use in your strategic plan. The QMS becomes an 

obligatory asset necessary to access areas of distribution. Compliance to the processes described in 

the QMS will be facilitated best when the most understandable way of representing processes is 

chosen. Gathering more knowledge towards the optimal use of process models of QMS-processes is 

therefore convenient for multiple business environments. More specifically, Philips Health Tech is 

going towards the use of a business process management tool that makes use of process model 

representations in the near future. By studying the behavior of their own processes and their own 

employees, relevant knowledge will be gathered regarding these intended transformations. These 

findings are valuable input for this ongoing project.  

 

1.3 Research objectives 
 

This empirical study considers a sub-area of the foundational framework of understandability factors. 

A business environment and a QMS consists of large, complex processes, which go through many 

layers within the organization. Also Philips Health Tech has to deal with these large and complex 

processes on a daily basis. Modeling these processes is not always easy, because it is difficult to take 

all identified understandability model factors into account for the same process model. A process 

representation in a fully flattened version is often very large and unclear for example. It will become 

as well clear that there is a common trade-off between the one model factor and the other model 

factor that influences the understandability of business process models. From the model factors that 

were found in the literature review, it seems that the model structure and the visual layout covers 

the biggest part of the influencing model factors on the understandability as well. Complexity in 

terms of size and structure, in this regard, have a major impact on the understandability of process 

models. This means that a certain degree of modularity is often necessary to improve the 

understandability and keep the model maintainable. By making use of sub-processes (i.e. applying 
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hierarchy or decomposing the model), the process model advantageously decreases in size and 

becomes more structured in general, but other forces come into place as well. The ability to hide 

information (and therefore reduce the complexity) facilitates understanding (Reijers & Mendling, 

2011). On the other hand, the cognitive load increases because of the fragmented pieces of the 

process model that have to be integrated again (Figl, Koschmider, & Kriglstein, 2013). It is therefore 

not yet clear what the total and moderating effects of modularity (the use of sub-processes) are and 

whether they do increase the understandability in an absolute sense  (Figl, Koschmider, et al., 2013). 

In short, the way a process model applies modularity influences the understandability (Burton-Jones 

& Meso, 2008). Furthermore, one of the factors that has not yet been investigated is the 

presentation medium of the process model. The presentation medium might have an influence on 

the understandability of a certain modularity representation. The research objective will therefore 

contribute to this elaborated field of business process model understandability with as a main focus: 

 

 
 

1.4 Report outline 
 

This report will start with the theoretical background coming from the literature review. This is the 

foundation of the subsequent empirical study. The research methodology explains what has been 

done to collect the data from practice. An experiment conducted in the company is the main method 

used to gather field knowledge. The experimental setup will therefore be explained next. All the 

information that has been collected with this experiment is captured in the results section. At last, 

this report will conclude with an overall discussion of the results and with a summary of this study in 

the format of an end conclusion.  

To identify which modularity representation and presentation medium supports the 

understandability of business process models best. 

 



12 
 

2. Theoretical Background 
 

The main goal of the literature review was to integrate all the identified factors that contribute to a 

usable and understandable business process model into one framework. The focus of the literature 

review was therefore two sided (Randolph, 2009). At first, it is of importance to know what theories 

already exist on the understandability and usability of process models and the relationship and 

overlap between especially the concepts “understandability” and “usability” of business process 

models. Furthermore, the literature review lays a focus on previous research outcomes and the 

relationship between the different findings within the papers about the understandability of process 

models. This outcome-oriented review also facilitated the identification of factors that had not been 

investigated yet (Randolph, 2009). The general issues that were found are identified and included as 

well, to find out which problems were caused regarding the usability of the research outcomes in 

practice. The main literature research questions is focused on the overall influencing 

understandability factors. 

 

From the previous literature, which factors contribute to an understandable and usable business 

process model? 

  

Of first interest here, is to know what is meant by the understandability and usability of business 

process models and to know in which context these constructs are used. This is of relevance, since 

researchers in this field use numerous terms as a dependent variable (e.g. quality, comprehension, 

understandability, usability etc.) in order to increase the quality of use of business process models. 

Prior to any integration of different factors, a certain consensus on all the different defining 

constructs is needed. In order to establish a certain consensus usability and understandability have 

been compared as different concepts. It seems understandability is only a fraction of usability, 

though they have a lot in common in the research context of business process models. Apparently 

there is a high overlap and strong relationship between the usability and understandability of 

business process models. In addition, the usefulness of process models is interrelated with usability 

and understandability. In fact a useful model must be at least understood well and be efficient. As a 

result the understandability and usability of business process models can be best described as a 

combination of different constructs. Most of the elements of the different constructs are captured in 

the “understandability measures”, which can therefore be used as a main construct to measure the 

understandability and usability of business process models.  

 

2.1 Business process model (process models) 
 

Business process models (or conceptual models) are graphical representations which “communicate 

knowledge about the work performed in organizations” (Kunze, Luebbe, Weidlich, & Weske, 2011). 

In other words they describe the aspects of a defined business domain (Burton-Jones & Meso, 2008). 

The modeling of processes is not a purpose in itself, but belongs to the much broader field called 

Business Process Management (BPM). The field of BPM focusses mainly on the improvement of the 

processes that create products and services in order to optimally configure the processes with the 

performance objectives of the company (Dumas et al., 2013). Organizational concepts like resources, 

actors, activities and goals, have to collaborate with each other in order to achieve the stated 

performance objectives of the company (Caetano, Silva, & Tribolet, 2005). These organizational 

concepts are captured by business process models and are able to represent the business 

relationships as well (Caetano, Silva, et al., 2005). Hence, business processes can be represented 
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graphically, including activities or tasks, events or stages, decision points and control flow logic 

(Dumas et al., 2013; Reijers, Recker, & Wouw, 2010). This graphical representation of a real-life 

business process is often created with the help of a modeling technique and has to be supported by 

an information system, in order to communicate the models throughout the company (Burton-Jones 

& Meso, 2008; Davies, Green, Rosemann, Indulska, & Gallo, 2006).  

 

As mentioned before, one of the main motives to model processes is for communication purposes. 

Other motives may be to facilitate the understanding of the process, to overcome problems, to 

coordinate work and to discover and realize opportunities (Houy, Fettke, & Loos, 2014; Rittgen, 2010; 

Sánchez-González, Ruiz, García, & Piattini, 2013). Besides that, information regarding the execution 

data is a useful asset, to capture and monitor performance metrics of the process (Jan Mendling, 

Strembeck, & Recker, 2012). At last, Mturi and Johannesson (2013) summarize several other explicit 

benefits of process models, captured from several researchers namely: a maintained focus on 

business needs, automated enactment and easy change management. To succeed in any of the 

positive outcomes of these purposes, the process models have to be usable for all users. Usability 

and its meaning towards business process models will therefore be the next topic to address.  

 

2.1.1 Usable Process Models 

 

Usability is defined in a number of ways and in a number of disciplines. Bevan (1995) mentions that 

there are two complementary ways to look at usability. The first perspective is the bottom-up 

product-oriented view. Usability is then linked to the ease of use of the product or service (i.e. 

business process model). The second perspective is a broader top-down approach whereas usability 

is defined as “the ability to use a product for its intended purpose” (Bevan, 1995). Nielsen (1993) 

defines usability as multiple measurable components with the following five usability attributes: 

learnability, efficiency, memorability, errors and satisfaction. Again another viewpoint states that 

“usability is the extent to which a product can be used by specified users to achieve specified goals 

with effectiveness, efficiency and satisfaction in a specified context of use” (ISO:9241; as well defined 

as “quality of use measures” by Bevan, 1995). This ISO:9241 standard is also used by Birkmeier, 

Klöckner, & Overhage (2010) in their research and is process-oriented in nature (Abran, Khelifi, 

Suryn, & Seffah, 2003). Surprisingly, the International Organization for Standardization (ISO) also 

makes a different statement on usability in the ISO standard 

ISO:9126. This standard is product-oriented and claims that 

usability is a combination of five usability attributes: 

understandability, learnability, operability, attractiveness 

and usability compliance (Abran et al., 2003). 

As a last addition to all the different usability attributes, 

Bevan (1995) emphasizes the importance of the context of 

use (technical, physical, social and organisational 

environment). The interactions between basically all these 

usability attributes are visualized in Figure 2.  

 

Figure 2: Usability measures determined by the context of use (Bevan, 1995) 

Continuing on the different definitions, there is a big overlap. For example, between the ISO 

definitions, a major overlap exists once we know that efficiency and effectiveness, are also indicated 

as the pragmatic quality of a system by several researchers (e.g. Moody, 2003). Pragmatic quality is 
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often used to measure the understandability and the facilitation of learning of models (Rittgen, 2010; 

Krogstie et al., 2006). Likewise, learnability could also be substituted by relative user efficiency 

(Bevan, 1995). A system must have a high usability in order for users to use the system. Without the 

system being used or underutilized, not all potential benefits can be realized despite technological 

superiority (Agarwal, De, & Sinha, 1999; Moody, 2003). This leads to again another way to capture 

part of this phenomenon namely Perceived Usefulness (PU). PU is “a person’s subjective probability 

that using a particular system would enhance his or her job performance (Moody, 2003). PU is used 

to measure the actual usefulness of a product or process (Rittgen, 2010). Not entirely coincidentally, 

usefulness is the major driving factor that decides whether business analysts are willing to keep using 

process models (Davies et al., 2006). Davies et al. (2006) used questions like “does conceptual 

modeling take too much time?” and “does conceptual modeling make my job easier?” to find out 

more about the usefulness of process models. These questions are similar to questionnaires based 

on the Method Evaluation Model (MEM). The MEM can be used to measure usefulness in 

information systems (IS-) design research (Moody, 2003). Just like “PU”, “satisfaction” is a subjective 

measurement, which is used to measure whether a system is pleasant to use and if people are willing 

to use the system from an intrinsic motivation (Moody, 2003; Nielsen, 1993). Furthermore, 

Mendling, Strembeck and Recker (2012) claim that in order for a model to be useful the model must 

be at least understood well and efficient. This adds up to the broader definition of usability proposed 

by Bevan (1995). He explains that in terms of this definition, the product must be usable and useful 

and cannot be either of the two since they are not mutually exclusive. In conclusion, there is a big 

overlap between “usefulness” and “usability” as well as for the different definitions of usability itself.  

After defining usability and explaining a bit more about process models, it is good to know more 

about one major quality criteria that contributes to a good usability of process models. Making 

process models usable for the users goes together with making these models understandable. 

Process models should be understandable first, in order to succeed in its purpose to communicate 

and to facilitate a thorough understanding of the process (Dumas, Rosa, Mendling, & Raul, 2012; 

Recker, Reijers, & van de Wouw, 2014; Reijers et al., 2010). Besides that, questions about 

understanding are used in order to measure usability (Birkmeier et al., 2010). Since understandability 

is only part of usability it is important to know that it is one of the most important contributing 

factors, and therefore highly relevant. Understandability is considered by Houy, Fettke and Loos 

(2012) as one of the most important quality criteria of process models. Other researchers use 

understandability even as a proxy for model quality (Fettke, Houy, Vella, & Loos, 2012; Mendling, 

Reijers, & Cardoso, 2007a). Besides, considering systematic reviews on business process model 

quality, approximately 60% (42/72) of the researchers use ‘understandability’ as the dependent 

variable for the measurement of the quality of process models. Understanding process models is 

thus essential to them actually being used (Reijers et al., 2010). It is therefore relevant to keep in 

mind that model understandability is of high importance but, only as a means to achieve the purpose 

of realizing an information system with a highly usable business process models (Rittgen, 2010). An 

extra advantage to this purpose is that the understandability of a process model also influences the 

maintainability of the process in a positive way (García, Piattini, Ruiz, & Visaggio, 2005), which is 

highly wishful in the current dynamic environment of many businesses.   

There are numerous researchers whom address understandability issues in relation to business 

process models. Reijers and Mendling (2011) describe understandability as “the degree to which 

information contained in a process model can be easily understood by a reader of that model”. Houy 

et al. (2012) covers all the identified understandability dimensions that where included in the papers 

that were used for their systematic literature review. His framework shows the number of different 

understandability dimensions (effectiveness, efficiency and subjective effectiveness) that are, and 
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can be tested. As mentioned before, this framework shows that again there is a large overlap 

between measuring usability and understandability. The framework is included in Table 1.  

Table 1: Conceptual model understandability reference framework (Houy et al., 2012) 

Conceptual model understandability 
Objectively measurable dimensions of understandability Subjective 

dimension of 
understandability 

Effectiveness Efficiency Effectiveness 

1. Recalling 
model 
content 

2. Correctly 
answering 
questions 
about model 
content 

3. Problem-
solving 
based on 
the model 
content 

4. Verification 
of model 
content 

5. Time 
needed to 
understand 
a model 

6. Perceived ease 
of 
understanding a 
model 

 

At last, there are three possible perspectives to look at the understandability of process models, 

which will be discussed subsequently. Reijers et al. (2010) contend that the understandability of 

process models is not only depending on factors intrinsic to the model but also dependent on the 

characteristics of the user. Besides that, there is literature that discusses understandability with the 

modeler as a starting point of the modeling process (e.g. Claes et al., 2012). Apperently, Claes et al. 

(2012) found out that a structured modeling style creates a better outcome in terms of 

understandability. In addition, they found that the best readable models are created by more 

experienced and therefore faster modelers. In conclusion, the three perspectives are the perspective 

of (1) the model itself, (2) the user and (3) the modeler. Combinations of these perspectives are 

considered as well (Mendling et al., 2007; Reijers & Mendling, 2011; Weitlaner et al., 2013). 

Nevertheless, perspective (3) is left out of scope further on, even though the understandability of the 

created models is significantly dependent on the person who models the process (Weitlaner et al., 

2013). More in the interest of the literature research questions are the factors that increase the 

understandability of the process model, from the process model perspective itself, and from the user 

perspective. The modeler perspective is left out of scope under the assumption that the modeler is 

an expert in modeling the process and therefore models according to the model factors that increase 

the understandability.  

 

2.2 Understandability of Business Process Models 
 
After this theoretical introduction of the topic, the next step is to identify all factors that are already 

found to be of influence. The usability of these influencing factors were integrated in the dependent 

variable “understandability”. An elaborated literature review was conducted on the different factors 

that make process models understandable to its users. The research into the understandability of 

process models is very diversified and addresses many underlying theories without a unified 

agreement on these different theories yet (Fettke et al., 2012; Houy et al., 2014). Though, the 

influencing factors that were found, are indeed improving the overall understandability of process 

models, so the research that is done is of good use (Saghafi & Wand, 2014). As a result, Houy et al. 

(2012) states that “experimental research on model understandability should put a stronger focus on 

the pool of different understandability dimensions identified in related work and use them in order 

to further our understanding of model understandability regarding all its possible dimensions”. This is 

the main motivation to find out what factors are investigated in research regarding business process 

model understandability. Process model understandability is defined by Reijers and Mendling (2011) 

as “the degree to which information contained in a process model can be easily understood by a 

reader of that model”. Gruhn & Laue (2006) introduce complexity therefore as the opposite of 
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understandability, i.e. the difficulty to understand a model. In addition, Houy et al. (2014) found in a 

systematic literature review that the subject matters of the research on understandability of process 

models is focused (among other things) on the investigation of general model quality and complexity 

and on the study of cognitive factors influencing model understanding. This again suggest that the 

understanding of a business process model is highly reliant on the intrinsic model and user (personal) 

characteristics. 

 

A total of 31 papers has been analyzed in order to extract all understandability factors. The included 

papers either address model factors, personal factors, or both. All identified influencing 

understandability factors are summarized in the reference framework in Table 2. 

 
Table 2: Reference framework of the understandability factors of process models 

 
 

 

Paper Reference Year

Model 

factor

Personal 

factor Understandability Factor Description

significant

/relevant

1 Bera, Burton-Jones and Wand 2014 x Domain Knowledge Following ontological guidelines and domain knowledge as interacting effect Yes

2 Haisjackl and Zugal 2014 x Presentation Format Graphical representation compared to textual: in nr of errors, duration and mental effortYes

3 Johannsen, Leist and Braunnagel 2014 x Model Structure and Visual Layout Decomposing with Wand and Weber's decomposition model increases understandabilityYes

4 Lantow 2014 x Model Structure and Visual Layout Level of detail. Yes

5 Recker, Reijers and van de Wouw 2014 x Dynamic Characteristics Cognitive skills Yes

x Learning strategy Yes

6 Figl, Mendling and Strembeck 2013 x Modeling Notation Symbol design, based on cognitive load and context of the conceptual model Yes

x Model element Labelling Textual labels flatten the influence of the modelling notation Yes

7 Figl, Koschmider and Kriglstein 2013 x Model Structure and Visual Layout Subprocess representation. Overview+Detail strategy is preferred over focus+context Yes

x Linking process visualization. Node-link, Treemap or Nested graphs No

8 Figl, Recker and Mendling 2013 x Model element Labelling The routing symbol design of the gateways: "perceptual discriminality", "pop out" Yes

9 Koschmider, Kriglstein and Ullrich 2013 x Model Content  Including context information like objects and roles Yes 

10 Mturi and Johannesson 2013 x Navigation and Searching The influence of a context-based process semantic annotation model Yes

11 Recker 2013 x Model Structure and Visual Layout Use of gateway constructs Yes

12

Sánchez-González, Ruiz, García and 

Cardoso

2013 x Model Structure and Visual Layout number of nodes, reducing sequence and message flow, reducing decision nodes, 

reducing number of events

yes

13 Stitzlein, Sanderson and Indulska 2013 x Presentation Format: Modeling NotationRepresentation sequences and task allocations Yes

x Practical Experience: Modeling ExpertiseExperience with abstract models No

14 Weitlaner, Guettinger and Kohlbacher 2013 x Modeling Notation Concurrency, Order, Repetition Yes, No, No

x Theoretical Knowledge Level of education, Focus of education Yes, No

x Practical Experience Knowledge of Business Process Modeling No

15 Dumas, La Rosa, Mendling et al. 2012 x Model Structure and Visual Layout Structuredness (trade-off with compactness) Yes

16 Mendling, Strembeck and Recker 2012 x Model element Labelling Abstract labels realize syntax comprehension better Yes

x Theoretical Knowledge Formal process knowledge Yes

x Practical Experience: Modeling Expertise Modelling experience No

x Practical Experience: Modeling Expertise Modelling intensity No

17 Ottensooser, Feteke, Reijers et al. 2012 x Presentation Format: Textual Support Textual descriptions of the process are understood by everyone Yes

Textual descriptions complement graphical (process modelling) notations Yes

18 Recker & Dreiling 2011 x Practical Experience Prior experience in the modeling language No

x Practical Experience Business process management work experience Yes

x Model element Labeling Native Language Yes

19 Reijers, Freytag, Mendling and Eckleder2011 x Coloring Model Elements use of color to highlighting process model elements (syntax highlighting) Yes

x Modeling Expertise Difference between novices and experts of the effect of highlighting Yes

20 Reijers and Mendling 2011 x Model Structure and Visual Layout 12 Complexity measures: influence only of average connector degree and density Yes

x Theoretical and Practical Knowledge As combined dimension personal factors: Theory, Practice and Education Yes

21 Reijers, Mendling and Dijkman 2011 x Model Structure and Visual Layout Subprocess representation/modularity Yes

A fully automated approach of the modularization of process models is not possible Yes

22 la Rosa, Wohed, Mendling  et al. 2011 x Model Structure and Visual Layout Managing Complexity by adjusting model parts to increase usability Yes

Inceased structuredness and decrease in size improve understandability Yes

23 Birkmeier, Klöckner and Overhage 2010 x Modeling notation Comparing the usability (effectiveness, efficiency, user satisfaction) of BPMN and UMLNo

24 Mendling, Reijers and Recker 2010 x Model element Labelling Verb-object labels are most understandable, next Action-noun labels, next others Yes

x Domain Knowledge The moderating effect of application domain knowledge between labeling style and PUNo

x Theoretical Knowledge The moderating effect of modelling notation  knowledge between labeling style and PUNo

25 Peters and Weidlich 2009 x Model element Labelling Impact of labelling on the understandability Not tested

Burton-Jones and Meso 2008 x Presentation Format: Textual Support Multiple forms of information Yes

x Model Structure and Visual Layout Decomposition with Wand and Weber's decomposition rules (quality decomposition) Yes

26 Mendling and Strembeck 2008 x Model element Labelling Larger text labels decease the understandability of the model Yes

x Model Structure and Visual Layout Separability relates the numger of cut-vertices to the number of nodes Yes

x Theoretical knowledge Theoretical pcoess modeling knowledge increases the process understandability Yes, partly

26 Mendling, Reijers and Cardoso 2007 x Model Structure and Visual Layout Size: high number of arcs/average connector degree and density Yes

x Theoretical and Practical Knowledge As combined dimension personal factors: Theory and Practice Yes

28 Recker and Dreiling 2007 x Modeling Notation Differences in understanding two process-oriented languages. No

29 Caetano, Silva and Tribolet 2005 x Model Content  Business Objects (object oriented) and Role model Framework Not tested

30 Caetano, Zacarias, Silva and Tribolet 2005 x Model Content  Object oriented framework including role-based business process modelling Not tested

31 Agarwal, De and Sinha 1999 x Model Emphasis Process-oriented is easier to understand in comparison to Object-oriented notation Yes



17 
 

Most of the understandability factors were empirically tested and influence the understandability 

significantly. Despite that, there is also a number of factors that are not significant in the currently 

existing experiments or are not tested yet. Especially the factors that are not empirically tested have 

a high theoretical power and are therefore included in the reference framework. The factors that are 

not of influence (enough) should not be addressed again in research in a similar setup, and are 

neither of interest in the modeling process. 

 

Subsequently, the conceptualized understandability factors of the reference framework are all 

graphically represented in the understandability factors model (Figure 3). This model explains the 

possible relationships between these understandability factors. Not only the reference framework 

factors are included, but also a new dimension is created. Personal factors are suggested to be a 

subdivision of the context of the process model. As can be derived, also the presentation medium is 

part of this environment or context of the process model. Modeling purpose, domain knowledge, 

presentation medium and modeling expertise are white or arced in the model.  Their contribution is 

not fully clear, or at least the literature does not provide clear evidence for the inclusion or exclusion 

of these factors within the introduced model. The other factors are somehow validated to have an 

effect on the understandability of process models, even though this effect may be ambiguous. Both 

the modularity and presentation medium are colored in orange. These factors are the main focus of 

the empirical study. 

 

 
Figure 3: Understandability Factors Model 
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Note that despite of the existence of the framework and model, taking all the different 

understandability factors into consideration is difficult. The reason for this is that the intention to 

make the process model more understandable with the inclusion of one factor could on the other 

hand decrease the understandability by a side effect of that factor (Dumas et al., 2012). 

Structuredness and size are two of these contradicting factors. These shortcomings are not 

represented in the understandability framework. Though, the understandabililty framework could be 

used as an input for quality treshold measures that still have to be created and as input for the model 

areas that have not yet been investigated in enough detail. It also shows clearly which factors are 

quite elaborately and thoroughly investigated already. In this way a certain saturation can be 

reached in time. 

 

How both the reference framework and the understandability factors model were originated will be 

explained next. The specific influence of the understandability factor will also be explained here. To 

start with, process models should be simple, intuitive, easy to interpret (Mendling et al., 2007; Reijers 

& Mendling, 2011; Stitzlein, Sanderson, & Indulska, 2013) and designed in a way that serves its 

purpose best (Schrepfer, Wolf, Mendling, & Reijers, 2009). The understandability of process models is 

thus related to the “ease of use and the effort for reading and correctly interpreting a model” (Houy 

et al., 2014).  

 

2.3 Model Factors 
 

The model factors that seem to influence the understandability of process models in any extent are 

conceptualized in the next sub-paragraphs. These concepts are either proposed in the papers 

included in the reference framework (Table 2) or newly created in order to be consistent about the 

influencing understandability factors. The discussion about these factors includes the presentation 

format, model structure and visual layout, model element labelling, model emphasis, model content 

and at last the navigation of process models.  

 

2.3.1 Presentation format: Modeling Notation 

 

A number of modeling notations can be used to model processes. This modeling notation exists out 

of a set of graphical symbols, which shape the visualization of the elements of the process (Dumas et 

al., 2013; Schrepfer et al., 2009). A number of mostly used modeling notations are UML activity 

diagrams (UML ADs), Event driven Process Chains (EPCs) and Business Process Modeling Notation 

(BPMN) and flowcharts. The Business Process Modeling Notation (BPMN) is a mature and 

standardized modeling language, which can be used to model business processes (Dumas et al., 

2013). As being said, BPMN is not the only language that may be used in modeling processes. What 

language should be used in practice to represent processes is a well-known and ambiguous topic in 

research. Researchers claim that BPMN (compared to other languages) provides technical 

advantages and is readily usable for business users (Birkmeier et al., 2010). BPMN is one of the most 

frequently used notations (Reijers & Mendling, 2011) as well. On the other hand, there is no 

unambiguous evidence for any superiority. The reason for this inconsistency might have its roots at 

the many different experimental setups that are used, which leads to fundamentally different 

outcomes towards understandability and usability aspects (Laue & Gadatsch, 2011). For example, 

Birkmeier et al. (2010) compare BPMN with UML (Unified Modeling Language) activity diagrams in 

order to conclude that BPMN nor UML is significantly better from a usability perspective. Afterwards 

they compared the modeling languages and imply that the modeling elements are very similar. 
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Despite of this, another representation, EPC, is more difficult to understand in comparison to UML 

and BPMN in terms of being able to identify simultaneous activities. This is found by Weitlaner, 

Guettinger and Kohlbacher (2013) regardless of the personal factors of the users of the model. One 

of the oldest process languages is the flowchart (Dumas et al., 2013). A big difference between BPMN 

and flowcharts, according to Dumas et al. (2013), is that the flowchart does not make use of event 

nodes; “an event node tells us that something may or must happen, within the process or in the 

environment of the process that requires a reaction”. BPMN has in this sense the opportunity to 

model a more complete process in comparison to the possibilities of a flowchart. Though, flowcharts 

are still mainly used in practice (Weitlaner et al., 2013). Figl, Mendling and Strembeck (2013) 

reinforced the preference for BPMN by their research on the low cognitive load that the Business 

Process Modeling Notation uses. Namely, “the limited capacity of human working memory 

constitutes a bottleneck for cognitive activities involved in understanding process models, and the 

way information is represented via a specific symbol set may place extra cognitive load on the user” 

(Figl, Mendling, et al., 2013). BPMN therefore performs significantly better than other modeling 

notations and has a higher usability.  

 

Despite all these considered differences between process model notations, it seems that process 

models are understood at an equal level, even though the experience and familiarity with process 

models is in a different modeling notation (e.g. Mendling, Reijers, & Cardoso, 2007b; Recker & 

Dreiling, 2011; Reijers, Mendling, & Dijkman, 2011). For example, there has been no significant 

difference in understanding in a test between the BPMN-language and the EPC-language whereas all 

participants had knowledge of only one notation (Recker & Dreiling, 2007). This again suggests that 

the modeling notations share a common ground (similar modeling elements) that serves a common 

understanding.  

 

2.3.2 Presentation format: Textual Support 

 

As mentioned by process actors as well (Mendling et al., 2007), processes models should always 

come together with textual support in terms of textual descriptions of the processes (Ottensooser, 

Fekete, Reijers, Mendling, & Menictas, 2012). Textual descriptions of the process improve the 

understandability of the process and therefore of the process model itself (Ottensooser et al., 2012). 

The reason is that personal factors like experience in process modeling and analytical insight 

influence the perceived understandability of process models (Mendling et al., 2007; Ottensooser et 

al., 2012). It must be possible for a broad audience to absorb information from a process model with 

the help of text. Next to that, individuals process information better when the brain receives 

information through auditory (words) and visual (graphical models) channels in parallel (Mendling et 

al., 2010). Even more critical is the statement that Ottensooser et al. (2012) makes by saying that the 

benefits of a graphical notation can only be reached when people have received training in process 

models. Besides, the increase of cognitive load is an unfortunate trade-off of the inclusion of text, 

whereas graphical notations capture an efficient way of processing information (Ottensooser et al., 

2012). Equally, the number of errors, duration of processing the textual descriptions and the mental 

effort is higher for textual descriptions and this might be the reason that people find graphical 

representation easier to understand (Haisjackl & Zugal, 2014). The reason for using both textual and 

graphical notations is because they facilitate different cognitive processes and are therefore 

complementary in nature (Ottensooser et al., 2012). As a result, the textual descriptions are not 

meant to be used in isolation but as a support of the graphical representation.  
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2.3.3 Model Structure and Visual Layout 

 

There are a number of structural and layout factors that influence the understandability. The 

understandability seems to increase when the models become less complex (Reijers & Mendling, 

2011). Size and structuredness of process models are both associated with complexity, whereas a 

reduced size and a higher structured process model should affect the understandability of the model 

in a positive way (La Rosa et al., 2011). Besides, the layout could help in designing process models in 

an understandable way. A few guidelines are enumerated by Gruhn & Laue (2006) considering this 

layout of a process model: 

1. Choosing size and color of the graphical elements in the model with care  

2. Modeling time-dependency horizontally from left to right or vertically from top to bottom 

3. Aligning the edges of the graphical elements 

4. Avoiding intersecting arrows. 

 

2.3.4 Model Structure and Visual Layout: Complexity 

 

As being said already, researchers have shown that size in general has an impact on the 

understandability, whereas larger models are less easy to understand (Reijers & Mendling, 2011). 

Though, Reijers and Mendling mention correctly that relevant parts of a model cannot simply be 

skipped. Leaving out gateways for example already decreases the understandability (Recker, 2013). 

In line with the above mentioned, the number of arcs in a process model and the density seems to 

influence the understandability. A high number of arcs in a model and a high density have a negative 

effect on model understandability (Mendling et al., 2007; Reijers & Mendling, 2011). Reijers and 

Mendling (2011) also found that a lower variety of connectors in a model may increase the 

understandability. Both show that complexity factors affects the understandability. Though, more 

details in the process model actually can result in a higher understandability even though the size 

(complexity) increases (Lantow, 2014). The suggested reason for this is that there might be important 

context information included in the details, which fosters understandability to a higher extend then 

the increase in size hampers the understandability. Saghafi & Wand (2014) have determined this 

trade-off as well and call it the simplicity-expressivenes trade-off. Because of the high relevance of 

this trade-off, sub-processes come into place to compromise between these contradicting effects. 

This topic will be discussed further on.  

 

The other factor that was also mentioned by experts (when understandability was perceived higher) 

is structuredness (Mendling et al., 2007). Besides that, unstructured models have a higher error 

probability and are therefore less correct, because it is more difficult to understand the control flow 

(Laue & Mendling, 2010). Dumas et al. (2012) also examined the effects of structuredness on the 

understandability of process models. They discuss the trade-off between structuredness and the 

implication of duplicating a specific amount of nodes and gateways (i.e. at the cost of compactness 

and size). This trade-off is also mentioned by la Rosa et al. (2011). Block-structuredess and the 

duplication of model elements are methods to achieve structuredness (la Rosa et al., 2011). The 

application of block-structuredness means that “for every node with multiple outgoing arcs (a split) 

there is a corresponding node with multiple incoming arcs (a join)” (Dumas et al., 2012). For realizing 

structuredness, the size increases due to the duplication of nodes, but the complexity attributes 

decrease (Dumas et al., 2012). Structured models are nonetheless easier to understand (as long as 

the number of gateways does not increase) and perceived to be less complex (Dumas et al., 2012).  
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2.3.5 Model Structure and Visual Layout: Modularity  

 

Complexity and size issues can be solved by modularity and decomposition, which can be applied for 

example by using subprocesses (Reijers, Mendling, et al., 2011). Compacting (removing redundant 

element without loss of process behavior) is another way to realize a positive effect on the size of the 

process model (la Rosa et al., 2011), but might not be effective enough. Decomposing means that 

large process models are divided into smaller subprocesses in order to increase the understandability 

without leaving out relevant parts of the process(Johannsen, Leist, & Braunnagel, 2014). These sub-

processes provide for a hierarchy in the process model (Stefan Zugal, Soffer, Pinggera, & Weber, 

2012). The concept of modularity can be found under all these different headings (decomposition, 

hierarchy, modularity) in literature and has been used interchangeably. The use of subprocesses 

facilitates understanding because of lower browsing costs and the ability to hide information (la Rosa 

et al., 2011; Reijers, Mendling, et al., 2011). This reduction of mental effort gets rewarded by the 

positive effects of abstraction (Zugal, Pinggera, Weber, Mendling, & Reijers, 2012). This leads to a 

limitation in the represented information, which makes the local parts of the process model more 

understandable (Reijers et al., 2011). In short, the rationale for the advantages of modularity is 

supposedly based on the reduction of the complexity of a process model and therefore improves the 

understandability (Johannsen et al., 2014; la Rosa et al., 2011). In contradiction to all the before 

mentioned, modularity causes also for an increase of cognitive load, since the fragmented pieces of 

the process model (the subprocesses) have to be cognitively integrated again (Figl, Koschmider, et 

al., 2013). This negative effect is called the split-attention effect (Zugal et al., 2012). It is therefore not 

yet clear what the total and moderating effects of modularity (the use of sub-processes) are and 

whether they do increase the understandability in an absolute sense (Figl, Koschmider, et al., 2013). 

Combining these two opposing forces into one makes the application of modularity or hierarchy an 

undefined topic regarding the understandability of process models. (Zugal, Pinggera, Reijers, 

Reichert, & Weber, 2012). Zugal, Pinggera et al. (2012) claim that both abstraction and the split-

attention effect should be taken into account when questions are asked in an experiment on the 

effect of modularity on the understandability. 

 

Nevertheless, the decomposition of process models is already established in process modeling and 

conditions are used to make this job easier. It seems that using the decomposition conditions of 

Wand and Weber significantly increases the understandability of decomposed models compared to 

decomposing without these conditions (Burton-Jones & Meso, 2008; Johannsen et al., 2014). Wand 

and Weber’s Decomposition Model provides conditions to decompose a model into subprocesses in 

an understandable way (Johannsen et al., 2014). Especially, the strong cohesion and minimum 

coupling condition are of influence of this effect. Reijers, Mendling, et al. (2011) also provide five 

criteria that should be modelled according to when modularity is applied to a process model, despite 

their recognition that there are no explicit guidelines that can be given. Next to that, they evaluate 

three types of criteria that provides the insight that automatic modularization is only suitable with 

the end assessment of an expert. All conditions can still be used in the case of large process models 

to decrease the size, but Burton-Jones & Meso (2008) gave at least strong support that decomposing 

according to Wand and Weber’s model gives a high quality model with a direct effect on its 

understandability. Next to the choices that can be made during decomposition, there also a number 

of representations that can be chosen to present sub-process in a business proces model. The 

representation of sub-processes can be done in a number of ways, which are described for example 

by Figl, Koschmider and Kriglstein (2013). They found out that the preferred representation uses 

multiple windows that separately display a particular (sub-) process model and its relationship 

(overview+detail representation) in comparison to a focus+context view. 
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2.3.6 Model Structure and Visual Layout: Coloring model elements 

 

The last factor that has been identified as an important visual layout factor, is the use of color and 

highlights. This is another feature that can be used within modeling tools to connect model elements 

that relate to one another. Especially, users with little practical knowledge of modeling, will 

understand process models more accurately with the help of color (Reijers, Freytag, Mendling, & 

Eckleder, 2011).  

 

2.3.7 Model element Labelling 

 

Keeping simplicity is one of the important factors that increases understandability (Mendling et al., 

2007). This is also one of the reasons that Mendling et al. (2012) finds that abstract labels are easier 

to understand then textual labels in the process models. Also, the larger the label text, the less 

understandable the model becomes (Mendling & Strembeck, 2008). As we have seen before, if the 

cognitive load becomes too high, the understandability decreases. In practice the domain 

information in the labels cannot be left out, because it contains valuable information of the model. 

However, especially in the modeling phase it is of relevance to use abstract labels at first (Mendling 

et al., 2012). The modeling will then cause the lowest complexity. On the other hand, domain 

information is considered in such a way important that it flattens out the influence of the modeling 

notation, since people are able to understand the process by focussing merely on the text (Figl, 

Mendling, et al., 2013). This means that there is a contradiction in the effect of textual labels on the 

understandability of process models. Next to this, the language of the labels is of influence as well. If 

the language that is used is not the first language of the reader, the understandability decreases due 

to an increase in cognitive load (Recker & Dreiling, 2007). It is important to ask for the least cognitive 

load of labels as possible, so there should be a good balance between the information in the label 

and the cognitive load of the working memory. This has to be kept in mind with the composition of 

the labeling conventions. The conventions that can be used best to label the elements are called 

short “verb-object” labels (Mendling, Reijers, & Recker, 2010). These labels are considered to be the 

least ambiguous. The modeller itself should still think consiously about the choice of terms within the 

labels, to avoid any misunderstanding (Mendling et al., 2010). Another recommended  approach to 

increase the understandability of element labels that present the domain information, is the use of a 

glossary of these labels (Peters & Weidlich, 2009). Unfortunately, Peter and Weidlich (2009) did not 

emperically validate whether this approach really increases the understandability of the process 

model.  

 

Another part of the modeling elements considers the routing elements. Convergence and divergence 

semantics are used to model decisions for either “splitting” or “joining” tasks in a process and can be 

called routing elements (Figl, Recker, & Mendling, 2013). The most used routing elements are the 

AND (both routings have to be followed), XOR (a mutually exclusive choice) or OR (one or more 

routings can be chosen) decisions (Dumas et al., 2013). The different routing elements have to be 

easy to discriminate from each other and should be easy to locate, in order for them to be accurately 

understood and to be perceived as easy to understand (Figl, Recker, et al., 2013). There is no such 

effect on the speed that model users answer the model content questions. 

 

2.3.8 Model Emphasis 

 

Models and their notation can emphasize different aspects of the process. Within the process model, 

this focus can be on the structure or on the behavior of the process (Agarwal et al., 1999) in the 
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design of respectively object-oriented models (e.g. Caetano, Silva, et al., 2005) and process-oriented 

models (e.g. Sánchez-González, Ruiz, García, & Cardoso, 2011). It seems that process-oriented 

representations (BPMN-like notations) are in general easier to understand and therefore more useful 

for communication purposes in comparison to object-oriented (UML-like) representations (Agarwal 

et al., 1999). A possible explanation for this outcome is that people find it easier to understand 

process representations rather than a model with data (Agarwal et al., 1999).  

 

2.3.9 Model Content 

 

The experiments that are done in the field of the understandability of process models are mainly 

done with the use of models, where only the control-flow or the activities are included (e.g. Figl, 

Koschmider, et al., 2013; la Rosa et al., 2011). This means that only the sequence of process elements 

or tasks are included in the content of the experiment. Representing business objects like resources 

and actors in the process model, are highly relevant as well though. This is the case since including 

roles in the process model could improve the understandability as well (Caetano, Silva, et al., 2005; 

Caetano, Zacarias, Silva, & Tribolet, 2005). The interactions between those roles shows namely the 

dependencies between the business actors and also organizes the process into sets of operations 

regarding the actors, which increases the understandability of the process models (Caetano, Silva, et 

al., 2005). From a comparison between BPMN and EPC it doesn’t seem to matter that these 

languages are message- and control-flow oriented respectively event-function-event oriented in 

terms of their understandability (Recker & Dreiling, 2007), despite that the inclusion of resources and 

information flows means an instantaneous increase in the size of the process model. though, the 

representation of process models separed from roles and used objects is a preferred representation 

(Koschmider, Kriglstein, & Ullrich, 2013). This suggests that model users do not like to have all this 

context information included (due to an increased cognitive load) even though they might want to be 

able to find out more about the interactions between different roles. Koschmider et al. (2013) 

suggests therefore`1 to foster a purpose-oriented visualization that starts with a main activity flow 

with the option (in different views) for more.  

 

2.4 Context Factors: Personal Factors 
 

Process models usually need to be understood by a variety of people (Koschmider et al., 2013). The 

human characteristics of the wide variety of process model users are of significant influence as well, 

since the understandability of a process model is not a static property but a relation between human 

and performance (Reijers et al., 2010). Personal factors are even of bigger influence in comparison to 

the model factors (Reijers & Mendling, 2011). These personal factors determine whether a person 

finds a business process model understandable. Two streams of literature consider personal factors 

as an understandability factor. They can be subdivided in papers that consider the personal factor as 

an emergent learning property of the user, which can be influenced by organizational interventions 

(e.g. Recker et al., 2014), or secondly, as a static feature of the user (e.g. Stitzlein et al., 2013).  

 

2.4.1 Theoretical Knowledge 

 

Users of process models can differ in their level of knowledge about conceptual modeling and their 

level of knowledge about the (business) process. Weitlaner et al. (2013) found out that the level of 

education increases the perceived understandability of a model, with disregard of the focus of this 

education. This insinuates that the gathered knowledge and intelligence of a person impacts the 

capability of understanding the graphical representation of a process. Being in the possesion of 
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theoretical, formal process knowledge also contributes significantly to the understandability of 

process models ( Mendling et al., 2012). 

 

2.4.2 Dynamic User Characteristics 

 

Recker et al. (2014) also found out that dynamic traits like cognitive selection skills increase the 

understandability. This means that searching and selecting the required information in an effective 

way is a useful skill. Not only did they find positive influencing cognitive skills but also prohibiting 

negative influencing skills. This means that giving workshops or training (possibly in terms of an 

education) to the users of process models would be a reasonable influencing intervention to increase 

the understandability of process models.  

 

2.4.3 Practical Experience: Modeling Expertise 

 

Besides the education level, does not every user possess the same amount of other theoretical, 

domain and modeling expertise (Mendling et al., 2012; Recker et al., 2014). Modeling expertise is 

based on trained skills and gained knowledge about process modeling (Schrepfer et al., 2009). These 

factors are found by a number of researchers to be of relevance in the understanding of process 

models. Modeling expertise seems to increase the ability to find process models understandable 

(Recker & Dreiling, 2007; Stitzlein et al., 2013).This is also in agreement with the cognitive load 

theory (Recker & Dreiling, 2007). It does not matter with which modeling language the familiarity 

exists in the meantime ( Recker & Dreiling, 2007).Though, Mendling et al., (2012) contradicts this 

viewpoint by showing that theoretical, formal process knowledge is of significant importance for the 

understandability of process models and neutralizes the earlier significant impact of modeling 

expertise (modeling or practical experience and intensity).  

 

2.4.4 Practical Experience: Domain Knowledge 

 

Domain knowledge is often kept constant in experiments, in order to rule out that the measures are 

influenced by this confounding, extraneous variable instead of by the independent variable (Burton-

Jones & Meso, 2008; Mendling et al., 2012). Especially since the effectiveness is measured by 

“correctly answering questions about model content” and the efficiency by the “time needed to 

understand a model” (Houy et al., 2012) in most experiments. Especially novices in a specific domain 

could use conceptual models to learn more about the processes in this domain, by reading the 

process models (Burton-Jones & Meso, 2008). Domain experts will probably be able to answer part 

of the domain-related questions already without even looking at the model, since they are familiar 

with the process. Next to that, they must be able to find the answer faster by easier navigation 

through the model since they already know where specific tasks occur in the process and by whom 

these tasks should be carried out. Since process modeling also serves the purpose of teaching novice 

business participants about the domain, and domain knowledge enhances the understandability of 

process models, it would be interesting to know more about this circular relationship.  

 

Domain knowledge is already considered in relation to semantic factors (Bera, Burton-Jones, & 

Wand, 2014; Priebe, Keenan, & Miller, 2012). Construct overload is manipulated in an experiment by 

using the same type of grammatical symbols to model a thing in the domain and a role (Bera et al., 

2014). Domain knowledge has an inverted U-shaped effect, whereas users with moderate domain 

knowledge, profit the most (in comparison to low and high domain knowledge) from semantically 

correct models. People with high domain knowledge are able to tight the ends together even if the 
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models are not of high quality. Other researchers capture domain knowledge as being useful in the 

modeling process (e.g. Cherfi, Ayad, & Comyn-Wattiau, 2013; Dhillon & Dasgupta, 2011). 

Nevertheless, there are not much more experiments done that keep all other factors constant 

instead of domain knowledge. An experiment where people have domain knowledge of one process 

and no domain knowledge on the other process could be conducted, to see how big the influence of 

this confounding factor is on either of the understandability factors.  

 

2.5 Other Context Factor 
 

Navigatability is one of the investigated factors which does not fit within the personal factors or 

model factors. Later on it will become clear why this understandability factor is sub-divided 

underneath other context factors. 

 

2.5.1 Navigatability 

 

Easy navigation between hierarchy levels (Figl, Koschmider, et al., 2013) and easy navigation 

mechanisms that enable users to find a relevant process model easily affects understandability of the 

process models (Mturi & Johannesson, 2013). The understandability of process models is found to be 

higher when annotated-based navigation is used (Mturi & Johannesson, 2013). This all suggests that 

the ability to search and navigate yourself between, for example, the different subprocesses or 

content-views, fullfills a major role as well to increase the understandability of the overal process.  

 

2.6 Suggested Factors 
 

Peters and Weidlich (2009) state that the understandability of process models depends on the 

context within which the process model operates. The context of a process model exists out of the 

purpose of the model and the audience or users (personal factors) of the process models (Peters & 

Weidlich, 2009). This view is shared by Lantow (2014) who recognizes that the environment and the 

modeling purpose are of relevance but not yet investigated. This suggests that the personal factor 

belongs to a bigger concept that considers the contextual factor of a process model. Peters & 

Weidlich (2009) approach that “depending on the context, many specific factors affect the 

understandability of a process model, among them the chosen notation, the number of different 

elements used, as well as the model structure”. These contextual conditions influence not only the 

use of the model but also the creation of the model (Bera et al., 2014). Reijers & Mendling (2011) and 

Mendling et al., (2007) also mention the model purpose as one of the possible factors since the 

intended use (documentation, communication, automated enactment, process improvement, 

control, or maintained focus on business needs) could influence how such a model should look like 

and whether it has to be understandable in the same way. This can also be considered as a different 

dimension where the question is more whether process models have to be understandable by the 

same audience and to the same extent for every modeling purpose. Furthermore, the experiments in 

practice are done either on paper (Reijers, Mendling, et al., 2011) or on a computer. There is no 

research paper that discusses the influence of the presentation medium yet. It is only mentioned as a 

factor in the experimental setup.  
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2.7 Discussion on the applied research methods 
 

This literature review also tried to contribute to the development of the maturity of this research 

topic. Therefore, it is meaningful to document the conspicuous and relevant findings of the different 

pieces of literature that address factors that influence the understandability. The field of research 

does not produce completely reliable output. For example, different measures and methods are used 

and a low number of practical cases are considered. There is no absolute consensus about the way 

process modeling should be done, and research outcomes are contradicting each other. This is for 

example the case for modularity. A part of the characteristics of modularity creates an improvement 

of the understandability. A counter effect creates a decrease in the understandability of the process 

model. Not much is known about the absolute effect of this understandability factor yet. Despite of 

these ambiguities, process model factors, context factors and personal factors that influence the 

understandability of business process models should be taken into account when business processes 

are modelled.  

 

These conclusions come from a couple of researchers who question or extend the measurements 

that are used to investigate the understandability of a certain understandability factor (e.g. Laue & 

Gadatsch, 2011; Zugal, Pinggera, Reijers, Reichert, & Weber, 2012). This is out of the scope of this 

literature review since Houy et al. (2012) already addressed this subject. Though, it shows that the 

unambiguous outcomes could be caused by the different measures that have been used to measure 

understandability. These ambiguous outcomes are hardly comparable and this makes it difficult to 

create a clear understanding about the conceptualization of process model understandability (Fettke 

et al., 2012). Not all the right questions are asked to cover the whole spectrum from for example a 

cognitive psychology point of view (Zugal et al., 2012). This might also explain the contradicting 

outcomes and results found for the understandability factor modularity.  

 

Furthermore, most models are usually validated with the help of students (e.g. Reijers & Mendling, 

2011). This means that there is not much data on the applicability of the findings, regarding the 

understandability of process models, in practice. In other words, most outcomes include merely 

intangible knowledge (Moreno-Montes de Oca, Snoeck, Reijers, & Rodríguez-Morffi, 2015) and a lack 

of field study testing (Davies et al., 2006). Besides, most factors are only measured in relative terms. 

This means that the information has been retrieved by comparing different models with each other 

rather than creating an independent interpretation (Sánchez-González et al., 2013). A number of 

researchers has tried to change this relative measure by creating treshold measures for high quality 

process models in the last couple of years (e.g. Sánchez-González et al., 2013; Sánchez-González, 

Ruiz, García, & Cardoso, 2011) and by creating measurements to measure the complexity of process 

models in order to make them less complex (Gruhn & Laue, 2006). This progress is valuable for the 

maturity of this research topic since there should be prescripiton-driven research, next to 

description-driven research, to be able to use scientific knowledge in the modeling of processes (van 

Aken, 2004). 
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3. Research Methodology  
 

The literature review has resulted in a framework that represents all the factors that contribute to 

the understandability of business process models up to date. This framework is the input for the 

further research about the factors that influence the understandability of process models. The main 

research goal of the empirical study is to contribute to this framework that has identified the factors 

that contribute to an understandable business process model.  The aim was also to produce more 

tangible knowledge about the understandability of business process models by experimenting with 

real business processes and actual business practitioners. This study will find out more about the 

trade-off between negative side effects of modularity that could abolish the positive effects. This is in 

line with the research conducted by Figl et al. (2013), which addresses the role of visualization 

strategies in modularity hierarchies of processes models. The question they do not address, is which 

modularity representation actually supports the understandability of process models best. 

Subsequently, the presentation medium is a newly identified factor in Figure 3. The influence of the 

presentation medium on a specific representation is unknown and will therefore be assessed as well.  

 

3.1 Research Questions 
 

The first research question that will be addressed in this study is as follows:  

 

1. Which modularity representation supports the understandability of business process 

models best? 

 

Two highly relevant processes of Philips MR have been modeled. These processes are the Corrective 

and Preventive Action (CAPA-) process and the Complaint Handling (CH-) process. Three 

representations of these processes are chosen. The three process representation can be compared 

towards each other in order to discover which model representation is preferred for a realistic 

business process. 

 

The first representation (Representation 1) is a fully-flattened representation of the process model. 

This representation has been chosen because it offers the possibility to draw conclusions about the 

absolute outcome of modularity in process models. In other words, the decrease in size may have a 

lower impact on the understandability of process models in comparison to the modularized process 

models or vice-versa. This might mean that even though modularity has proven advantages, the 

negative counter-effects cause that a process model could better be represented in full extend (in 

terms of the understandability of the process model).  

 
Representation 1: Fully-flattened (REPR1) 

Representation 2 combines the fully-flattened representation with the division of the process into 

sub-processes with the use of colored boxes. This representation does not ask for an extra cognitive 



28 
 

load of the user, who usually has to integrate all the different model parts again, when sub-processes 

are used. As a result, the size of the model does not decrease either. How and if dividing the process 

into sub-processes without reducing the size is relevant has not yet been investigated. It might be 

easier to navigate and search through the process if sub-processes are explicitly mentioned, 

especially for people with domain knowledge. Therefore this representation will help to figure out if 

sub-processes in itself realize a more understandable business process model.  

 
Representation 2: fully-flattened with a division of sub-processes (REPR2) 

The last representation (Representation 3) combines the decrease in size and complexity with the 

use of sub-processes. The idea here is to create a representation where the context stays intact. The 

sub-processes are hidden in the higher level process model, but can be accessed whenever the user 

is interested in the information it contains. 

 

 
Representation 3: sub-process hidden and located in a separate view (REPR3) 

During the literature review, another factor came up as a potential influencing factor. Softcopy 

(computer-screen) representations are usually used in experiments to represent the process model. 

This is probably done because most organizations describe their processes in an online environment.  

Since most processes are recorded in online information systems it will be valuable to find out if this 

is the most understandable way of representing process models as well. The question is whether the 

presentation medium affects the way that business participants perceive the understandability of the 

process model. There also might be an effect of the presentation medium on the “modularity” 

representation that is preferred most. The second question that will be addressed in this study is:  

 

2. Does the presentation medium influence the understandability of business process models?  

 
This information will be used to confirm or dismiss the suspicion that the presentation medium is an 
influencing factor on the understandability of process models. A paper process model might increase 
or decrease the understandability of a modeled process. When a difference occurs (especially within 
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representations), this should be taken into account for the design of future research. It might be 
important for the generalizability of other experiments to make use of computer-based visualizations 
only. Most processes are communicated in an online environment within organizations and research 
outcomes should therefore be generalizable to computer-based visualizations.  
 

3.2 Dependent Variables 
 

The understandability of a process model is the dependent variable, which was measured with the 

modularity representation and the representation medium as the independent factors. The 

dependent variables that have been used to evaluate the understandability are well known and used 

in other studies regarding the understandability of process models  (e.g. Houy, Fettke, & Loos, 2012; 

Moody, 2003; Schrepfer, Wolf, Mendling, & Reijers, 2009). The measurements that were used are: 

 

o The score, which means the number of correctly answered questions about the model content. 

The individual scores for different type of content questions were also used as a measurement.  

o The time needed to understand the model (efficiency). In other words, the time that is needed to 

answer model content questions. The efficiency was also measured by the score/time ratio. 

o The subjective dimension of understandability is measured with the help of the Method 

Evaluation Model (MEM; Moody, 2003). This model tests subjectively the perceived usefulness 

(PU), the perceived ease of use (PEOU) and the intention to use (ITU). These measures will be a 

proxy for the perceived ease of understanding the model (Houy et al., 2012). 

 

 
Figure 4: independent-, dependent- and control variables 

 

A number of personal factors from the understandability factors model (theoretical, practical and 

domain knowledge) were recorded as well to be able to monitor the differences caused by personal 

factors. These control variables address the process model intensity (how often the participant 

encounters a process model), process model experience (when it was the first time that the 

participant encountered a process model), level of process knowledge and BPMN knowledge (the 
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participant’s own rating on what level of knowledge they have process modeling in general and 

about the modeling notation BPMN 2.0) and at last the domain knowledge on both processes (the 

familiarity with both the CAPA-process and the CH-process). We aimed at keeping all other model 

factors constant. This was, however, difficult between the two process models, since they contained 

different processes. All other understandability factors (Figure 3) were kept in mind during the 

modeling process in order to assure an understandable model. All independent-, dependent- and 

control variables are visualized in Figure 4.  

 

3.3 Hypotheses 
 

Hypotheses that are driven by the research objective would help in structuring the expectations and 

the analysis of the experiment. We pose a set of hypotheses based on the research objectives, and 

the expectations drawn from the literature. The hypotheses are subdivided in the dependent 

variables that will be used to measure the understandability of the process model.  

 

3.3.1 The influence of the representation type 

Representations 1 (REPR1) and 2 (REPR2) only differ in the way whether or not they divide the 

process into sub-processes. REPR1 does not make any division in that extent, whereas REPR2 splits 

the process into separate sub-processes. Since REPR2 is only an expansion of REPR1 with the help of 

colored boxes, the expectation is that the second representation has more to offer to understand the 

process (Reijers et al., 2011). Representation 3 (REPR3) represents the sub-processes defined in 

REPR2, in a different view. Other researchers (Johannsen et al., 2014; La Rosa et al., 2011; Reijers et 

al., 2011) have found that the representation of sub-processes, and therefore the decrease in size 

influences the understandability of process models in a positive extend. Therefore, REPR3 should be 

better understandable than a fully-flattened version of the process. The objectives towards the 

subjective feelings of the participants are derived from the objective expectations. It is expected that 

the PU, PEOU and ITU will be higher for participants who are able to answer the questions with a 

high correctness and within a relatively low time interval. 

 

H1. Representation type has an influence on the a) score, b) time, c) perceived usefulness (PU), d) 

perceived ease of use (PEOU), and e) intention to use (ITU). 

 

3.3.2 The (combined) influence of the presentation medium (and the representation type) 

The expectation is as well that REPR 1 and 2 on paper (REPR1P and REPR2P) are easier to understand 

compared to REPR 1 and 2 on a computer screen (REPR1C and REPR2C). This should be the case 

because the paper versions provide readers with a fully readable oversight of the process. REPR3 

captures as a main advantage that the model decreases in size and therefore in complexity. The 

expectation is that this advantage is the highest when the model is represented on a computer 

screen. This is expected because it is probably easier to navigate from one part of the model to the 

other on a fully visible paper based representation (REPR1P and REPR2P). Therefore, a decrease in 

size might not change the understandability of the process model in a high extend. At least, not in a 

way that the positive outcome will overcome the negative split-attention effect. On a computer 

screen (REPR3C) it will be easier to integrate the sub-processes into the high level process. A small 

difference in objective for the subjective variables might be that the fully-flattened paper versions of 

the process model are expected to both score higher on the MEM measures. These models are 

presented with a full overview of the process. This is probably perceived as more useful and easy 
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compared to employees who have to overcome a negative split-attention effect or have to put more 

energy on navigating themselves through the model on a computer screen.  

 

H2. Presentation medium has an influence on the a) score, b) time, c) perceived usefulness (PU), d) 

perceived ease of use (PEOU), and e) intention to use (ITU). 

 

H3. The Representation type and Presentation medium have a combined effect on the a) score, b) 

time, c) perceived usefulness (PU), d) perceived ease of use (PEOU), and e) intention to use (ITU).  

 

3.3.3 The influence of the representation on different type of understandability questions  

A limitation in the represented information makes the local parts of the process models more 

understandable according to Reijers et al., (2011). Based on this, REPR3 should receive a higher score 

for local questions compared to the other representations. The rationale for the advantages of 

modularity is supposedly based on the reduction of the complexity of a process model and therefore 

improves the understandability (Johannsen et al., 2014; la Rosa et al., 2011). This advantage is 

probably not applicable or similar for all types of understandability questions that will be asked about 

the business process model. The counterpart of a local questions is called a global question. Also 

model questions about the control flow (Ctr), resources (Res) and information or message flows (Inf) 

can be sub-divided. The meaning of all type of questions used, shall be explained further on.  

 

H4: The influence of the modularity representation will be different for different types of 

understandability questions: a) Global & Local, b) Ctr/Res/Inf 

 

3.4 Research Method 
 

To structure the phases of this research a methodology was necessary. The method that determined 
the phases and iterations during the project is the design science methodology. Design science 
research solves organizational problems by creating or designing an artefact (constructs, model, 
method or instantiations) (Mturi & Johannesson, 2013). The design science approach means, 
according to Van Aken (2004) “that the goal of academic research is to develop scientific knowledge 
to support the design of interventions or artefacts by professionals and to emphasize its knowledge 
orientation: a design-science is not concerned with action itself, but with the knowledge to be used in 
designing solutions, to be followed by design-based action”. The model that was used to visualize the 
phases of this research is called the ‘integrative cycle’ (Figure 5). This cycle combines the regulative 
cycle of van Strien (1997) with the reflective cycle of van Aken (2004). 
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The reflective and regulative cycle took place partly in parallel. 
An early analysis of the business structure and opportunities 
took place before an actual problem could be defined in detail. 
Analyzing, documentation and reflection have been applied 
throughout the whole project, especially when important 
decisions influenced the future of the project. Also, the 
literature review has contributed to this phase, whereas the 
review provided an input of a proper problem definition within 
practice. The project ends with a design and recommendation 
of the representation that seems to be the most 
understandable. The intervention-phase in the company was 
left out of scope of the master thesis, due to time and business 
constraints. Instead of that, an experiment will resolve and 
evaluate which representation of a business process model is 
understood best by the process participants in the company. 
This phase will be called the implementation-phase instead of 
the intervention-phase.  
 

3.5 Research Design  
 

The research design already has been represented in the integrative cycle but has to be applied on 

this specific study. This research design is now partly customized and incorporated into the phases of 

the integrative cycle. As can be extracted from the information given in Figure 6, most of the tasks 

had an overlap between the regulative model cycle and the reflective model cycle. This means that 

during the phase that this task had to be performed, continuous reflection was necessary.  

 
Figure 6: Research Design 

3.5.1 Design 

 
The problem identification-phase and the diagnosis-phase were input for the design-phase. The 

collection of data consisted mainly out of an experiment. Furthermore, un-structured interviews had 

been conducted with respect to the Quality Management System, to gain more insight into the 

system and the processes that had to be modelled. Nevertheless, the main method to gather data 

from the field was with the help of an experiment with the two modelled PH business processes. 

Figure 5: the integrative cycle (van Aken, 
2004; van Strien, 1997)  
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Therefore, the design phase existed foremost out of the creation of this experiment and of the 

execution of the pilot experiment.  

 
The Corrective and Preventive Action (CAPA-) process and the Complaint Handling (CH-) process were 
modeled with the business process modeling tool Signavio for BPM academic initiative (Signavio, 
2015). Within the company, both processes are highly important in terms of the assurance of the 
quality. The CAPA- and CH process are fully described in the QMS and are of interest of several 
departments within the organization. Both processes are also relatively large and complex, 
considering multiple roles during the execution of the process. The business processes are in that 
sense rather similar. All of this makes these processes the most useful candidates for the creation of 
business process models. Furthermore, these two processes are not fully interdependent, whereas 
the CH-process may be the input or the trigger of the CAPA-process. The processes were modelled in 
a way that this interdependence does not have any influence on the appearance of the process 
model. Furthermore, the choice for investigating the effect of modularity on two large process 
models lies in the reasoning that if the large process models are understood best by one modularity 
representation, this will probably help in the same way in the understanding of small process models 
either (Reijers et al., 2011). It would be harder to generalize this effect the other way around. Two 
processes were used in order to gain access to more data to analyze.  
 
The experimental set-up will be considered in more detail further on. A pilot-experiment has been 
executed before a whole sample of practitioners would be informed and asked to participate. In this 
way all the possible errors could be identified and enhanced first. 
 

3.5.2 Implementation 

 

The “implementation phase” in this study proceeded in the format of an experiment. The experiment 
has been executed amongst business practitioners, to find out which representation of their real-life 
process models will be most understandable.  
 

3.5.3 Evaluation 

 

The collected data had to be analyzed statistically, in order to find out whether a significant 

difference was perceived between the different representations and to test the hypotheses. The tool 

called Statistical Package for the Social Sciences (SPSS) has been used for the statistical analysis. This 

analysis will result into a discussion and conclusion for which representation must be chosen within 

the business context for these two processes. These two processes were representative for all large 

and rather complex business process models.  
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4. Experimental setup 
 

As already stated before, the collection of data mainly consisted of an experiment to examine the 
understandability of business process models. The experimental setup existed out of a block design 
of six different blocks (Table 3). All possible combinations of representations existed in the block-
design. This is also accounted for the presentation medium, which is attributed for every single 
representation of the process model. It was not desirable to use more different representations of 
the same process per participant because the outcome would no longer be reliable due to learning 
effects. 
 
Table 3: Design of the experiment (block design) 

Block CAPA 

Representation 

CH Representation Presentation Medium: Paper (P) or 

Computer Screen (C) 

Block 1 1 2 P 

Block 2 1 3 C 

Block 3 2 1 C 

Block 4 2 3 P 

Block 5 3 1 P 

Block 6 3 2 C 

 

4.1 Business Process models of CAPA and CH 
 
The business process models of the Corrective and Preventive Actions (CAPA) process and the 
Complaint Handling (CH) process are attached in Appendix A. The CAPA process had been modelled 
and modified already suitable for an experiment in an earlier research project. Therefore, to be able 
to use and make this process model comparable, the CH process had to be modelled in a similar way 
with comparable features and characteristics (i.e. with the same modelling conventions). 
Consequently, the whole modelling and, verification and validation process has only been conducted 
for the CH-process. A modification to both processes was desirable for this experiment in order to 
control the number of roles and to avoid using advanced modelling techniques. The original 
processes might contain more separate roles and more complex feedback loops or other advanced 
process characteristics.  

4.1.1 Modeling Conventions 
 

Specified modelling conventions were followed in the modelling process to increase comparability, 

readability and repeatability of this experiment with multiple business processes (Dumas et al., 

2013). The conventions will also help with analysing the experimental data of the CAPA process and 

the CH process. The modelling conventions are summarized in  

Table 9, Appendix B. 

 
4.1.2 Verification and validation  

 

A verification was done by the supervising researcher to ensure that the CH models were correct and 

created with good use of the modelling language BPMN. He checked whether the models (all three 

representations and the sub-processes) were syntactically correct and therefore of good quality. The 

syntactic quality refers to the confirmation of the process model to the rules of the modelling 

notation BPMN 2.0 (Dumas et al., 2013). This check also included the check for structural and 
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behavioural correctness. A few syntactical errors had to be fixed before the models could be 

released. Validating the models was necessary as well to check whether the business process models 

represented reality. The CH model is semantically checked by the process owner to make sure that 

the process model makes true statements about the real-world process domain (Dumas et al., 2013). 

This also means the process owner checked if the model was complete and correct. A few 

modifications had to be done in order to be compliant. 

 

4.2 Questionnaire 
 

A questionnaire was used to test the understandability of the process models. At first, some general 

information was asked to the participant, in order to limit and control the influence of other 

moderating and influencing factors. Personal factors that might play a role are business process work 

experience, and the level of theoretical knowledge in general- and about process models. Especially, 

the experience in business process work is assumed to be variable among the sample of subjects. 

Another aspect that would probably influence the perceived understandability of the process model 

was the domain knowledge that the participant possessed about the particular modelled process. 

The questions whereof the answers are captured in the model, might be already known from their 

knowledge about the process. The model-questions that were asked, had to contain an equal 

distribution of global (Gl-) and local (Lo-) questions. Secondly, the model questions had to realize a 

similar distribution in sequence flow or control flow (Ctr-) questions, Resource (Res-) questions and 

message flow or information (Inf-) questions. The answers to control flow questions can be found by 

following the sequence of events, activities and arcs within specific roles and resources. Resource 

questions were used to refer to “anyone or anything involved in the performance  of a process 

activity” and a message flow question addressed the flow of information between two or more 

separate resources (Dumas et al., 2013). In this case the different questions for the different 

processes addressed the same kind of questions in an equal amount. The distribution of questions 

can be found in Table 4.  

 
Table 4: Distribution of model questions for each process model 

CAPA 
Question 

Global Local Ctr Res Inf CH 
Question 

Global Local Ctr Res Inf 

1 x x x   1 x x x  x 

2  x x x x 2  x x   

3 x x  x x 3 x x x x x 

4 x   x x 4 x   x x 

5 x   x x 5  x x x  

6  x x   6 x x x   

7  x x x  7 x   x x 

8 x  x x x 8  x x x x 

9 x x x x x 9 x  x x x 

Total 6 6 6 7 6 Total 6 6 7 6 6 

 

4.2.1 Verification and validation 

 

The model questions for both processes models were also verified and validated by business actors 

and experienced process participants. No potential subjects were chosen for this process. The use of 

potential participants was undesirable since the business participants are scarce and highly valuable. 

Hence, it was essential that as many business participants as possible could contribute to the 
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experiment. Therefore, all the business actors that had a deeper insight into the experiment and 

would bias the results, were asked to help with the verification and validation of the questions about 

the models. All CAPA questions were used before and were therefore only tested and validated by 2 

business actors. Testing consisted of filling out the answers to the questions and discussing the 

acceptability of the wrongly answered questions. The CH questions were completely new and were 

never verified or validated before. The same business actors answered the questions for the 

complaint handling process. In addition, the supervising researcher and 3 other acquaintances with 

process model knowledge answered the questions, to check for any uncertainties or other problems 

in the questions. A few semantic corrections were made accordingly.  

 

4.3 Online environment 
 

The process models and the questionnaire were implemented in an online environment to make the 

experiment easy accessible. The software being used is Sawtooth Software SSI WEB 8.3.10. The 

created experiment was hosted by www.bpmresearch.net. A print version, belonging to the paper 

versions (block 1, 4 and 5) of the online environment, is attached in Appendix C. 

The participants -regardless of the presentation medium- were asked to answer the questions in the 

online environment. The only part of the experiment that was represented on paper (for participants 

in the group with representation medium “paper”) were the business process models. The main 

reason for this is that the experimental conditions should be as equal as possible and the duration 

per question would be monitored by the software. A total of 4 different routings has been applied in 

the experimental online environment. One routing for each separate computer block (2, 3 and 6) and 

one routing for all participants in the “paper presentation medium” group. Evidently, the sequence 

was the same for all paper block’s since the questions were all the same since the online experiment 

lacks any models linked to the questions.  

 

Representation 1 and 2 looked quite similar in terms of structure for both presentation media. 

Nevertheless, a few extra features were required for the presentation of the process model on 

softcopy (i.e. on the computer screen). This was necessary to make the model readable and usable in 

an online environment. The computer-group questionnaires explained that in order to zoom in on 

the process model, you had to hoover with the mouse pointer over the figure (displayed process 

model). Also scrolling your mouse wheel would make it possible to zoom in and out. Due to the size 

of the process models, navigation across the page or image was possible by the use of the arrow keys 

on the keyboard.   

 

Representation 3 needed an extra advanced feature to deal with the hidden sub-processes. The sub-

process popped up when the mouse pointer hoovered over the sub-process. All details of the sub-

process became visible. Figure 7 and Figure 8 display this feature in particular for the first sub-

process in the sequence of the CH process “Perform Complaint Determination”.  

 

http://www.bpmresearch.net/
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Figure 7: CH Representation 3, mouse is not hoovering over sub-process (sub-process hidden) 

 
Figure 8: CH Representation 3, mouse hoovering over sub-process "Perform Complaint Determination" (sub-process pop-up) 

 

A usercode (password) was defined for every participant. Participants of ‘block 1’ received the letter 

‘A’ combined with a number between 101 and 115 (A101-A115). For ‘block’ 2 the codes laid in 

between B201-B215. The other blocks were coded accordingly: block 3 » C301-C315, block 4 » D401-

D415, block 5 » E501-E515 and block 6 » F601-615. The user codes ensured that the predetermined 

allocated blocks were connected to the right participants. In other words, participants with usercode 

B203 received a questionnaire belonging to block 2 with a CAPA representation 1 process model and 

a CH representation 3 process model.  

 

4.3.1 Pilot experiment in online environment 

 

For the pilot-experiment, again no potential subjects were chosen. Five colleague students have 

contributed in the pilot version of the experiment. This was deemed sufficient to reveal any small 

mistakes or ambiguities within the models and questionnaire in the online environment. These 

students were familiar with processes and process models and received the task to review critically 

every step in the experiment. This led to the detection of one significant model mistake and multiple 

minor linguistic and layout flaws, which were corrected before the official launch. 

 

The pilot experiment has been executed only with the codes of the computer blocks in order to make 

it possible for people to participate on short notice and on different and remote locations. The codes, 

leading to the paper version of the online experiment, were checked carefully. All technical or quality 

problems that occurred at the computer version could easily be translated into the related 

modifications necessary for the paper versions.  
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4.3.2 Release 

 

All participants allocated to the presentation medium “paper” received an envelope including the 

corresponding process models prior to the experiment. The email invitation that every participant 

received is attached in Appendix D. 

 

4.4 Sample 
 

A sample of 64 people (Table 5) within Philips Health Tech were selected to contribute to the 

experiment. The minimum sample was set on 60. This means that every experimental group contains 

10 participants. If too many people dropped out, a further search would have to lead to an additional 

set of participants. Most of the Philips employees were operating from the BU MR. Also, the majority 

of selected people worked at the Quality and Regulatory department whom are either part of the 

CAPA process or the CH process. Participants were randomly assigned to the different blocks of 

process model representation combinations. The only manipulation necessary was the assignment of 

participants with domain knowledge about the processes equally between the different groups. Also, 

participants that were not physically able to receive a paper model (due to living abroad) were 

included in the computer group beforehand. This concerned two of the participants. All participants 

attributed to the presentation medium “paper” received an envelope including the appointed 

process models prior to the experiment.  

 
Table 5: Participants of the experiment 

 
 

4.5 Validity  
 

Different representations (Representation 1, Representation 2 and Representation 3) of a process 
(CAPA or CH) are semantically equal but structurally different. As the research by Agarwal, De, & 
Sinha (1999) suggests, the information they capture had to be equivalent, allthough this information 
was represented differently. That means that “the absence or presence of modularity does not affect 
the business logic in a semantic sense” (Reijers et al., 2011). The content stayed the same, at least for 

Participant Title Department Participant Title Department

1 CAPA Leader Quality & Regulatory 33 Program Manager Program Management

2 CHU Complaint Handler Quality & Regulatory 34 Program Manager Customer Service Customer Services

3 Clinical Application Specialist Quality & Regulatory 35 Project Leader Productivity 

4 Clinical Marketing Sr. Manager Quality & Regulatory 36 Project Manager Order to Cash Improvement

5 Complaint Administrator Quality & Regulatory 37 Project Manager PMO & Test Bays

6 Complaint Specialist Quality & Regulatory 38 Q&R Engineer - Complaint Quality & Regulatory

7 Complaint Specialist Quality & Regulatory 39 Q&R Engineer-Complaint Handler Q&R Post Market Surveillance

8 Complaint Specialist Quality & Regulatory 40 Q&R Manager Quality & Regulatory

9 Complaint Specialist Quality & Regulatory 41 QR-contingent worker Quality & Regulatory

10 Development Director R&D 42 Quality Assurance Engineer Quality & Regulatory

11 Director, Product Management Product Management 43 Quality Engineer Quality & Regulatory

12 Domain Expert Clinical Excellence 44 Quality Engineer Quality & Regulatory

13 DTE Engineer PMO & Test Bays 45 Quality Engineer Quality & Regulatory

14 DTE Project Leader PMO & Test Bays 46 Quality Engineer Quality & Regulatory

15 Engineer Quality Assurance Quality & Regulatory 47 Quality Manager Quality & Regulatory

16 Engineer Quality Assurance Quality & Regulatory 48 R&D Project Manager R&D Program & PfRT team

17 Engineer Quality Assurance Quality & Regulatory 49 Regulatory Affairs Engineer Quality & Regulatory

18 FCO Manager Service Delivery Programs & Operations 50 Regulatory Affairs Engineer Quality & Regulatory

19 Group Leader Integration & verification Systems Engineering/Special Projects 51 Regulatory Affairs Manager Quality & Regulatory

20 Group Leader Patient Handling & Infra HW/Components 52 SE-contingent worker Quality & Regulatory

21 Group Leader Systems Engineering Systems Engineering 53 Senior Configuration Manager Programs

22 Groupleader Software 54 Senior Manager Regulatory Quality & Regulatory

23 Integration Architect Productivity 55 Senior Software Designer Software & Platforms 

24 Maintenance Architect Service Innovation 56 Senior Test Engineer Integration & Verification

25 Manager Analysing & Trending Customer Services 57 Service Innovation Manager Customer Services

26 MR Clinical Validation Lead Clinical Applications 58 Software Configuration Manager Software & Platforms

27 Operational Engineer Industrial Operations Engineering 59 Software Designer Software & Platforms

28 Prodcut Compliance Analyst Quality & Regulatory 60 Sr Quality Engineer Quality & Regulatory

29 Prodcut Security/Privacy Lead Product and Service security 61 SRr Manager, Quality & Regulatory Quality & Regulatory

30 Product Expert R&D Program & PfRT team 62 Supllier Quality Manager Supplier Quality

31 Product Specialist Service Innovation 63 System Test Architect Systems Engineering 

32 Product Support Manager Customer Services 64 Training Coordinator Operations General Factory Support
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the representations of the same process. The difference between the two processes had to be 
limited as well. Therefore the process models had to be modified for the experiment, in order to 
maintain two process models with approximately the same amount of roles, tasks, sub-processes, 
structuredness and color. This made sure that the visual layout and structural features of the models 
are considerably similar.  
 
A set of indicators was used to measure and compare the structural properties and to demonstrate 

that the two models were comparable in terms of their structural complexity. This was necessary 

since otherwise it is difficult to compare the model representations of the different processes in 

statistical terms. Table 6 summarizes the number of nodes, arcs and sub-processes for each process 

model. The number of nodes and arcs are derived from representation 1, while the sub-process 

information comes from representation 3. Nodes exist out of three types of nodes: activity nodes, 

control nodes and event nodes (Dumas et al., 2013). Activity nodes indicate a task or unit of work 

that may be performed. Control nodes (gateways) capture the flow of execution between activities. 

At last, “an event node tells us that something may or must happen, within the process or in the 

environment of the process, that requires a reaction, like for example the arrival of a message from a 

customer”(Dumas et al., 2013). Arcs were sub-divided in sequence and message arcs. The sequence 

arc shows the order of event. The message arc is used to represent the message flow, when a 

message is sent from one role to another. As Table 6 suggests, the processes were considerably 

similar. The only major difference concerns the number of arcs, which is a bit higher for the CAPA 

process. Due to the large number of arcs in both processes, we assume that the effect of the 

difference is marginal. To sum, the two processes are considered structurally similar, and 

consequently the data produced by the experiment regarding these processes can be considered 

comparable without threatening the validity of the research significantly.   

 
Table 6: CAPA and CH comparison 

Process CAPA CH 

#Activity nodes/tasks 47 46 

#Control nodes/gateways #AND-Split 4 

#AND-Join 4 

#XOR-Split 13 

#XOR-Join 9 

#Excl. Event-Based 4 

Total 34 
 

#AND-Split 4 

#AND-Join 4 

#XOR-Split 15 

#XOR-Join 12 

#Excl. Event-Based 3 

Total 38 
 

#Event nodes 52 38 

#Nodes 133 122 

#Sequence arcs 146 134 

#Message arcs 27 18 

#Arcs 173 152 

#Sub-processes 15 14 

#avg nodes/sub-process 7,53 8,14 

#avg arcs/sub-process 9,53 9,71 
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5. Results  
 

The results of the experiment will be subdivided in three parts starting with the descriptive statistics 

of the data. Thereafter, a statistical check on the control variables will provide useful information for 

the actual hypotheses testing. The hypotheses testing is the third and most important part of this 

section and provides the largest input for the further discussion.  

 

5.1 Descriptive statistics 

 

The first round of invitations included 64 PH MR employees. After 7 working days a reminder was 

sent to 37 employees to encourage their participation. At last, a more personal approach was chosen 

to emphasize the importance of every individual contribution. A total of 56 participants was 

accomplished within this original sample size. This means that the response rate was 87.50%. A 

second group of 10 PH employees has been approached in order to fulfill the minimum sample size. 

Due to the time limit of this second group, the response rate was (only) 50%. The total amount sums 

up to a number of 61 final respondents. The division of these respondents is visualized in Figure 9 

and in more detail per function and department (subdivided in blocks) in Appendix E, Table 10.  

 

 
Figure 9: Division of participant per department 

 

The original data set included 61 data entries from 61 participants who filled out the questionnaire 

for one CAPA representation and one CH representation. The block distribution was almost equal, 

with one exception whereas block 4 occupied one more participant. A definite outlier in the dataset 

had only 1 answer correct from a total of 18 questions. A further examination shows also a very low 

and unrealistic time span for answering the questions. Furthermore, most questions were answered 

with “I don’t know”. This data entry (originating from block 2) did not provide valuable information 

about the representation and presentation medium and would bias the other gathered information. 

The participant was very resistant to the way of modelling and did not want this to become the 

company standard. Therefore, this single data entry has been deleted from any further analysis. This 

left block 2 with 9 respondents (Figure 10).  
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Figure 10: Sample occupation in blocks 

 

5.1.1 Data set 

 

The CAPA process was created in a similar and comparable way as the CH process on purpose. This 

means that de 60 remaining data entries each existed of data for two different representations with 

the same presentation medium. These 60 single data entries were split into two data entries per 

participant. The most important reason for doing this was the same as for assigning two process 

models to the experiment. The sample of 60 made it possible to create a dataset of 120, which shows 

significant differences more likely and more accurate. The dataset from this point on was no longer 

organized based on the respondent number, but on the representation type and presentation 

medium. All data collected for the CAPA and CH model were now assumed to be equal. According 

the before mentioned reason, the subdivision took place in newly created groups for the analysis of 

the data. The groups indicated in Table 7 were used further on.  

 
Table 7: Group division for analysis 

Group Representation Presentation Medium Display 

1 1 Paper (P) REPR1P 
2 1 Computer (C) REPR1C 
3 2 P REPR2P 
4 2 C REPR2C 
5 3 P REPR3P 
6 3 C REPR3C 

 

5.1.2 Data Transformation  

 

Despite a warning at the beginning of the experiment, not all participants had the opportunity to 

participate in the experiment without interruption(s). This caused a number of outliers in the time 

measurements, large enough to bias the whole dependent variable time. Under the assumption that 

everyone should have been able to answer a single question within 10 minutes, all outliers > 600 

(seconds) are transformed into the average of the question of that specific group (e.g. group 1 

REPR1P) and process (i.e. CAPA or CH). A distinction between CAPA and CH was required because 

they contain different questions (with different mean times). A total of 17 out of 1080 measurements 

have been transformed accordingly. In the analysis, only the total time for all 9 questions have been 

considered to minimize individual biases.  

 

Another data transformation took place for half of the questions asked for PU, PEOU and ITU. Half of 

the subjective questions were formulated in a positive way (e.g. Learning to use this way of modelling 

business processes would be easy for me) and the other half of the questions was formulated in a 
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negative way (e.g. I found the way the process is represented as unclear and difficult to understand). 

This was known already beforehand. Both type of questions used the same Likert-scale (1=strongly 

disagree and 7=strongly agree). To create variables that represent PU, PEOU and ITU, all outcomes 

had to be in the same direction. Because of that, all negative questions were inversed in order that 

for example all answers 1 become number 7 and vice versa.  

 

5.2 Control variables  
 

The dependent variables should in an ideal situation (leading to the factor understandability) only be 

predicted by the independent variables representation type and representation medium. A number 

of control variables were monitored to ensure that the control variables did not predict whether a 

participant understands the model (instead of the independent variables as predictors). A stepwise 

regression (Appendix F) was used to check which independent variables could be considers as the 

predictors of all dependent variables. The independent variables that served as input for the 

regression are: process (CAPA/CH), process model intensity, process model experience, level of 

process knowledge, level of BPMN knowledge, domain knowledge and group. A short explanation of 

the mentioned personal factors was given in paragraph 3.2.  

 

5.2.1 Effect of control variables on Score 

 

The foremost important check has been done between the two processes. The CAPA process should 

not significantly differ from the CH process in any of the dependent variables. A significant difference 

could be a threat to the dataset because it would mean that the processes cannot be treated as one 

and the same dataset. An independent samples t-test (Appendix F, Table 11) already shows that on 

average, participants answered more questions correct for the CH-process (M = 6.13, SE = 0.20) than 

to the CAPA-process (M = 5.42, SE = 0.20). A stepwise regression confirmed this effect with an R² = 

.053 for step 1, p < 0.05 (Appendix F, Table 12). The reason for this could be due to a learning effect, 

but with a further investigation it seems that this inequality has probably to do with question 1 of the 

CAPA-process. This question was answered incorrect by 91.7% of the participants. The specific 

question contained multiple feedback loops which was overlooked often by the participants. All 

other control variables were not of any significant influence and are therefore not of a concern. The 

difference in score between the CAPA- and the CH process does not have to be a problem. The 

processes are allowed to have a different average score (because of inconsistencies in the difficulty 

of the model questions) as long as the pattern for different representations is still similar. The further 

analysis should be done with a certain suspicion in mind towards this finding.  

 

5.2.2 Effect of control variables on Time 

 

Next, the performed stepwise regression on the dependent variable time shows again that the type 

of process (CAPA or CH) influences the dependent variable R² = 0.057, p < 0.01 with a negative β 

(Appendix F, Table 13 and Table 14). This means that answering the questions about the CH process 

took less time than answering the questions regarding the CAPA process. Since all participants filled 

out the CAPA process at first, this difference in time can be explained by a learning effect. All 

participants are fairly new to the modelling language BPMN (102/120 are not knowledgeable about 

the business process modelling notation 2.0), and may have become faster and more experienced 

the longer they were exposed to this way of representing process models in general with BPMN. 

Next, there is also a step 2, R² = 0.099, p < .01, which considers ‘process model experience’ as a 

significant predictor of the time as well. The higher the process model experience, the least time it 
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took to answer the questions (β=-0.204). Though, 75% of the participants first worked with process 

models more than three years ago, so the participants are quite equal on this aspect. It makes sense 

that it took less time to answer the model questions when the participant’s process model 

experience was higher. Though this questions seemed to be not very relevant for the particular 

group that participated in the experiment. The other control variables showed no influence on the 

time it took to answer the model questions. However, the predicting power of the process on the 

time has to be kept in mind though for further analysis.  

 

5.2.3 Effect of control variables on PU, PEOU and ITU 

 

Only the group predicted the Perceived Usefulness, the Perceived Ease of Use and the Intention to 

Use the model. No other control variables had a significant effect on both PU, PEOU and ITU 

(Appendix F, Table 15, Table 16, Table 17 and Table 18). For purposes that become clear later on, 

“ITU question 1” has been controlled here as well. The predicting power of the group on the ITU was, 

R² = 0.054 and for ITU question 1 inverse, R² = 0.083, ∆R² = 0,029. The R² is very low in the first place, 

but the group had at least a higher predicting power for ITU question 1. Recurrent to the effect of the 

control variables on the PU, PEOU and the ITU, there seems to be no major impact.  

 

5.3 Hypotheses testing  
 

The outcome of testing the control variables shows where caution is required. The result that 

showed a difference in correctly answered questions between the CAPA- and CH process was kept in 

mind during the analysis of the hypothesis. With the regression analysis, the R square (predictive 

power) appeared to be very low for the representation types (group). This low R square for the 

groups does not come as a surprise. The literature review already presented that there are many 

independent factors that contribute to the understandability of a process model. It is logical that the 

representation and the medium only account for a limited portion of this variance. The following 

hypotheses were tested with the help of statistical tests:  

 

H1. Representation type has an influence on the a) score, b) time, c) perceived usefulness (PU), d) 

perceived ease of use (PEOU), and e) intention to use (ITU). 

H2. Presentation medium has an influence on the a) score, b) time, c) perceived usefulness (PU), d) 

perceived ease of use (PEOU), and e) intention to use (ITU). 

H3. The Representation type and Presentation medium have a combined effect on the a) score, b) 

time, c) perceived usefulness (PU), d) perceived ease of use (PEOU), and e) intention to use (ITU).  

H4: The influence of the modularity representation will be different for different types of 

understandability questions: a) Global & Local, b) Ctr/Res/Inf 

 

5.3.1 Assumptions check 

 

The dependent variables score and time were analysed with ANOVA. In order to compare means by 

using ANOVA the distribution within groups had to be normally distributed (or skewed) and the 

variances had to be equal between different groups (Appendix G, Table 19 and Table 20). The next 

dependent measurements that had been analysed were the subjective (MEM) measures perceived 

usefulness, perceived ease of use and the intention to use (Appendix H, Table 21 and Table 22).  
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5.3.1.1 Score and Time 

The Kolmogorov-Smirnov (K-S) test for normality shows a significant effect for the Score within 4 

groups. REPR1P, D(20) = 0.29, p < 0.001, REPR2P, D(21) = 0.19, p < 0.05, REPR2C, D(20) = 0.24, p < 

0.005 and REPR3C (19) = 0.24, p < 0.01 were all significantly non-normal. A follow up on this finding 

was the exploration of the Q-Q-plots of the four non-normal distributed representations. Since the 

lines of all four graphs had a S-shaped curve the problem of the distribution was most likely skewness 

(Field, 2009). Luckily, a skewed distribution has still little effect on the error rate and power in this 

case (Field, 2009). The Levene’s statistic shows that there was no problem regarding the 

homogeneity of variances of the Score, F(5, 114) = 0.18, ns. The outcome for the K-S test for Time 

was positive, p > .05 (ns) for all groups. Therefore, violations of normality were not a concern for the 

dependent variable Time. Also the variances were equal for all six groups, F (5, 114) = 1.83, ns. 

 

5.3.1.2 PU, PEOU and ITU 

An exploratory analysis has been performed to find out more about the normality and equality of 

variances of these data. The K-S test displays that the Perceived Usefulness (PU), D(120) = 0.09, p < 

.05, the Perceived Ease of Use (PEOU), D(120) = 0.14, p < .001, and the Intention to Use (120) = 0.11, 

p < .005 were all three significantly non-normal. In addition, the results of the Levene’s test shows 

that for PU the groups had homogeneous variances, F(5, 114) = 0.76, ns. Likewise, the variances were 

equal between groups for the ITU, F(5, 114) = 0.35, ns, but for PEOU the variances were significantly 

different, F(5, 114)=2.53, p < .05. The assumption of homogeneity of variance has been violated by 

PEOU and the data are not normally distributed. Therefore, it was not an option to use ANOVA to 

analyse these data. Meanwhile, the non-parametric Kruskal-Wallis test is based on ranked data and is 

very useful in a situation where assumptions are violated and suitable for data that can be ordered 

from lowest to highest (Field, 2009). The 7-point Likert-scale (ordinal variable ranging from “strongly 

disagree” to “strongly agree”) has been used to measure PU, PEOU and ITU. This scale already 

delivers a pre-ranked dataset where for example, 1 (strongly disagree) has been assigned to the 

lowest PU and 7 (strongly agree) to the highest PU.  

 

5.3.2 The influence of the representation type 

  

By splitting the data file in two, based on the presentation medium, it was possible to find out if 

there was a direct influence of the representation type. The results of the score and time are 

available in Appendix I1 and the results of the PU, PEOU and ITU in Appendix I2. Table 29 (Appendix 

P) presents a summary of the statistics that show a direct influence of the representation type.  

 

5.3.2.1 Score 

For the computer medium the score was not different between representation types F(2, 55) = 2.00, 

ns. This also accounted for the paper medium F(2,59) = 1.90, ns. This means that H1a is not true.  

 

5.3.2.2 Time 

The dependent measure time resulted in the same outcome. Also H1b cannot be accepted because 

none of the representation types were of direct influence. The influence of the representation type 

on the time needed to answer the mdel questions on a computer medium was F(2, 55) = .03, ns and 

on a paper medium F(2, 59) = .33, ns. Neither does the representation type show any influence on 

the score/time ratio. 
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5.3.2.3 Perceived usefulness  

According to the Kruskal-Wallis test, the PU was significantly affected by the representation on a 

paper medium, H(2) = 8.81, p < .05. Pairwise comparisons were used to find out which 

representation type was perceived significantly different in terms of usefulness. On a paper medium 

representation 1 was perceived more useful compared to representation 3 (p < .05). In consequence, 

H1c was true on paper. On the other hand, on the computer there was no measurable difference in 

the perceived usefulness. Therefore, H1c could not be accepted for a computer medium. 

 

5.3.2.4 Perceived ease of use 

Again, only on the paper medium an influence of the representation type was pointed out H(2) = 

10.58, p < .01. Representation 1 was as well perceived as more easy to use compared to both 

representation 2 (p < .05) and representation 3 (p < .05). The PEOU was not different among the 

participants that received the computer models. So again, H1d was accepted for a paper medium, 

but had to be rejected for the computer medium.  

 

5.3.2.5 Intention to use 

The Intention to use for all groups was H(5) = 8.98, ns. This means that there were no measurable 

differences for the accumulated variable ITU. Not only were PU and PEOU significantly different for 

the groups, but all individual questions that set up PU and PEOU were significant as well (Appendix L1 

and L2 respectively). ITU exists only out of two questions. Question 1(Q1) H(5) = 14.47, p < 0.05 and 

Question 2 (Q2) H(5) = 2.77, ns. Q2 mediated the significant effect of Q1 in the accumulated variable 

ITU. Moreover, the independent grouping variable predicted ITU Q1 (“I would definitely not use this 

method to model business processes”) with a higher power (i.e. a higher r square) than ITU. This 

became clear during the regression analysis of the control variables. Therefore ITU Q1 has been 

analysed and considered representative for the participant’s intention to use this business process 

model. Subsequently, a different pattern was found regarding the ITU (ITU Q1). It seems that there 

was an influence of the representation type on the intention to use these type of models H(2) = 7.50, 

p <. 05 on only the computer screen. The participants were less intended to use process models 

represented like representation 3 compared to process models represented fully-flattened, like 

representation 1 (p < .05). There was no significant effect between representations for the 

participants who received the process models on paper. This means that also H1e could be partly 

accepted, this time only for the computer medium.  

 

5.3.3 The influence of the presentation medium 

 

In order to find out what influence the presentation medium has on every individual representation 

type, the data file has been split into the three representation types. The statistics that show the 

influence of the presentation medium are summarized in Table 29 (Appendix P). 

 

5.3.3.1 Score 

Appendix J1 shows the ANOVA outcome of this analysis. None of the score measures were 

significantly different between the computer and paper medium for one single representation type. 

Therefore, H2a was not supported.  

 

5.3.3.2 Time 

None of the time measures were significantly different between the computer and paper medium for 

one single representation type. H2b was not supported. Despite of this, representation 3 scored 
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higher on the score/time ratio for the paper medium, F(1,38) = 4.27, p < .05. Relatively more answers 

in representation 3 were correct on a lower timer interval on paper (M=0.38) compared to the 

computer medium (M=0.27). Unfortunately Levene’s statistic showed that there was a violation of 

the homogeneity of variances which weakens the power of this outcome (Appendix J1).  

 

5.3.3.3 Perceived usefulness,  

Next, the PU was different among representation media within at least representation 1 H(1) = 5.75, 

p < .05 and within representation 3 H(1) = 4.78, p < .05. Both models were perceived more useful on 

a paper medium compared to a computer medium. This means that for at least representation 1 and 

3 hypothesis 2c was supported.   

 

5.3.3.4 Perceived ease of use 

Nevertheless, the same effect as in PU was not visible for the perceived ease of use of the 

representations. No differences in presentation media were significant for individual representations 

and H2d was rejected.  

 

5.3.3.5 Intention to Use 

The intention to use business process representation 3 was higher for a paper presentation medium 

H(1)  = 5.05, p < .05 (Appendix J2) . Here again, H2e could only be partly accepted for only 

representation 3. 

 

5.3.4 The combined influence of the representation type and presentation medium 

 

After the investigation of the direct effects of the representation type and medium, the combined 

groups (Table 7) were analysed. The six groups existed out of the fully flattened process 

representation on paper and computer (REPR1P and REPR1C), the fully flattened representation with 

defined sub-processes with the help of coloured boxes on paper and a computer (REPR2P and 

REPR2C), and third the processes representation which hides the sub-processes from the main 

process view on paper and computer (REPR3P and REPR3C). This analysis was done more elaborately 

because there was a lot of information captured in the six groups of modularity representations. A 

summary of the statistics shows on which dependent measurements the groups have an influence 

(Table 29, Appendix P). 

 

5.3.4.1 Score  

To start with, there was no significant effect of the representation group on the number of questions 

that were answered correctly (score), F(5, 114) = 1.97, ns, ω = 0.20. Despite of that, p = 0,089, which 

means that the effect was nearly significant and would have been within a 90% confidence interval. 

Subsequent Tukey’s post hoc test shows that REPR1P was significantly different from REPR3C (Figure 

11) at p < 0.1 while Bonferroni’s post hoc test could not confirm this, whereas p = ns on a 90% 

confidence interval. Therefore, the score was not consistently different between groups (Appendix K, 

Table 23 and Table 24). The CAPA process and the CH process produce different means for score 

supposedly caused by question 1 of the CAPA process. Evidently, there was a difference between 

groups for the CH process F(5, 54) = 3.08, p < .05 (Appendix K, Table 25 and Table 26). REPR2P was 

answered more correctly than REPR3C (p < .05). H3a could not be accepted, even though there is 

enough reason to assume that a further investigation might lead to significant differences. The 

further investigation into the influence of the different type of questions could offer a solution.  
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Figure 11: Average Score 

 

5.3.4.2 Time 

Subsequently, the representation type and medium do not predict the time that was taken to answer 

the questions F(5, 114) = 0.28, ns. The same accounts for the calculated dependent measure 

Score/Time F(45, 114) = 1.01, ns (Appendix K, Table 27 and Table 28). In other words, H3b was not 

supported.  

 

5.3.4.3 Perceived usefulness 

According to the Kruskal-Wallis test (Appendix L1), the Perceived Usefulness was significantly 

affected by the representation and presentation medium (group), H(5) = 23.29, p < .001. All four 

separate questions that led to the eventual variable PU were all significantly affected by the group as 

well. Pairwise comparisons were used to find out which representations were perceived significantly 

different in terms of their usefulness. The null-hypothesis claims that there was no difference in the 

distribution across the categories of the group. The pairwise comparison shows that there was only a 

measurable difference in the PU between representation 1 on paper and representation 3 on the 

computer, p < .001, between representation 2 on paper and representation  3 on the computer, p < 

.05, and at last between representation 1 on paper and representation 2 on the computer, p < .05. 

Figure 12 displays the direction of the significant effect (e.g. REPR1P has on average a higher PU in 

comparison to REPR3C). This means that H3c was supported.  

 

5.3.4.4 Perceived ease of use 

The Perceived Ease of Use was also affected by the group H(5) = 20.16, p < 0.01. All separate PEOU 

questions were also significantly affected. The results for these tests can be found in Appendix L2. 

The differences in Figure 13 were only significant between REPR1P and REPR3C, p < 0.001, and 

between REPR1P and REPR2C, p < 0.05. This means that there is only a minor support for H3d.  

Furthermore, the variances of PEOU were heterogeneous (according to Levene’s statistic) and 

therefore not equal between the groups. A split off of the dataset generated by the CAPA process 

and the CH process gave some new insights (Appendix L3 and Appendix L4). Both CAPA H(5) = 22.61, 

p < 0.001 and CH H(5) = 23,69, p < 0.001 show significant differences between groups. The CAPA-

dataset shows that REPR1P was perceived easier to use than REPR2P, p < 0.05, and that REPR2P and 

REPR3C were less easy to use compared to REPR3P, p < 0.005 respectively p < 0.01. Alternatively, 

within the CH-process, REPR1P was perceived easier to use then REPR2C, p < 0.05, REPR3P, p < 0.001 

and REPR3C, p < 0.05. At last, REPR1C, p < 0.05 and REPR2P, p < 0.005 were perceived easier to use 
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then REPR3P. There were some remarkable (and even contradicting) differences between the two 

process models regarding the PEOU. These differences were mediated in the overall dataset as the 

processes are considered structurally similar. 

 

5.3.4.5 Intention to use 

It seemed that the intention to use this method of modelling business processes was higher for 

REPR1P then for REPR3C, p < 0.01 (Figure 14). Again, the influence of the modularity representation 

was stronger for PU and PEOU (which should in general lead to a similar effect on the ITU). This 

means also that H3e was only slightly supported.  

 

 
Figure 14: Mean of Intention to Use (ITU) question (Q) 1 

 

5.3.4.6 PU, PEOU and ITU on average 

As shown in Figure 12, Figure 13 and Figure 14, the average PU, PEOU and ITU question 1 was above 

5.5 (and even above 6 for PEOU) for at least REPR1P. An average rating between 5 and 6 reflects that 

participants somewhat or moderately agreed on a good perceived usefulness, perceived ease of use 

and a high intention to use the process model.  The average rating for REPR3C is between 3.5 and 

4.5, which means that these participants answered the questions with a higher disapproval with 

respect to the PU, PEOU and ITU.  

 

  

Figure 13: Mean of Perceived Ease of Use 

Figure 12: Mean of Perceived 
Usefulness 

Figure 12: Mean of Perceived Usefulness (PU) Figure 13: Mean of Perceived Ease of Use (PEOU) 
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5.3.4.7 Split off difference CAPA and CH for Score, PU, PEOU and ITU 

 

Because of an extra analysis (due to a significant Levene’s statistic) that was performed for the PEOU, 

an awareness arose of a considerable difference between the PEOU measured for CAPA 

representations and CH representations. Likewise, the regression analysis showed already that there 

was a difference in score between the CAPA and the CH process. To understand this difference, the 

other two subjective measurements (PU and ITU) and the score have been visually inspected as well. 

The same pattern occurred for all three subjective measures (Appendix M, Figure 21, Figure 22 and 

Figure 23) and for the score (Appendix M, Figure 24 and Figure 25). Especially CAPA representation 2 

on paper and CH representation 3 on paper scored lower, were perceived not useful, not easy to use 

and with a low intention to use. It appeared not to be a coincidence that both processes belonged to 

experimental block D. On average, the participants in this block encountered the least often a 

process model (compared to the average of other blocks). Besides, they also rated their knowledge 

on process modelling and their domain knowledge lower than the averages of the other blocks 

(Appendix Q, Table 30). It became also visible for the PU, PEOU and the ITU that group F scored 

relatively low on the subjective measures (CAPA representation 3 on the computer and CH 

representation 2 on the computer). Again, the participants in this block rated their knowledge on 

process modelling very low and the average knowledge on BPMN 2.0 was even the lowest average of 

all blocks. These personal factors influence the understandability of the process model (Figure 3) and 

are therefore very likely to influence the PU, PEOU, ITU and score of a process model representation 

in general. Therefore, a separation of the dataset would not be a good idea, since the dataset 

becomes too small and control variables have a relatively higher influence on the measured outcome 

(understandability) of a specific representation. By balancing this effect caused by the different 

blocks, the significant effects were more representative for the produced effect of the modularity 

representation and representation medium. In line with this, the check of control variables on the 

total dataset of 120 data entries showed that these effects have been minimalized. 

 

5.3.5 The influence of the representation on Local (Lo) and Global (Gl) questions 

   

The last hypothesis investigated the influence of the representation on the different type of 

understandability questions. Table 29 (Appendix P) presents a summary of the statistics that show 

the difference between the different types of questions. The set of model questions consisted of 3 

local, 3 global, and 3 global/local combination questions (Table 4). Since the same participants were 

used for the measurement of all three conditions, a one-way repeated-measures ANOVA design was 

chosen for the measurement of the within-subjects effects. Cases were split between all 6 groups, in 

order to find out which within-subject effects could be determined between the local, global and the 

global/local combination questions.  

5.3.5.1 Score 

The results (Appendix N1) show that there was a difference between the questions for at least four 

of the groups. Mauchly’s test of sphericity has been violated for REPR2P, χ² (2) = 6.13, p < .05. 

Therefore, Huynh-Feldt’s corrected degrees of freedom has been used (ɛ = .89) to show the effect of 

REPR2P. RERPR1P, F(2, 38) = 4.62, p < .05, REPR1C, F(2, 36) = 18,45, p < .001, REPR2P, F(1.68, 33.547) 

= 13.24, p < .001 and REPR 2C, F(2, 38) = 3.69, p < .05 produce a difference in the average correctness 

of the answers on local, global and combination questions. On the other hand, these different type of 

questions were not answered distinctively better or worse for REPR3P, F(2, 40) = 1.53, p > .05 and 

REPR3C, F(2, 36) = 0.73, p > .05. For REPR1P, the number of correct answers was significantly higher 

for local questions compared to global questions (p = .02) and global/local combination questions (p 
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= .03). REPR1C and REPR2P both showed a higher correctness for local questions in comparison to 

global (p = .00) and combination questions (p = .00). At last, REPR2C only showed significantly higher 

correctness for local questions compared to the combination questions (p = .03). As a result, H4a 

could be already accepted based on the score. 

Based on the descriptive statistics of REPR3P and REPR3C, the reason for a non-identified difference 

in correctly answered local and global questions is due to a lower mean of local questions answered 

correctly compared to the other representations. These average scores are represented in Figure 15. 

A one-way ANOVA in Appendix N2 shows that the number of local questions correctly answered was 

significantly different among groups, F(5, 114) = 3.26, p < .01. The post-hoc test shows that local 

questions were answered on average at least more correctly on REPR1C compared to REPR3C (p < 

.05) and with a higher average for REPR2P compared to REPR3C (p < .05). Global questions and 

Global/Local questions did not differ among groups, F(5, 114) = 0.25, ns, respectively, F(5,114) = 0.50, 

ns. It is not surprising that when the same analysis was executed based on solely the representation 

(so without a distinction in the presentation medium), representation 1 and 2 both produce higher 

outcomes for local questions in comparison to representation 3. For local questions s, F(2, 117) = 

6.76, p < .01 with post-hoc test REPR1  - REPR3 (p < .01) and REPR2 – REPR3 (p < .05).  

 
Figure 15: Average score of local, global and local/global combination questions 

 

5.3.5.2 Time 

The same procedure was applicable for the time it took to fill out the 3 different kind of questions 

(local, global and local/global). Mauchly’s test of sphericity was violated for REPR1C χ² (2) = 7.73, p < 

0.05. For this representation the Huynh-Feldt correction would have been used again, would it not be 

that this measure shows no within-subjects effect. However, there was a difference in time for the 

different kind of questions within REPR1P F(2, 38) = 11.87, p < .001, REPR2P F(2, 40) = 6.28, p < .01, 

REPR3P F(2, 40) = 7.26, p < .01 and within REPR3C F(2, 36) = 3.97, p < .05 (Appendix N3). The post-

hoc test shows that it took in general more time to answer global/local questions in REPR1P (p < .01) 

and in REPR2P (p < .05). REPR3P only showed a higher time for global/local questions compared to 

the global questions (p < .01) and REPR3C shows a higher time for global/local questions compared 

to the local questions (p < .05). The average time needed for the global/local combination questions 

was larger when all representations were included in the analysis (p < .001) and also all other times 

were on first sight rather equal among groups (Figure 16). In line with this, there were no measurable 

time-variances between groups for local questions F(5, 114) = 0.27, ns, for global questions F(5, 114) 

= 0.89, ns, nor for combination questions F(5, 114) = 0.40, ns (Appendix N4). It is more important to 

find out whether there are differences in the score/time ratio in agreement to the findings of the 

dependent variable score. Here again, a few groups do not meet the condition of sphericity. 

Mauchly’s test is violated by REPR1P χ² (2) = 9.21, p < .05, REPR1C χ² (2) = 12.60, p < .01, REPR2P χ² 

(2) = 15.35, p < .001, REPR3P χ² (2) = 15.80, p < .001. This violation is only a concern for REPR1C (ɛ = 
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.69), F(1.38, 24.75) = 18.37, p < .001 and for REPR2P (ɛ = .67), F(1.34, 26.74) = 21.27, p < .001, since 

all other groups do not show any within-subject effects (ns). In Figure 17 it is visualized how the 

score/time ratio was for all groups. It shows that REPR3C shows a different pattern compared to the 

other groups. Unfortunately though, this was not confirmed statistically. The statistics between 

groups for local questions were F(5, 114) = 1.31, ns, for global questions F(5, 114) = 1.16, ns, and 

lastly for combination questions F(5, 114) = 0.63, ns (Appendix N5). There is a general effect whereas 

the score/time ratio was significantly higher for local questions compared to both global and 

combination questions (p < .001). This effect was also found individually for REPR1C and REPR2P 

between local questions and global questions (p < .01) and between local and combination questions 

(p < .001) (Appendix N6). 

 
Figure 16: Average time of local, global and local/global combination questions 

 
Figure 17: Average Score/Time ratio of local, global and local/global combination questions 

 

5.3.6 The influence of the representation on Control flow (Ctr), Resource (Res) and Information 

(Inf) questions.  

 

The division for the Ctr/Res/Inf questions is a little more complicated compared to the global/local 

questions. These type of questions consists of more individual combinations of different 

characteristics per questions. In order to draw any conclusions about these type of questions, the 

choice has been made to create three statistical groups. The questions that contain a (1) Ctr/Res/Inf 

combination questions will be compared among each other with (2) Ctr questions and with (3) 

Res/Inf questions. The score and time are both divided by the number of questions asked for this 

type. For the score the measurement is a percentage of correct answers and for the time the average 

time per question being used. Again a one-way repeated-measures ANOVA design was used. 
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5.3.6.1 Score 

The results in Appendix O1 show that there was a difference between these type of questions for 

REPR1C, F(2, 36) = 7.53, p < .01, REPR2C, F(2, 38) = 5.94, p < .01 and REPR3C F(2, 36) = 7.31, p < .01, 

with no violations of Mauchly’s test of sphericity. For representation 1C there was a significant 

difference between Ctr/Res/Inf questions and Ctr flow questions (p = .005), but also between 

Ctr/Res/Inf questions and Res/Inf questions (p = .021). Furthermore, REPR2C and REPR3C both 

showed a difference in correctness between Ctr/Res/Inf questions and Res/Inf questions (p < .01). A 

pairwise comparison, disregarding the representation type and medium, shows that there was also a 

general effect where Ctr/Res/Inf questions score lower compared to Ctr questions (p < .001). Also 

Control flow questions scored in general lower than the Res/Inf questions (p < .01). A one-way 

ANOVA between (Appendix O2) groups pointed out that there was a significant difference (p < .05) 

between groups for the questions that contain all areas (Ctr/Res/Inf). Though, Bonferroni’s post-hoc 

test did not support this. On the other hand, a simple ANOVA between the two representation media 

shows that on average 59% of the Ctr/Res/Inf was answered correctly on paper, against 42% on the 

computer (p = .001). For the individual representation this difference was only significant for REPR1 

F(1,37) = 4,43, p < .05 and for REPR3, F(1, 39) = 4.53, p < .05. The difference was not high enough for 

representation 2, F(1, 39) = 3.25, ns. Figure 18 shows the averages of each of the score of each of 

these questions. H4b was partly statistically supported for the Ctr/Res/Inf combination questions.  

 
Figure 18: Average score of Control flow, Resource and Information questions 

 

5.3.6.2 Time 

The dependent variable time violated Mauchly’s test for REPR1P and REPR2P so Huynh-Feldt will be 

used again for these representations (ɛ = .77 respectively ɛ = .80). REPR1P F(1.53, 29,12) = 13.32, p < 

.001, REPR1C F(2, 36) = 4.50, p < .05, REPR2P F(1.60, 32.08) = 8.46, p < .01, REPR2C F(2, 38) = 3.79, p 

< .05 and REPR3P F(2, 40) = 3.26, p < .05 show a difference between the different groups of questions 

(Appendix O3). For representation 1P and 2P this difference is manifested between Ctr/Res/Inf and 

Ctr questions (p < .01), and between Ctr and Res/Inf questions (p < .01). For representation 1C and 2C 

this difference is manifested between only Control flow questions and Resource/Information 

questions (Figure 19). For REPR3P there was no longer a measurable significant effect. In general, 

Ctr- questions take longer compared to Ctr/Res/Inf and Res/Inf questions (p < .001) and Ctr/Res/Inf 

questions take longer compared to Res/Inf questions (p < .05). At last, the control flow questions 

take longer in representation 1 compared to representation 3 (ANOVA, p < .05, Appendix O4).  



53 
 

 
Figure 19: Average time in minutes per Control flow-, Resource- and Information questions 

The score/time ratio gave some insight again in how the two previous dependent variables are 

interrelated to each other (Appendix O5). Within the groups that show a within-subject effects, 

REPR2C (ɛ = .78, p < .01), REPR3P (ɛ = .82, p < .05) and REPR3C (ɛ = .73, p < .01) violated the 

assumption of non-sphericity and will be reported according to the Huyn-Feldt criterion. There is a 

general difference between Ctr/Res/Inf questions and Res/Inf questions (p < .001), and also between 

Ctr questions and Res/Inf questions (p < .001). This is visible for REPR1C F(2,36) = 7.00, p < .01 

between Ctr/Res/Inf and Res/Inf questions (p < .01), for REPR2C F(1.47, 29.71) = 9.62, p < .01, 

between Ctr/Res/Inf and Res/Inf (p < .001) questions, for REPR3P F(1.64, 32.77) = 4.93, p < .05, 

between Ctr and Res/Inf questions (p < .05) and for REPR3C F(1.46, 2.52) = 4.73, p < .05 between 

Ctr/Res/Inf and Res/Inf (p < .05) (Figure 20). Especially due to a simple ANOVA analysis (Appendix O6) 

it appeared that the ratio for Ctr/Res/Inf questions significantly differed between groups F(5, 114) = 

4.63, p < .01. REPR1P scores better on this type of questions compared to all three computer 

representations, i.e. REPR1C (p < .01), REPR2C (p < .05) and REPR3C (p < .05). Also the ANOVA 

analysis between representation media shows a significant effect for the Ctr/Res/Inf questions, 

where the ratio for a paper medium is on average .37 and on a computer screen .20 with a F(1, 119) 

= 19.71, p < .001. This is in line what was found before, which means that questions requiring 

information from the control flow, resources and information flows were more understandable on a 

paper based medium.  

 
Figure 20: score/time per Control flow-, Resource- and Information questions 
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5.4 Participant feedback  
 

The design of the experiment did not cover an option to record any open feedback regarding their 

(first) experience with business process models modelled with BPMN. Nevertheless, there were a 

few participants who provided feedback voluntarily via email or in person. This feedback also 

contained valuable information and should be addressed briefly. Usually the feedback had to do with 

the general expression of a feeling about the process models regardless of the representation type.  

 

A general complaint was about the size of the letters in the models. Participants perceived the text as 

very small and uneasy to read. This complaint occurred for all groups in both representation media. 

The zooming function in the softcopy version facilitates this by enlarging the entire model, but it also 

decreased the oversight of the process model overall. Besides this, multiple people mentioned a 

delay (interruption) in the completion of the experiment. Other participants even had to quit the 

experiment halfway and had to finish it another day or time. Another remarkable observation was 

the resistance to the models in front of the experiment. The first contact with the (paper and 

computer) models caused a certain abomination by a number of participants. One participant, for 

example, felt highly reluctant to participate in the experiment after opening the envelope and having 

a first look at the process models. In a short evaluation after the experiment the participant was 

optimistic, enthusiastic and recognized many potentials coming from de process models. The opinion 

had changed 180 degrees simply by spending an approximate 45 minutes with this type of models. A 

notable comment was the participants’ conclusion that it was not the model that was complex, but 

the process itself. This positivity afterwards was also reflected by most of the participants who 

provided a few lines of feedback. Another participant also perceived an increase in difficulty for the 

second process (the CH-process) because of a lower familiarity with this process. The difficulty mainly 

existed in the search and navigation process, whereas it was difficult to know where to search for the 

answers to the questions.  

 

One of the participants (P0) expressed a motivation on one specific question in the questionnaire. 

The question is described as “the question about my commitment to use this way of describing 

processes”. The participant refers to one of the questions measuring intention to use. P0 states that 

“while I would not have any issue (far from it – this is a very clear way of describing), I had to answer 

no”. The reasoning behind it has to do with a feeling of empowerment regarding BPMN process 

models (“while I would feel able to do so, I do not feel empowered for it – our current QMS system 

utilizes a certain way of describing processes”). P0 explained that if the QMS standard templates 

were the ones as shown in the experiment, BPMN would be the preferred method to use.   
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6. Discussion 
 

This section shall discuss the statistical results in order to accept or reject the hypotheses. The 

hypotheses discussed the influence of the representation type, the representation medium, their 

combined effect, and the influence of the modularity representation on the different types of 

understandability questions.  

 

6.1 The influence of the representation type 
 

There was no direct measurable difference in the ability to answer questions correctly between the 

three representations. Also, the average time that is needed to answer the questions for the process 

representations is quite equal among groups. Because of this, it is not a problem that the process 

model experience of the participants had an influence on this measure as well. Apparently, the 

navigation through the model, either with (on the computer screen) or without zooming fuctions 

does not cost more time in regard to finding the putative answer to the question. On the other hand, 

representation 1 is perceived as more useful, more easy to use (on paper) and rated with a higher 

intention to use (on the computer) compared to representation 3. Furthermore, on the contrary of 

earlier expectations, the first and second representation do not differ in terms of score and time. 

Therefore, there is no reason to define sub-processes in a process model if the aim is not to hide 

these sub-processes from the higher level model. The business practitioners were exposed to extra 

information (the colored boxes titled with the sub-process), which they did not need in order to 

create a higher understandability of the process. Despite of this, users with low practical knowledge 

of modeling are supposed to understand process models more accurately with the help of color 

(Reijers et al., 2011). In this case it looks like the use of color is probably helpful in order to 

distinguish different roles, but there is no good reason to use colored boxes to distinguish between 

sub-processes of a process. The differences between the first and the second representation were 

not high enough to conclude whether the differentiation of sub-processes even harmed the 

understandability of the process model. Though, participants perceive representation 2 as less easy 

to use compared to representation 1 (on a paper medium). This means that at least in the perception 

of people, the models become less understandable when colored boxes are used to divide a process 

into sub-processes. All of this leads to a partial acceptation of H1 which claims that the 

representation type has an influence on the understandability of business process models.  

 

6.2 The influence of the presentation medium 
 

Also H2 can only be partially accepted. The presentation medium did not show any difference within 

representation types for the dependent variables score and time. Nevertheless, in terms of 

subjective measures we found an effect for the presentation medium within representation 1 and 

representation 3. Participants indicated that representation 1 and representation 3 were more useful 

on a paper medium compared to their computer counterparts. A remarkable output shows that the 

paper version of REPR3 was even rated with a higher intention to use compared to its computer 

counterpart. A possible explanation could be that REPR3P uses an ‘overview+detail view’ whereas 

the sub-processes are represented on multiple A3 papers (i.e. on multipe windows). This 

presentation is perceived as more understandable compared to a view that makes it possible to 

focus on the sub-processes while the context stays visible in the meantime (Figl, Koschmider, et al., 

2013). This so called ‘focus+context view’ was used in the computer version of representation 3 

(REPR3C). The results of this experiment are therefore in alignment with the findings of Figl, 
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Koschmider, et al. (2013). It is too soon though to state whether this agreement exists for the same 

reasons or that other forces cause this effect. 

 

6.3 The combined influence of the representation type and presentation medium 
 

Once again, based on the score and time there was no difference between groups. Participants were 

not able to answer questions more correctly or faster for any modularity representation. Luckily, the 

subjective measures did produce some outcomes, partly in agreement with earlier findings. 

According to all MEM questions, REPR1P is more preferred compared to REPR3C. In addition, REPR1P 

is perceived more useful compared to REPR2C and REPR2P is more useful compared to REPR3C. 

Subsequently, the participants preferred representation 1 on paper above representation 2 and 3 on 

the computer in terms of the perceived ease of use. The high (significant) difference between 

REPR1P and REPR2C for PU and PEOU might again point out that it is less understandable to have a 

fully-flattened process model on a computer screen compared to an A3 paper format, due to the 

size. Also the sub-processes in coloured boxes are not of any help for the way process participants 

perceive the process models. Furthermore, those subjective questions were used to measure 

whether people were willing to use process models from an intrinsic motivation (Moody, 2003). 

Dependent variables PU and PEOU show a reoccurring pattern which does not come back as strong 

in the ITU. A plausible explanation for this deviation is that a number of participants may not have 

answered the question about their “intention to use” BPMN process models from an intrinsic 

motivation but within the context and situation of the company. This was the outcome of the 

feedback of one participants in the experiment. In conclusion, the representation type and medium 

have a combined influence on at least the PU, PEOU and ITU. H3 can therefore be partially accepted. 

 

6.4  The influence of the modularity representation on different types of 

understandability questions 
 

It seems that the modularity representation has an influence on local and global questions, and on 

questions with control flow, resource and information characteristics. According to this, H4 will be 

accepted. 

 

6.4.1 Local and Global questions 

In general, participants outperformed on answering local questions in comparison to questions 

attributing a global aspect for the fully flattened versions (REPR1 and REPR2) of the process models. 

It seems that REPR1C and REPR2P facilitate accuracy of answering the local oriented questions better 

than REPR3C does. Subsequently, when the presentation medium is not taken into account, 

representation 1 and 2 are more understandable when it comes to answering local questions about a 

process model. Apparently, by dividing a process into several sub-processes it becomes harder to 

accurately find answers to local content questions. Reijers et al. (2011) stated that the use of sub-

processes and the limitation in the represented information should make local parts of the process 

model more understandable on the contrary. They found this effect within a sample of 28 

experienced process modelers. This sample creates a crucial differce in the experimental set-up by all 

means. Process modelers, and therefore process modeling experts are probably able to handle the 

split-attention effect (Zugal et al., 2012), caused by modularity, more easily. They are simply more 

familiar with business process models. The business practitioners of our experiment rated their 

process modeling knowledge rather low. These business practitionars are the ones targeted to use 

these type of process models in the current business context and are therefore a more credible 



57 
 

sample to test the understandability of process models. Nevertheless, both REPR3P and REPR3C do 

not show the same weight on this objective measurement of the understandability. REPR3P shows a 

clearly lower correctness of local questions compared to the fully-flattened models of the process. 

However, the difference has not been identified as significant (in contast to REPR3C). Therefore no 

clear conclusions can be drawn towards the understandability of process representations with sub-

processes on paper. A possible explanation could be that it becomes more difficult to find local 

information in the process model when the participant does not know the process or the modeling 

notation very well. The information stayed hidden in REPR3C until the participant placed the mouse 

at the right sub-process. In REPR3P, at least all sub-processes are visible on different papers. Less 

pre-knowledge is requested to find the right sub-process since one can see all sub-processes by 

simply scanning through them as often as required. This is again in line with the non preferance of 

the ‘focus+context view’ (Figl, Koschmider, et al., 2013). 

 

The process information that appears to be most time-consuming to find contained both global and 

local information about the process. The answers to these particular questions seemed most difficult 

to find regardless of the representation type. On the other hand, our experiment shows that local 

model aspects have the highest score/time ratio. This means that the local aspects of the model are 

replied relatively with a high correctness on a low time interval. Noteworthy, the local score/time 

ratio is really low for the third representation on a computer screen. This only increases the suspicion 

that it is more difficult to find the answers to local questions in the ‘focus+context view’ of REPR3C.  

 

6.4.2 Control Flow, Resource and Information questions 

The most valuable information comes from the questions that contain control flow, resource and 

information elements. These questions are more understandable on a paper medium. Especially 

representation 1 and representation 3 are more understandable for this type of questions on paper 

compared to their match on the computer. It also took people longer to answer the control flow 

question in representation 1 compared to representation 3. This is not very relevant since the 

score/time ratio shows that the extra time that is used in representation 1 has led to answering the 

questions more correctly.  

 

6.5 General findings 
 

At last, the personal factors considered as control variables did not have a large influence on the 

outcomes. However, it seemed that the personal factors (the control variables) of the participants 

had a stronger impact on the subjective outcomes compared to the objective (score and time) 

measures. This might mean that the tested personal factors are not of large influence on the 

absolute ability to read and understand the content and notation of a process model. In the 

meantime, they might influence the subjective feelings of an employee towards the business process 

models. One participant also mentioned that it was more difficult to read and navigate through a 

rather unknown process in comparison to a known process (domain knowledge). This might lead to a 

certain resistance towards process models. An unneglectable resistance occurred already for part of 

the participants who were exposed to this type of process representations for the first time. In the 

end, the subjective measures show a positive and hopeful result towards the PU, PEOU and ITU 

BPMN process models. REPR3C shows the lowest figure for all three subjective measures, and 

employees would on average not agree on the proposed usefulness, ease of use and intention to use. 

On the other hand, it looks like employees feel a rather high connectivity towards the business 

process models when they are exposed to a paper version that shows the whole process in one 

overview (fully-flattened representation 1).  



58 
 

7. Conclusions 
 

The aim of the research project was to find the answer to the following questions: which modularity 

representation supports the understandability of business process models best in practice? In 

addition, we also wanted to examine if the presentation medium influences the understandability of 

business process models. 

An experiment has been performed with two real life business process models to find out which 

representation suits the understandability of these process models best. Looking from a time 

perspective, there is no reason to choose one modularity representation over the other. That makes 

it easy to exclude this variable from a rational decision between the different modularity 

representations. Therefore, all other understandability measurements play a key role even more. The 

understandability measured in this experiment is different among the different representations in 

terms of effectiveness and the subjective measures. The presentation medium also seems to 

influence the understandability of process models. A number of hypotheses were answered and the 

outcomes to the investigated hypotheses are summarized in Table 8. 

Table 8: Summary of hypotheses 

 
 

A fully-flattened version of a process model (without sub-process) supports the understandability of 

business process models best. The fully-flattened version of a process model was mainly used to be 

able to tell something about the absolute value of the understandability with the application of 

modularity. Apparently, the decrease in size clearly has a lower positive impact on the 

understandability compared to the negative (split-attention) effect of the use of sub-processes. Also 

the extra feature to divide processes into sub-processes with the help of colored boxes but without 

losing any overview (and thus size), does not create a higher understandability. Besides, the method 

used to represent representation 3 on the computer (focus+context view) is undesirable. 

Representation 3 on paper excludes the sub-processes from the main view (overview+detail view) 

and does not have a measurable lower understandability than the fully-flattened process models. 

Representation 3 on the computer happened to be the only representation that scored low on all 

factors in comparison to at least the first representation on paper. It seems easier to integrate the 

sub-processes into the overall process model when they are represented in separate views or 

windows. This result has not been tested in this experiment specifically on the computer though. In 

combination with a higher understandability for the paper sub-process representation (REPR3P) it 

SUMMARY

Hypothesis Result Proposition

H1: Representation type has an influence on the a) score, b) 

time, c) perceived usefulness (PU), d) perceived ease of use 

(PEOU), and e) intention to use (ITU).

Partially 

Accepted

REPR1 is more understandable compared to REPR2  (Based on 

a paper medium and PEOU) and REPR3 (Based on PU, PEOU 

and ITU). 

H2:  Presentation medium has an influence on the a) score, 

b) time, c) perceived usefulness (PU), d) perceived ease of 

use (PEOU), and e) intention to use (ITU).

Partially 

Accepted 

A paper presentation medium is a more understandable 

presentation medium compared to a computer screen for at 

least REPR1 (based on PU) and REPR3 (based on score/time, 

PU and ITU).

H3: The Representation type and Presentation medium have 

a combined effect on the a) score, b) time, c) perceived 

usefulness (PU), d) perceived ease of use (PEOU), and e) 

intention to use (ITU). 

Partially 

Accepted 

REPR1P is more understandable compared to REPR3C (based 

on PU, PEOU and ITU). As well, REPR2P is more 

understandable compared to REPR3C (based on PU). 

Furthermore, REPR1P is more understandable compared to 

REPR2C (based on PU and PEOU)

H4: The influence of the representation will be different for 

different types of understandability questions: a) Global & 

Local, b) Ctr/Res/Inf

Accepted The local questions are most understandable for REPR1 and 

REPR2 (based on score). Next, Ctr/Res/Inf questions are most 

understandable on a paper medium, especially on REPR1  and 

REPR3 (based on score and score/time)
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suggests that the main process model should contain the least information that is possible per 

process view. 

 

A process model on a paper presentation medium is more understandable for at least a fully-

flattened process representation and a representation that divides and hides sub-processes from the 

main process view. It might be best for the understandability to represent the whole process fully-

flattened on a paper medium. Especially, a first contact with these kind of process representations is 

perceived highly useful and easy to use when the representation is presented in this format. Our data 

from the experiment indicate that the use of sub-processes does not make large and complex 

process models more understandable. Apparently, the large size of a process model causes less 

trouble than the split-attention effect of reintegrating hidden sub-processes. The split-attention 

effect is easiest to overcome when the sub-processes are not hidden in the main process model but 

when separate views or windows are used to represent the main process model and the sub-process.  

 

7.1 Limitations and implications for future research  
 

A threat to the validity of the before mentioned conclusions originates from the already identified 

difference between the CAPA- and the CH-process. There was a difference between the two 

processes within the number of correctly answered questions and within the time needed to answer 

these questions. This makes it more difficult to consider the two processes as similar. On the other 

hand, arguing from the visible patterns in the dependent variables between the different 

representations, it would create only more significant results between the different representations. 

Within this experiment there were not enough data per group to analyze both processes separately 

because the personal factors caused a higher impact on the understandability. It would be helpful to 

create an experiment with a similar setup within different companies and with different process 

models (with comparable characteristics and modeling conventions). More data on this specific 

aspect causes many benefits in this regard. The second representation in a new setup could be 

replaced by another format to represent the sub-processes separated from the main process. In this 

similar experiment it would be helpful to find out if the identified negative effects of REPR3C 

(‘focus+context view’) would possibly fade out if REPR3C would make use of separate views to 

represent the sub-processes (‘overview+detail view’). If this is not the case, a number of conclusions 

could be drawn from this, which includes that the presentation medium has a higher influence then 

could be drawn from the results of this experiment. In line with this, we have already a better 

judgement on which process representations cause substantial problems in the understandability of 

business process models. In the meantime there is no exclusive guideline which modularity 

representation could provide a high understandability with a high practical business value (practically 

feasible). Also the research of Figl, Koschmider, et al. (2013) was done with a sample of business 

process modeling experts. These results are therefore not applicable to the broad public of business 

process actors who are not as experienced and familiar with process models. They also suggest 

further research on the influence of modularity representations on large process models in practice. 

This study made a good start but more research is necessary with real business practitioners included 

to find out how real business process models could be used in practice in a highly understandable 

manner. Future research can also address and compare the data originating from the experiment 

conducted with different business environments and domains, as well as with students.  

 

Another limitation occurred mostly within the computer group. The choice has been made to make 

the experiment available to the participant on a completely remote basis. Every individual was free 

to participate on its own best suitable time and location. This means that there was no control on the 
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size or resolution of the computer screen. A difference between the size of the computer screen (and 

therefore variance in the size of the process models) might account for differences within this group 

in the score, time, PU, PEOU and ITU. Besides, for all participants applies that interruptions by 

colleagues or other urgent events might have led to a lower concentration and engagement in the 

experiment. Except for the corrections that were taken for the time measures, there is no control on 

possible interference on the data.  

 

At last, the use of process participants and real-life models had a positive effect on the external 

validity of the experiment, which makes it possible to generalize the results better towards practical 

implications. The random assignment of the subjects into the different blocks also increased the 

external validity of the experiment. On the other hand, the improvement of the external validity 

counteracted with the internal validity, since the number of subjects might cause a threat to this 

internal validity. The sample was set on 60. This is already a difficult and minimum amount to draw 

statistically significant conclusions upon since every block (group) consists merely of 10 subjects. This 

is a negative effect of an improvement of the external validity and a generally known trade-off within 

this research field. A few effects did not become significant but showed a strong trend among all 

dependent variables. These effects might have been significant with double the size of participants.  

 

7.2 Practical implications 
 

Based on all this, there are a few practical implications which are useful for business practitioners. 

The group of participants was fairly new to this type of business process representations and an 

initial view at the process models evoked resistance. By being “forced” to work with this kind of 

process representations for at least half an hour, a positive learning effect occurred. The high 

perceived usefulness and perceived ease of use of specific groups, shows that an initial resistance can 

be bend towards a positive attitude if the right representation is used. This indicates that a first 

contact with BPMN process models should not be on a computer screen with a REPR3C-like 

visualization because of its low understandability. This asks for more resistance in the perceived 

usefulness and perceived ease of use of this type of process models after using it. For future 

implementations of business process models, the use of sub-processes is probably inevitable. Of 

course it is not achievable to present a whole QMS on paper; it is not practical, durable, 

environmentally unfriendly and a waste of money. Every update would lead to a new print out of 

that particular process model. This experiment has demonstrated that a REPR3C representation is 

not a good idea though. Another online representation (with sub-processes in separate views or 

windows) should be used preferably.  

 

Usually one role within a process is captured in one or more sub-processes. For business 

practitioners to optimally understand these local parts of the process model, it is best to show the 

process model in a fully flattened way. For a person to understand and to adapt to process models, it 

would be best to provide a training which exposes the process participant to its own process on a 

paper medium (or potential on a computer medium) without any division into sub-processes. Also, 

team meetings which are process oriented could be facilitated with a print out of the process model 

in order to increase the understandability. 
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Appendix A: Business Process Models 

 
 Corrective and Preventive Actions (CAPA) Process (Type CAPA1) 

Type: 

CAPA1 



II 
 

           
Corrective and Preventive Actions (CAPA) Process (Type CAPA2) 

Type: 

CAPA2 



III 
 

 
Corrective and Preventive Actions (CAPA) Process (Type CAPA3) 

Type: 

CAPA3 



IV 
 

 

Requestor  Describe Problem  
 
 

CAPA Manager  Perform CAPA Request Initial Approval 
 

Requestor  Perform Initial Risk Evaluation  CAPA Manager  Initiate CAPA 
 

Requestor  Perform Initial Risk Evaluation  

 
CAPA Manager  Close CAPA Process 

 

Sub-processes Corrective and Preventive Actions (CAPA) Process (Type CAPA3) 

Type: 

CAPA3 



V 
 

 

CAPA Review Board  Review CAPA Request  

 
 

CAPA Review Board  Review Execution Results 

 

CAPA Review Board  Review Investigation Report 

 

CAPA Review Board  Decide on CAPA 

 
Sub-processes Corrective and Preventive Actions (CAPA) Process (Type CAPA3) 

Type: 

CAPA3 



VI 
 

 

Investigation Manager   Perform Initial Check of Investigation Report  
 
 

CAPA Owner  Execute Action Plan 
 

 

CAPA Owner  Perform Root Cause Investigation   

 
CAPA Owner  Check Effectiveness of Actions 
 

 

CAPA Owner  Develop Action Plan 

 

Sub-processes Corrective and Preventive Actions (CAPA) Process (Type CAPA3) 

Type: 

CAPA3 



VII 
 

 
Complaint Handling (CH) Process (Type CH1) 

Type: 

CH1 



VIII 
 

 
Complaint Handling (CH) Process (Type CH2) 

Type: 

CH2 



IX 
 

 
Complaint Handling (CH) Process (Type CH3) 

Type: 

CH3 



X 
 

 

 

Requestor/SRRT  Perform Complaint Determination   

 

Requestor/SRRT  Determine Priority

 

CHU: Administrator  Perform Duplicate Check 

 

CHU: Administrator  Compile Complaint Investigation 

 
CHU: Specialist Determine OEM  

 

CHU: Specialist  Assess Risks  

 

Sub-processes Complaint Handling (CH) Process (Type CH3) 

Type: 

CH3 



XI 
 

 

CHU: Specialist  Determine Reportability  

 

CHU: Specialist  Compile Complex Complaint Investigation 

 
CHU: Review Team  Review 

 

CHU: Review Team  Closure 

 
Sub-processes Complaint Handling (CH) Process (Type CH3) 

 

 

Type: 

CH3 



XII 
 

 

Main investigator BU/Investigation Team CHU  Prepare Investigation  
 

 

Main investigator BU/Investigation Team CHU  
 Identify Resolution 

   
Main investigator BU/Investigation Team CHU  Perform Resolution  

 

Main investigator BU/Investigation Team CHU  Assess CAPA 
requirance 

 
Sub-processes Complaint Handling (CH) Process (Type CH3) 

 

Type: 

CH3 
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Appendix B: Modeling conventions 
 

Table 9: Modelling conventions business process models (Dumas et al., 2013) 

Modelling conventions for Conventions 

Task labelling Use of verb-object style. The labels should match the own 
business language and concepts used in the process 
descriptions of the company.  

Event labelling Use of object-verb style in the past tense. The labels should 
match the own business language and concepts used in the 
process descriptions of the company. 

Layout task labels Within (fitted in) the rectangle symbol of a tasks.  

Layout event labels On the right, above or below of the event.  

Layout and usage of tasks Horizontally, from left to right 

Layout and usage of events Horizontally, from left to right 

Layout and usage of lanes and pools A pool will be used to distinct between roles. No lanes will be 
included in the process model. Message flows are the only 
flows that connect the pools (and therefore the roles) with 
each other.  

Structuredness Every split gate-way matches a respective join-gateway  

Colour  start events are green  
 end events are red 
 intermediate events are yellow (dark) 
 tasks are yellow (light) 
 gateways are white 
 all the roles (presented in pools) are displayed in a 

different colour 
 The division of sub-processes happens with a 

distinguishable colour compared to the colours 
assigned to the roles.  

Tool Restrictions Use of Signavio 

Role Restrictions A minimum and maximum of 5 roles. The process model 
should be modified accordingly, and roles have to be 
suppressed.  

Advanced BPMN Restrictions: The use of advanced BPMN is restricted by the use of a: 

Start events (1) Start message event 

End event  (2) End message event 
(3) Terminate message event 

Intermediate events 
 

(4) Intermediate message event 
(5) Intermediate timer event 

Gateways (6) Event-based gateway 
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Appendix C: Questionnaire printed version experiment 
  

 

Experiment on Business Process Model Representation 

Dear Colleague,  

 

Thank you for your participation in this study.  

 

Your contribution is valuable for improving 

the quality of processes in Philips and for the 

research in the business process modeling field 

in general.  

 

 

The questionnaire may take about 45mins - 1 

hour to complete.  

 

 

Please note that you will remain anonymous at 

all times and no individual results will be 

reported. The results of this questionnaire will 

NOT be linked to your identity for any reason.  

 

In the invitation email, you have received a 

"usercode". This is to help ensure online 

security and reliability. You can enter this 

information in the fields below and 

click 'Next'to start the questionnaire. 

Usercode:  
 
 
 
 

 
 
 

 

© 2014-2015, TU/e 

 

Next >>
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0%  100% 

PART1. Personal Factors  

 

 

How often do you encounter process models in practice?  

o  o Never 

o  o Less than once a month 

o  o More than once a month 

o  o Daily 
 

When did you first work with process models in practice?  

 o Less than a month ago 

 o Less than a year ago 

 o Less than three years ago 

 o More than three years ago 

 o Never encountered a process model 
 

How would you rate your level of knowledge on process modeling? 

 o Not knowledgeable about 

 o Somewhat knowledgeable about 

 o Knowledgeable about 

 o Very knowledgeable about 
 

How would you rate your level of knowledge on the business process modeling notation BPMN 2.0?  

 o Not knowledgeable about 

 o Somewhat knowledgeable about 

 o Knowledgeable about 

 o Very knowledgeable about 
 

Next >>
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0%  100% 

PART1. Personal Factors 
 

How familiar are you in general with the Corrective Action & Preventive Action (CAPA) process in Philips? 

 o Not at all familiar 

 o Slightly familiar 

 o Somewhat familiar 

 o Moderately familiar 

 o Extremely familiar 
 

 

How familiar are you in general with the Complaint Handling (CH) process in Philips? 

o  o Not at all familiar 

o  o Slightly familiar 

o  o Somewhat familiar 

o  o Moderately familiar 

o  o Extremely familiar 
 

Next >>
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0%  100% 

Example Model: Loan Application 

  

 

This process consists out of two roles: the "client" and the "bank". The process starts when the client needs a 

loan and fills out a loan application. When the client has done that, he or she will send the loan application to the 

bank. Subsequently, the bank receives the loan application and starts the internal process with a review of the 

application. The bank can either "accept" or "reject" the loan application. If the bank choses to reject the loan 

application, a message with a rejection is sent to the client. The process will end there. If the bank choses 

to accept the message, an agreement will be prepared and an agreement message is sent afterwards. The client 

receives the agreement and signs the agreement. The client sends the signed agreement back to the bank. The 

signed agreement is the trigger for the bank to start the sub-process "Initiate loan process". After the execution of 

this subprocess, the total processends. 

 

Process Model Legend: 

 

A process model is a picture of a process. It is very similar to a flowchart and can contain any 

of the following blocks:  

 

Name Description Looks 

Role 

This long, black rectangle indicates a role within a process. 

All activities inside this role are considered his/her 

responsibilities. 
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Activity 
This blue square indicates some task is being performed. The 

description or activity of the task is mentioned on its label. 

 

Sub-Process 

It's often useful to group some activities together and put them in 

a sub-process. This can be recognized by the '+' symbol on the 

blue square. To view the contents of a sub-process, you can 

simply place your cursor over the image.  

 

Sequence 

This straight arrow indicates an order of event. The source of the 

arrow happened before the activity it points to can happen. 

 
 

Exclusive 

Choice 

If, at some point, a choice is made, this yellow diamond with the 

'X' is used. It means that either one of the outgoing arrows will be 

chosen. This element can also be used to merge paths. In that 

case, only one of the incomming arcs has to be active.  

Parallel 

activities 

This element is used to indicate the following activities can 

happen at the same time. This allows for parallel activities. This 

element can also be used to merge paths. In that case, all 

incomming arcs have to be active.  

Exclusive 

event-based 

gateway 

The proceeding of the process depends on the occurrence of an 

event that is triggered by one of the outcomes of exclusive 

choices. The event is delayed or excluded until a message is 

received.  

Sending 

information 

If an activity results in sending information, this element is used. 

It means that a message is being sent. 

 

Receiving 

information 

When someone receives information, this yellow circle is being 

used. The difference with the previous element is that with a 

receiving circle the 'envelope' is white rather than black. 

 

Timer event 

This clock shows that there is a certain delay in the process. The 

label with the clock shows how often something happens or how 

long it takes before the process proceeds. 
 

Message Flow 
When a message is sent from one role to another, a message flow 

is used. This is a dashed line with a label. 
 

While you're answering the questions about the model, you can go back to the process model legend at any time. 

Please click "Next" to continue the questionnaire. 

Next >>
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Part2. Questions about Process Models  

 

In the second part of the experiment, you will be given nine 

multiple-choice questions for each of the two process models 

depicting activities that take place in Philips MRI. 

Please take into account that not all the activities in these process 

models are in line with how the real-life process works, i.e. the way 

you are used to in Philips MRI. Do not answer the questions based 

on your work experience, but always take a closer look at the 

process models. 

 

For each question, there will be 5 options to choose from. The last 

option will always be: “- I don’t know”. When this option is 

selected, the question will be considered as incorrectly answered. 

It is rather important for this study to finish the rest of the questionnaire 

in one go. There is absolutely no problem with you taking your time to 

answer a question, but taking a coffee break might influence my 

results. Therefore, if you'd like to have a cup of coffee, this would be 
the perfect time to do so. 

 

 

  

 

 

 

If you're ready, please click 'Next' to continue. 

Next >>
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Corrective & Preventive Action (CAPA) Process 

When a problem/issue occurs with a product in use, the customer company 

may contact the customer service, which may eventually contact the 

headquarters if the problem/issue deemed major. If the problem is 

considered to have large impact for the business or the customer, the 

headquarter initiates the Corrective & Preventive Action (CAPA) process.  

When the decision to initiate is given, a requester for the CAPA is assigned 

on behalf of the customer. The requestor gathers all initial information and 

subsequently submits a CAPA request. A CAPA review board meets weekly 

to decide on CAPA requests and monitors progress of current CAPA’s. 

Once a CAPA request is approved, a subject matter expert (SME) is 

appointed as a dedicated CAPA Owner. This CAPA Owner becomes 

responsible for performing the root cause analysis and developing actions 

to mitigate or remove the root cause. At certain control points, the CAPA 

Review Board provides a decision to either progress to the next phase of 

the CAPA or ask for rework. After sufficient evidence has been provided 

that a certain solution solved the root cause of the problem, the CAPA can 

be closed.  

 

In the pages that follow, you will be asked questions about the process. For 

each question, you will be referred to the printed version of the process 

model(s) that were provided to you. 

 

 

Please take a closer look at the process model(s) and click 'next' to continue 

when ready.  

 

Next >>
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Click here for the legend. 

Q1. If the rationale for not performing containment actions is reported in the CAPA Request 

Form for a case, then how many times the Define containment actions activity must have been 

executed for the same case?  

o  o Zero or more times 

o  o Zero times and not more than that 

o  o At most once 

o  o At least once 

o  o I don't know 
 

Next >>
 

 

0%  100% 

Click here for the legend. 

Q2. Who will know that the CAPA Request is accepted after a positive opinion of the CAPA 

Review Board?  

o  o Only CAPA Manager 

o  o Only CAPA Owner 

o  o Only Requester 

o  o Both CAPA Manager and the Requester 

o  o I don't know 
 

Next >>
 

 

0%  100% 

Click here for the legend. 

Q3. If the planned actions for the CAPA are executed, who will receive the Execution Summary 

Report? 

o  o Only CAPA Manager 

o  o Only CAPA Review Board 

o  o Either CAPA Manager or CAPA Review Board 

http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAL3ougaN7_ONhfA18kTJ2AsuAAAAjcSLNrnYw7y1xQDecuXpP47fjDK53cq9qcEZwmiZsGKfytZv_Zy29fXCBcNxlq48
http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAHbu6sIS1L4dY2oxhWtTK1wuAAAARsLb8ibjjixTXwSpXH8aaEXZ3PYm4I4vT1sdtUcDQzVUzIarYqf7ZRNYAbReDF1r
http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAMIivW0QELv1i3SxyKTdXXkuAAAA8g6MXSQni8S7QYTknPFsTfEVi1kkJI_Fp0Wd-IiNNRDgANEEYGP-jftGgfmRgitO
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o  o Both CAPA Manager and CAPA Review Board 

o  o I don't know 
 

Next >>
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Click here for the legend. 

Q4. How does the CAPA Owner receive the CAPA Review Board’s ‘re-

investigate’ message? 

o  o Through the Investigation Manager 

o  o Through the CAPA Manager 

o  o Directly from the CAPA Review Board 

o  o CAPA Owner does not receive such a message 

o  o I don't know 
 

Next >>
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Click here for the legend. 

Q5. Which messages are exchanged between the CAPA Requester and the CAPA 

Owner?  

o  o CAPA Request 

o  o CAPA Final Report (& Manager’s Summary) 

o  o All of above 

o  o None of above 

o  o I don't know 
 

Next >>
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Click here for the legend. 

Q6. After measuring the effectiveness of actions for a case, under what condition 

should the CAPA Owner NOTsend the CAPA Effectiveness Assessment Report for 

evaluation? 

http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AALy_3R0MfcyksLJUs_DeE3AuAAAAjJPsLThK_JWAh2GfyfIiRI-I6yk4SPyWnIN4g9yOexmenbF0fA6J3MCAZILFgWVH
http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAJbRqPT8KD6wWaoljCL3SMQvAAAApv2ZxMgfDoFpnxCgE8dk9aLin8LIHAiDb4YUoBLbGKyHuMSdjFt7yCmYFb0XqD7z
http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AANwuMfAxB9fvy8JNsy-9JUcvAAAA7AIAwAUw597793ifHowJdugdBsYFM-HW-u58nx-RdS_NR12ZQXSSl7vwfYIa4lNw
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o  o When waiting time of N time unit is still not over. 

o  o Only when there is no sufficient evidence collected (about the effectiveness or 

ineffectiveness of the actions). 

o  o When there is no sufficient evidence collected (about the effectiveness or 

ineffectiveness of the actions) and the time period allocated for the effectiveness 

check is not over. 

o  o Only when the time period allocated for the effectiveness check is not over. 

o  o I don't know 
 

Next >>
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Click here for the legend. 

Q7. Who execute(s) the final activity in the CAPA process for an accepted CAPA case? 

o  o Requester and CAPA Owner at the same time 

o  o Requester 

o  o CAPA Owner 

o  o CAPA Manager 

o  o I don't know 
 

Next >>
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Click here for the legend. 

Q8. If the CAPA Review Board receives an Investigation Report, which was rejected by 

the board in the first time, how many times should this report have been pre-checked 

by the Investigation Manager? 

 o Exactly Zero times 

 o Exactly Once 

 o Exactly Two times 

 o Two or more times 

 o I don't know 
 

Next >>
 

http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAHCc6RsmgrQ2K-lwq88mIEUvAAAAQLDYKxK1hAcb3EWH_hQMdESv3i0StoMHHcVBh_8KcC1h9YVyVvHxTlvbQJr6eVZy
http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAEcmnvuBBEWHqUlhYvwaavYvAAAAdwqvy7UzdbaZfFROzSlGx3MVqc21MH2xn2VQTsw2Op5WT_KS8XcA_9l7UVPJRRzB
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Click here for the legend. 

Q9. If the CAPA Owner is performing a root-cause investigation for a case, which of 

the following activities of the CAPA Manager must have been performed only once for 

the same case? 

o  o Sending ‘CAPA Request Rejected’ message 

o  o Sending ‘Rework on CAPA Request’ message 

o  o Sending CAPA Request Approved message 

o  o None of above 

o  o I don't know 
 

Next >>
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--- End of Part 2 Process 1--- 

 

Please continue by clicking 'Next'.  

Next >>
 

  

http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAIActJXby5m56_-SpNAqYvsvAAAAsDCFpe_8qYjbyqeI4R5OyrQvg6Pv_6GB3dOjiOAGMpORddj8q7jcwZvNopXldRTM
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In the previous part, you were given a process model that is modeled using a particular 

representation approach. This part of the questionnaire will ask your opinion about this 

representation approach. 

For each of the following statements, please indicate to what extent you agree with 

them by clicking the circle that corresponds with your opinion. 

  
Strongly 

disagree 

Moderately 

disagree 

Somewhat 

disagree Neutral Somewhat agree 

Moderately 

agree Strongly agree 

Business process models 

represented in this way 

would be difficult for 

users to understand. 

o  o  o  o  o  o  o  

I think this presentation 

approach provides an 

effective solution to the 

problem of representing 

business process models. 

o  o  o  o  o  o  o  

Using this type of 

process models would 

make it more difficult to 

communicate business 

processes to end-users. 

o  o  o  o  o  o  o  

Overall, I found the 

business process model 

in this experiment to be 

useful. 

o  o  o  o  o  o  o  

 

 

 
 

Please click the next button to continue. 

Next >>
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For each of the following statements, please indicate to what extent you agree with them 

by clicking the circle that corresponds with your opinion. 

 

  
Strongly 

disagree 

Moderately 

disagree 

Somewhat 

disagree Neutral 

Somewhat 

agree 

Moderately 

agree Strongly agree 

Learning to use this way of 

modeling business processes 

would be easy for me. 

o  o  o  o  o  o  o  

I found the way the process 

is represented as unclear and 

difficult to understand. 

o  o  o  o  o  o  o  

It would be easy for me to 

become skillful at using this 

way of modeling business 

processes. 

o  o  o  o  o  o  o  

Overall, I found this way of 

modeling business processes 

difficult to use. 

o  o  o  o  o  o  o  

 

 

 

Please click the next button to continue. 

Next >>
 

 

0%  100% 

For each of the following statements, please indicate to what extent you agree with them 

by clicking the circle that corresponds with your opinion. 
 

  
Strongly 

disagree 

Moderately 

disagree 

Somewhat 

disagree Neutral 

Somewhat 

agree 

Moderately 

agree Strongly agree 

I would definitely not use 

this method to model 

business processes. 

o  o  o  o  o  o  o  

I would intend to use this 

way of modeling business 

processes in preference to 

another modeling approach, 

if I have to work with 

business process models in 

the future. 

o  o  o  o  o  o  o  

 

 

 

 

Please click the next button to continue. 

Next >>
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Complaint Handling (CH) Process 

When a complaint arises with a product in use, the Complaint Handling Unit 

(CHU) will be notified. When all the needed information is complete, the 

assigned Complaint Handling Specialist will assess the risks that might be 

caused by the complaint. The Complaint Handling Specialist is also responsible 

for the Adverse Event Coordinator role. He or she assures that regulatory non-

conformance issues and reporting, attributed to the complaint, are handled well. 

The Complaint Handling Review Team will monitor all the activities that have to 

be controlled in order to execute the Complaint Investigation in a comprehensive 

way. The investigation will be within the responsibility of the main investigator 

within the Business Unit (BU) where the complaint origins, or within the 

responsibility of the CHU. This depends on the technical domain knowledge 

accompanied to the resolution of the complaint. In the end, the complaint might 

need a root-cause analysis or has to evolve into a CAPA request before closure. 

Just as well, when the complaint has been handled without any further necessary 

action, the complaint can be filed and closed.  

 

 

In the pages that follow, you will be asked 

questions about the process. For each question, 

you will be referred to the printed version of 

the process model(s) that were provided to 

you. 

 

 

 

Please take a closer look at the process 

model(s) and click 'next' to continue when 

ready.  

Next >>
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Click here for the legend. 

Q1. If the Requestor/SRRT receives a request for missing information, how many 

times must the CHU administrator have sent a request for missing information? 

 o Zero or more times 

 o Zero times and not more than that 

 o At most once 

 o At least once 

 o I don't know 
 

Next >>
 

0%  100% 

Click here for the legend. 

Q2. What happens to the submitted service order when it does not meet the definition 

of a complaint? 

o  o The CHU Administrator sends a request for missing information 

o  o After documentation and informing the appropriate business entity, the process 

ends 

o  o The complaint process terminates without further actions 

o  o Hazardous situations have to be considered before the case can be closed 

o  o I don't know 
 

Next >>
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Click here for the legend. 

Q3. Who will be notified if the complaint concerns a product which is not 

manufactured, nor distributed or serviced by MR with a serious death or injury ? 

o  o Only the Requestor/SRRT of the complaint receives a message 

o  o The Requestor/SRRT and the CHU Review Team 

o  o The Requestor/SRRT of the complaint, the OEM manufcaturer, and the FDA 

o  o The FDA, and the OEM manufacturer 

o  o I don't know 
 

http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAKS-l-I9PtBeVHm0pP1j48YvAAAAlJKm0gkJ4G9kTIGIz1PP95CNoNQJC-NqY1WFiM1Ps6611_uLTU2VJiRLhJXIPJXx
http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAIZdtIYNugjZQJ9csiiDoEMvAAAAtnGFtjmNOOhwqmmeGrKMcrJug7A5jzvvdLNtnhiv8CuXNNjvfclNoTCtbIMd3NZ0
http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AABaRI332rF0ESdgWdUSJZPkvAAAAJr0STcKbbTV57SNZdrtIyCKiFEvCmW48e_QnWXSlNJEH-E8Uht8YfDnqJkRx1hLO
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Next >>
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Click here for the legend. 

Q4. How does the CHU Specialist receive the complaint record after the 

investigation team finishes the investigation? 

 o Directly from the CHU Review Team 

 o Through the CHU Administrator 

 o Directly from the Investigation Team 

 o The CHU Specialist does not receive the complaint record 

 o I don't know 
 

Next >>
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Click here for the legend. 

Q5. Who is responsible for performing “task corrections” during the investigation of 

the complaint? 

o  o Main Investigator/Investigation Team 

o  o CHU Specialist 

o  o CHU Review Team 

o  o None of the above 

o  o I don't know 
 

Next >>
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Click here for the legend. 

Q6. After the CHU specialist has completed the OEM investigation, what actions 

have to be completed before the complaint can be assigned to the investigator?  

 o Only the Risk Assessment has to be approved before the assignment to an 

investigator can take place 

 o Only the control of risks, and the risk/benefit analysis have to be completed before 

the assigment to an investigator can take place 

http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAPocZABW9EsOxtgmSvffISAvAAAAyjBVMGLDez_27RNmxewNEc4vUzZiwX8-9vQXZsfzcUjrdQhpJocOdrbqFnvCgFcX
http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAGJDblSJG184KScIBtajT3svAAAAUm9fZL0sbwkZEj0q5JdjSlZwWWK9LmsLHws5KuaPHxNzKgI9-WgaQFkVODfj_DlM
http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AACGrtyEFVhbau6ZAo4eWrTMvAAAAEYeGETFhJuuLk3WPtaOBAhWYgBcxYyLvjYpxj7e6_VswwttIdSVTosuUcJKyydsE
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 o Only the Risk Assessment and the Adverse Event Reporting have to be approved 

before the assignment to an investigator can take place 

 o Only the review against Risk Management File (RMF) has to be completed before 

the assgnment to an investigator can take place 

 o I don't know 
 

Next >>
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Click here for the legend. 

Q7. Which of the following messages is exchanged between the Main 

Investator/Investigation Team and the CHU Administrator? 

o  o The Risk Assessment 

o  o The Complaint feedback 

o  o Missing requerements request 

o  o None of the above 

o  o I don't know 
 

Next >>
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Click here for the legend. 

Q8. Who will know that the Adverse Event Reporting is approved by the CHU 

Review Team?? 

 o The CHU Specialist 

 o Main Investigator/ Investigation Team 

 o Both CHU Specialist and the Main Investigator/ Investigation Team 

 o None of the above 

 o I don't know 
 

Next >>
 

 

 

 

http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAHv1h7nVo6m0IP5j6q78KTcvAAAAS9m2ieGUmYUQy1bGnMoFBk_GsI_hlp2NFNJSxp7QeV9qnOvQpdDszFDMU9ubo18A
http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AAI55x5VbKVm_DGMlKAJ5AaQvAAAAvlX2pW8eaY48VhAEME4tlbpK8KNvHG-OPE8UBDJVUcyfEKv8K1ocx3xRFRk3JneT
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Click here for the legend. 

Q9. If the Risk Assessment conducted by the CHU Specialist has been approved by 

the CHU Review Team, how often has the CHU Specialist performed 

a Risk/Benefit Analysis? 

 o Zero or more times 

 o Zero times and not more than that 

 o At most once 

 o At least once 

 o I don't know 
 

Next >>
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--- End of Part 2 Process 2--- 

 

Please continue by clicking 'Next'.  

Next >>
 

  

http://127.0.0.1:61501/PhilipsExp2015_v7/cgi-bin/ciwweb.exe?hid_s=Af8AANv7_OkUvSredHcbG6PVidYvAAAA69fN2SCKGu9EQi43ke2l5-_Iy98giBztQlsqN5P52b7KkpCAZM5vpgRFKyqWiv_h
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In the previous part, you were given a process model that is modeled using a particular 

representation approach. This part of the questionnaire will ask your opinion about this 

representation approach. 

For each of the following statements, please indicate to what extent you agree with 

them by clicking the circle that corresponds with your opinion. 

  
Strongly 

disagree 

Moderately 

disagree 

Somewhat 

disagree Neutral Somewhat agree 

Moderately 

agree Strongly agree 

Business process models 

represented in this way 

would be difficult for 

users to understand. 

o  o  o  o  o  o  o  

I think this presentation 

approach provides an 

effective solution to the 

problem of representing 

business process models. 

o  o  o  o  o  o  o  

Using this type of 

process models would 

make it more difficult to 

communicate business 

processes to end-users. 

o  o  o  o  o  o  o  

Overall, I found the 

business process model 

in this experiment to be 

useful. 

o  o  o  o  o  o  o  

 

 

 
 

Please click the next button to continue. 

Next >>
 

  



XXXIII 
 

 

0%  100% 

For each of the following statements, please indicate to what extent you agree with them 

by clicking the circle that corresponds with your opinion. 

 

  
Strongly 

disagree 

Moderately 

disagree 

Somewhat 

disagree Neutral 

Somewhat 

agree 

Moderately 

agree Strongly agree 

Learning to use this way of 

modeling business processes 

would be easy for me. 

o  o  o  o  o  o  o  

I found the way the process 

is represented as unclear and 

difficult to understand. 

o  o  o  o  o  o  o  

It would be easy for me to 

become skillful at using this 

way of modeling business 

processes. 

o  o  o  o  o  o  o  

Overall, I found this way of 

modeling business processes 

difficult to use. 

o  o  o  o  o  o  o  

 

 

 

Please click the next button to continue. 

Next >>
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For each of the following statements, please indicate to what extent you agree with them 

by clicking the circle that corresponds with your opinion. 
 

  
Strongly 

disagree 

Moderately 

disagree 

Somewhat 

disagree Neutral 

Somewhat 

agree 

Moderately 

agree Strongly agree 

I would definitely not use 

this method to model 

business processes. 

o  o  o  o  o  o  o  

I would intend to use this 

way of modeling business 

processes in preference to 

another modeling approach, 

if I have to work with 

business process models in 

the future. 

o  o  o  o  o  o  o  

 

 

 

 

Please click the next button to continue. 

Next >>
 



XXXIV 
 

 

0%  100% 

Thank you again for your patience and participation!  

 

If you have any interest in the results of this study, you can indicate this by checking the box below. If you do so, you 

will receive an e-mail with the summarized results of the study. Please note that your e-mail adress will not be used for 

other purposes, nor will it be shared with third parties. 

 
o Yes, please send me an e-mail with a summary of the results of this study. 

 

 

 

Note also that you can contact Tessa Rompen "tessa.rompen@philips.com" for any feedback or any issue regarding the 

experiment. .  
 

 

 

Please click 'Next' to finalize the questionnaire. 

Next >>
 

 

0%  100% 

 

 

 

 

You may now close the browser window.  

 

 

 

 

© 2014-2015, TUe 
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Appendix D: Email invitation 
 

Dear <<First Name>>, 

As you might know already, my name is Tessa Rompen and I’m an Industrial Engineering student at 

the TU/e, in the final phase of my Master. I’m graduating at the Quality and Regulatory department of 

Philips MR, with Jan van Moll and Zouhair Bedawi as my supervisors.  

I’m currently looking into the ”understandability” of process representations. I developed an 

experiment, which aims to find out more about the understandability of these process 

representations. Some of your own MR QMS processes are used as subjects for the experiment. The 

results will be a valuable input to the future shaping of QMS’s within PH and MR.  

 

The experiment will take approximately 45 minutes - 1 hour. You can start the experiment by clicking 

on the following link or by copying the link in your browser.  

 

Before you do this, you have to know that you’re allocated to the “paper”-group. This means that 

you have to receive an envelope with paper representations of the process first. I will stop by later 

today, to hand over this envelope to you. Before you start with the experiment, please check all the 

models in the envelope, to make sure that you know which model(s) belong(s) to which process. * 

 

www.bpmresearch.net 

 
You will be asked to enter a usercode.  

Your personal usercode is: <<Usercode>> 

 

To make our experiment a success, your participation is crucial.  

You will remain anonymous at all times and no individual results will be reported. The results of this 

questionnaire will NOT be linked to your identity for any reason.  

Please be informed that PH privacy and security criteria have been adhered to for this experiment. 

Many thanks in advance! 

Best regards, 

Tessa Rompen 

tessa.rompen@philips.com 

 

 

 

 

 

 

 

 

 

 

 
* This paragraph is excluded in the email invitation for the computer-blocks  

http://www.bpmresearch.net/
mailto:tessa.rompen@philips.com
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Appendix E: Final sample of completed experiment 
Table 10: Final sample of the completed experiment divided in blocks 

 

Block Title Department

Domain Expert Clinical Excellence

Program Manager Customer Service Customer Services

Chair Works Council Global operations

Operational Engineer/ Manager global operations Industrial Operations Engineering

Clinical Application Specialist Quality & Regulatory

QR-contingent worker Quality & Regulatory

Regulatory Affairs Engineer Quality & Regulatory

Senior Software Designer Software & Platforms 

Group Leader Systems Engineering Systems Engineering

System Test Architect Systems Engineering 

Senior Test Engineer Integration & Verification

Groupleader Software

Training Coordinator Operations General Factory Support

Prodcut Security/Privacy Lead Product and Service security

Project Leader Productivity 

Quality Assurance Engineer Quality & Regulatory

Quality Manager Quality & Regulatory

Sr Quality Engineer Quality & Regulatory

Quality Engineer Quality & Regulatory 

Development Director R&D

Quality Systems Engineer Quality & Regulatory

Project Manager Order to Cash Improvement

DTE Project Leader PMO & Test Bays

Integration Architect Productivity 

Complaint Specialist Quality & Regulatory

Engineer Quality Assurance Quality & Regulatory

Quality Engineer Quality & Regulatory

Engineer Quality Assurance Quality & Regulatory

Systems Engineer Systems Engineering

Systems Engineer Systems Engineering

DTE Engineer PMO & Test Bays

Project Manager PMO & Test Bays

Engineer Quality Assurance Quality & Regulatory

Complaint Specialist Quality & Regulatory

Prodcut Compliance Analyst Quality & Regulatory

Quality Engineer Quality & Regulatory

Regulatory Affairs Manager Quality & Regulatory

FCO Manager Service Delivery Programs & Operations

Maintenance Architect Service Innovation

Product Specialist Service Innovation

Software Configuration Manager Software & Platforms

MR Clinical Validation Lead Clinical Applications

Program Manager Program Management

Director, Product Management Product Management 

Regulatory Affairs Engineer Quality & Regulatory

Complaint Specialist Quality & Regulatory

Q&R Engineer - Complaint Quality & Regulatory

SE-contingent worker Quality & Regulatory

R&D Project Manager R&D Program & PfRT team

Software Designer Software & Platforms

Group Leader Integration & verification Systems Engineering 

Product Support Manager Customer Services

Group Leader Patient Handling & Infra HW/Components

Manager Analysing & Trending Customer Services

Senior Configuration Manager Programs

Complaint Specialist Quality & Regulatory

Q&R Manager Quality & Regulatory

Quality Engineer Quality & Regulatory

Senior Manager Regulatory Quality & Regulatory

CAPA Leader Quality & Regulatory

Supllier Quality Manager Supplier Quality

3

2

1

4

5

6
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Appendix F: Control variables (Stepwise Regression) 
 
Table 11: Independent samples t-test 

 
Table 12: Model summary stepwise regression score 

 
Table 13: Model summary stepwise regression time 

 
Table 14: Coefficients stepwise regression time 

 
Table 15: Model summary stepwise regression PU 

 
Table 16: Model summary stepwise regression PEOU 
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Table 17: Model summary stepwise regression ITU 

 
 
Table 18: Model summary stepwise regression ITU Question 1 
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Appendix G: Assumptions check score and time  
 
Table 19: Normality check for score and time 

 
 
Table 20: Homogeneity check for score and time 
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Appendix H: Assumptions check PU, PEOU and ITU 
 
Table 21: Normality check PU, PEOU and ITU 

 
 
Table 22: Homogeneity check PU, PEOU and ITU 
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Appendix I: the influence of the representation type 
 

Appendix I1: ANOVA score and time  
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Appendix I2: Kruskal-wallis PU, PEOU and ITU 

 

Computer 
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Paper 
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Appendix J: The influence of the presentation medium 

 

Appendix J1: score and time  
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Appendix J2: PU, PEOU and ITU 
 

 

Representation 1 
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Representation 2 
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Representation 3 
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Appendix K: The combined influence of the representation type and 

presentation medium (ANOVA) on score, time and score/time 
Table 23: ANOVA score 

 
 
Table 24: Tukey’s post-hoc test score 
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Table 25: ANOVA CAPA and CH score 

 
 
Table 26: Bonferroni posth oc test CH score 
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Table 27: ANOVA time 

 
  
Table 28: ANOVA score/time 
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Appendix L: Kruskal-Wallis tests 

Appendix L1. Perceived Usefulness 
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Appendix L2. PEOU 
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Appendix L3. PEOU CAPA 
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Appendix L4. PEOU CH 
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Appendix L5. Intention to Use 
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Appendix M: Split off difference CAPA and CH for PU, PEOU and ITU 

 
Figure 21: Average Perceived Usefulness 

 

 
Figure 22: Average Perceived Ease of Use 

 

 
Figure 23: Average Intention to Use Question 1  
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Figure 24: Average Score 
 

 
Figure 25: Average Score (correction of +1 for the CAPA process)* 

 

 

 

 

 

 

 

 

 

* In order to have a better visual inspection, it is convenient to correct the score for CAPA with +1 to cover up for the first 

question of the CAPA process which was answered incorrectly by almost all participants.  
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Appendix N: The influence of the representation on Local and Global 

questions 

Appendix N1: one-way repeated-measures ANOVA dependent variable: score 
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Pairwise Comparisons 

Measure:   MEASURE_1   

GROU
P 

(I) 
Correct 

(J) 
Correct 

Mean 
Difference 

(I-J) 
Std. 
Error Sig.b 

95% Confidence Interval 
for Differenceb 

Lower 
Bound 

Upper 
Bound 

REPR1
P 

1 2 ,600* ,197 ,020 ,082 1,118 

3 ,700* ,242 ,028 ,066 1,334 

2 1 -,600* ,197 ,020 -1,118 -,082 

3 ,100 ,298 1,000 -,683 ,883 

3 1 -,700* ,242 ,028 -1,334 -,066 

2 -,100 ,298 1,000 -,883 ,683 

REPR1
C 

1 2 ,895* ,169 ,000 ,448 1,341 

3 1,000* ,171 ,000 ,549 1,451 

2 1 -,895* ,169 ,000 -1,341 -,448 

3 ,105 ,201 1,000 -,425 ,635 

3 1 -1,000* ,171 ,000 -1,451 -,549 

2 -,105 ,201 1,000 -,635 ,425 

REPR2
P 

1 2 ,905* ,136 ,000 ,549 1,261 

3 ,857* ,221 ,003 ,279 1,435 

2 1 -,905* ,136 ,000 -1,261 -,549 

3 -,048 ,223 1,000 -,631 ,536 

3 1 -,857* ,221 ,003 -1,435 -,279 

2 ,048 ,223 1,000 -,536 ,631 

REPR2
C 

1 2 ,500 ,224 ,113 -,087 1,087 

3 ,700* ,242 ,028 ,066 1,334 

2 1 -,500 ,224 ,113 -1,087 ,087 

3 ,200 ,321 1,000 -,643 1,043 

3 1 -,700* ,242 ,028 -1,334 -,066 

2 -,200 ,321 1,000 -1,043 ,643 

REPR3
P 

1 2 ,333 ,279 ,738 -,395 1,062 

3 ,476 ,255 ,229 -,189 1,142 

2 1 -,333 ,279 ,738 -1,062 ,395 

3 ,143 ,303 1,000 -,649 ,935 

3 1 -,476 ,255 ,229 -1,142 ,189 

2 -,143 ,303 1,000 -,935 ,649 

REPR3
C 

1 2 ,158 ,308 1,000 -,656 ,972 

3 ,368 ,326 ,821 -,493 1,230 

2 1 -,158 ,308 1,000 -,972 ,656 

3 ,211 ,282 1,000 -,533 ,954 

3 1 -,368 ,326 ,821 -1,230 ,493 

2 -,211 ,282 1,000 -,954 ,533 

Based on estimated marginal means 

*. The mean difference is significant at the ,05 level. 
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b. Adjustment for multiple comparisons: Bonferroni. 
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Appendix N2: one-way ANOVA dependent variable: score 
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Appendix N3: one-way repeated-measures ANOVA dependent variable: time 
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Appendix N4: one-way ANOVA dependent variable: time 

 

 Groups represents: groups 

 

 Groups represents: representation type 

 

 Groups represents: presentation medium  
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Appendix N5. one-way repeated-measures ANOVA dependent variable: score/time 
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Descriptive Statistics 

GROUP Mean Std. Deviation N 

REPR1P SCORE_DIV_TIME_LOCAL ,5385 ,28732 20 

SCORE_DIV_TIME_GLOBAL ,3730 ,21699 20 

SCORE_DIV_TIME_GLLO ,3460 ,53217 20 

REPR1C SCORE_DIV_TIME_LOCAL ,5942 ,38260 19 

SCORE_DIV_TIME_GLOBAL ,3084 ,16327 19 

SCORE_DIV_TIME_GLLO ,2258 ,10585 19 

REPR2P SCORE_DIV_TIME_LOCAL ,5633 ,31721 21 

SCORE_DIV_TIME_GLOBAL ,2943 ,13456 21 

SCORE_DIV_TIME_GLLO ,2429 ,13199 21 

REPR2C SCORE_DIV_TIME_LOCAL ,4680 ,37929 20 

SCORE_DIV_TIME_GLOBAL ,3540 ,21246 20 

SCORE_DIV_TIME_GLLO ,2985 ,26146 20 

REPR3P SCORE_DIV_TIME_LOCAL ,5429 ,53442 21 

SCORE_DIV_TIME_GLOBAL ,4419 ,34723 21 

SCORE_DIV_TIME_GLLO ,2786 ,20318 21 

REPR3C SCORE_DIV_TIME_LOCAL ,3295 ,21457 19 

SCORE_DIV_TIME_GLOBAL ,3205 ,23253 19 

SCORE_DIV_TIME_GLLO ,2216 ,11871 19 
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Appendix N6: one-way ANOVA dependent variable: score/time 

ANOVA 

 Sum of Squares df Mean Square F Sig. 

SCORE_DIV_TIME_LOCAL Between Groups ,887 5 ,177 1,306 ,266 

Within Groups 15,490 114 ,136   

Total 16,377 119    

SCORE_DIV_TIME_GLOBAL Between Groups ,303 5 ,061 1,155 ,336 

Within Groups 5,979 114 ,052   

Total 6,282 119    

SCORE_DIV_TIME_GLLO Between Groups ,230 5 ,046 ,632 ,675 

Within Groups 8,309 114 ,073   

Total 8,540 119    

 Groups represents: groups 

ANOVA 

 Sum of Squares df Mean Square F Sig. 

SCORE_DIV_TIME_LOCAL Between Groups ,310 2 ,155 1,127 ,327 

Within Groups 16,067 117 ,137   

Total 16,377 119    

SCORE_DIV_TIME_GLOBAL Between Groups ,079 2 ,039 ,742 ,478 

Within Groups 6,203 117 ,053   

Total 6,282 119    

SCORE_DIV_TIME_GLLO Between Groups ,026 2 ,013 ,175 ,839 

Within Groups 8,514 117 ,073   

Total 8,540 119    

 Groups represents: representation type 

 

 Groups represents: presentation medium  
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Appendix O: The influence of the representation on Ctr, Res and Inf.  

 

Appendix O1: one-way repeated measures ANOVA dependent variable: score 
 

 

Within-Subjects Factors 

Measure:   MEASURE_1   

factor1 

Dependent 

Variable 

1 Ctr_Res_Inf 

2 Ctr 

3 Res_Inf 
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Appendix O2: one-way ANOVA depedent variable: score  
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 Groups represents: groups 

 

 

ANOVA 

 Sum of Squares df Mean Square F Sig. 

Ctr_Res_Inf Between Groups ,895 1 ,895 12,373 ,001 

Within Groups 8,535 118 ,072   

Total 9,430 119    

Ctr Between Groups ,047 1 ,047 ,410 ,523 

Within Groups 13,445 118 ,114   

Total 13,492 119    

Res_Inf Between Groups ,010 1 ,010 ,118 ,731 

Within Groups 10,422 118 ,088   

Total 10,432 119    

 

 
 

 Groups represents: presentation medium 
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Appendix O3: one-way repeated measures ANOVA dependent variable: time 
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Appendix O4: one-way ANOVA depedent variable: time  

 

 

 Groups represents: groups 
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 Groups represents: representation type 

 

 Groups represents: presentation medium 
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Appendix O5: one-way repeated measures ANOVA dependent variable: score/time 
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Appendix O6: one-way ANOVA dependent variable: score/time  

 

 Groups represents: groups 

 

 

 Groups represents: groups 



C 
 

 

 Groups represents: representation type 

 

 

 Groups represents: representation medium 
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Appendix P: Summary statistical test results 
 
Table 29: Summary of the statistical results of the one-way ANOVA and the Kruskall-Wallis tests 

 

* based on the representation type instead of the analysis based on the groups  

 

  

F-statistic H-statistic p

Paper 1.90 ns

Computer 2.00 ns

Paper b1) .33, b2) .32 ns, ns

Computer b1) .03, b2) 1.13 ns, ns

c) perceived usefulness (PU) Paper 8.81 .01

Computer - ns

d) perceived ease of use (PEOU) Paper 10.58 .01

Computer - ns

e) intention to use (ITU) Paper - ns

Computer 7.50 .02

Representation 1 .52 ns

Representation 2 .69 ns

Representation 3 .92 ns

Representation 1 b1) .05, b2).76 ns, ns

Representation 2 b1) .28, b2).02 ns

Representation 3 b1) .45, b2) 4.27 ns, < .05

c) perceived usefulness (PU) Representation 1 5.75 .02

Representation 2 - ns

Representation 3 4.78 .03

d) perceived ease of use (PEOU) Representation 1 - ns

Representation 2 - ns

Representation 3 - ns

e) intention to use (ITU) Representation 1 - ns

Representation 2 - ns

Representation 3 5.05 .03

a) score 1.97 ns

b1) time b2) score/time b1) .28, b2) 1.01 ns, ns

c) perceived usefulness (PU) 23.29 .00

d) perceived ease of use (PEOU) 20.16 .00

e) intention to use (ITU) 22.61 .00

Score 3.26 .01

1) time, 2) score/time 1) .27, 2) 1.31 ns, ns

Score .25 ns

1) time, 2) score/time 1) .89, 2) 1.16 ns, ns

Score .50 ns

1) time, 2) score/time 1) .40, 2) .63 ns, ns

Score 2.58 .03

1) time, 2) score/time 1).45, 2) 4.63 ns, .00

Score 1.66 ns

1) time, 2) score/time 1) 3.23*, 2) .45 .04, ns

Score .27 ns

1) time, 2) score/time 1) .64, 2) .60 ns, ns

H3: The Representation type and Presentation 

medium have a combined effect on the 

H4: The influence of the representation will be 

different for different types of understandability 

questions 

Local 

Global 

Global/Local 

Ctr/Res/Inf

Ctr 

Res/Inf

H2: Presentation medium has an influence on the

a) score

b1) time b2) score/time

SUMMARY

Hypothesis

a) score

b1) time b2) score/time

H1: Representation type has an influence on the 
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Appendix Q: Descriptive statistics control variables 
 

 

Block 4 (usercode D)

Block 6 (usercode F)

PMIntensit

y: How 

often do 

you 

encounter 

process 

models in 

practice?

PExperien

ce: When 

did you 

first work 

with 

process 

models in 

practice?

PMKnowle

dgeLevelP

M: How 

would you 

rate your 

level of 

knowledg

e on 

process 

modeling?

PMKnowle

dgeLevelB

PMN: How 

would you 

rate your 

level of 

knowledg

e on the 

business 

process 

modeling 

notation 

BPMN 

2.0?

PDFamilia

rity: How 

familiar 

are you in 

general 

with the 

(CAPA) or 

(CH) 

process in 

Philips?

Valid 10 10 10 10 10

Missing 0 0 0 0 0

2,50 4,30 2,10 1,10 3,10

Valid 10 10 10 10 10

Missing 0 0 0 0 0

2,80 4,70 2,80 1,20 3,20

Valid 9 9 9 9 9

Missing 0 0 0 0 0

2,44 4,00 2,56 1,00 3,78

Valid 10 10 10 10 10

Missing 0 0 0 0 0

2,60 4,20 2,20 1,20 3,40

Valid 11 11 11 11 11

Missing 0 0 0 0 0

2,36 4,73 2,09 1,27 2,64

Valid 10 10 10 10 10

Missing 0 0 0 0 0

2,50 4,30 2,10 1,10 3,00

Valid 10 10 10 10 10

Missing 0 0 0 0 0

2,60 4,20 2,20 1,20 3,50

Valid 10 10 10 10 10

Missing 0 0 0 0 0

2,50 4,20 2,10 1,10 3,70

Valid 10 10 10 10 10

Missing 0 0 0 0 0

2,80 4,70 2,80 1,20 3,20

Valid 11 11 11 11 11

Missing 0 0 0 0 0

2,36 4,73 2,09 1,27 2,82

Valid 10 10 10 10 10

Missing 0 0 0 0 0

2,50 4,20 2,10 1,10 3,50

Valid 9 9 9 9 9

Missing 0 0 0 0 0

2,44 4,00 2,56 1,00 3,33

Mean

REPR1C CAPA N

REPR3C CAPA N

Mean

REPR2C CAPA N

Statistics

GROUP

REPR1P CAPA N

Mean

CH N

Mean

Mean

CH N

Mean

REPR2P CAPA N

Mean

CH N

REPR3P CAPA N

Mean

CH N

Mean

CH N

Mean

Mean

CH N

Mean

Table 30: Descriptive statistics control variables 


