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Abstract

Traffic is inherently dynamic. It refers to not enly time-varying characteristic but also a complex
interplay of multiple facets. As a novel approach to add the dynamic nature to transport modeling,
it is attempted to make an integrated transport model which bridges the activity-based approach
and dynamic traffic assignment. Whereas the conceptual linkage has been made between
Albatross and MaDAM, the operational linked system is implemented on ALBATROSS and
OmmTRANS. What concerns critically for linking the two models by either concepts or
techniques is compatibility. Dealing with compatibility requires several adjustments of the
models and data. First, Albatross is extended so as to handle a local study area in its parameter
setting of different population Iraction sizes for study arca and outer area in the synthesis module
and its generation of a smdy-area based O-D trip tables from total flows of an entire synthetic
Dutch population. Second, data from Albatross is converted to Omnitrans required formats.
Different zoning systems are handled by zone mapping files and Albatross O-D trip tables are
imported to the database of Omnitrans. Based on the adaptations, the linked model system is
operated and tested. Third, it is examined whether sample size has an impact on prediction of
traffic flows, The test of equality of variance suggested that more random variation of predicted
results exists for smaller sample sizes. Lastly, the linked model system is evaluated in terms of
its face-validity of predictions of impacts of a scenario of the Netherlands for the year 2020. The
system is sensitive to changes in model assumptions defined as a scenario and the results are
internally consistent, implying that traffic assighment result is in line with Albatross prediction.
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INTRODUCTION [

INTRODUCTION

1.1 RESEARCH BACKGROUND AND OBJECTIVES

Transport modeling is used for forecasting the future travel demand caused by demographic
changes or assessing the likely impacts of new policies or investment in transportation
infrastructure. It has been carried out by the four step model (FSM) as the pivotal model of the
conventional trip-based approach (Hensher and Button, 2002). Researchers have explored
alternative approaches to supplement the limitations of the traditional FSM which is
characterized by a trip-based as well as a time-independent and this leads to a paradigm shift
from trip based approach to activity based approach in transport modeling. It has been pointed
out that existing trip-based models iz behaviorally less sensitive so as to reflect the complexity of
travel behaviors of individuals and social trends. The models do not tully reflect reality and
predict travel pallerns accurately.

Two research fields have been actively being developed solving the shortcomings of the
FSM. First, what attempted to capture interrelationships between trip-related attributes lor more
accurate prediction is activity-based modeling (ABM) in transport. Unlikely to trip-based
approach, trips are understood in 2 broader context of a daily activity paltemn in the sense that a
travel from one location to another takes place to participate activities. Trip information can be
implicitly derived from activity pattern of individuals, Understanding travel behavior in
connection with activity participation enables more accuratc and consistent prediction than
relying only on trip records. Moreover, simultancously but independently, dynamie traffic
assignment (DTA) models have been developed, replacing static traffic assignment (STA)
methods. It predicts how traffic flows change over time by propagating the traffics onto the given
network. Numerous formulations and solutions approaches have been introduced ranging from
mathematical programming, to variational ineguality, optimal control, and simulation-based
{Peeta and Ziliaskopoulos, 2001), The rationale behind both these changes in modeling



approaches is that travel behavior or traffic movement is not static but dynamic. In other words,
traffic changes over time within a day and results from a complex interplay between many
factors. Dynamic aspects mean that not only it is time-varying but also interrelations and
interdependencies between travel-related facets exist (Ettema, 1996).

These two streams of research have achieved great advancements in embodying dynamics to
transpori modeling. Activity-based approach regards travel as a derived demand from a wish to
participate in activities that satisfies one’s necd (Ben-Akiva and Bowinan, 1998}, The intention
of an ABM is io predict in an integrated fashion which activities are conducted where, for how
long, when, where and the transport mode used when travel is involved (Timmermans et al,
2002}). On the other hand, simulation-based DTA techniques allow one to predict how traffic
flows evolve over time throughout a day (Pecta and Ziliaskopoulos, 2001). Unfortunately, much
of the research efforts in activity-based modeling and DTA techniques have been undertaken
independently. [t would vield inconsistent results and fail to fully bencfit from the potentials of
the two fields if a model adopts only one of these approaches for modeling. In other words, using
an ABM with a STA medel dogs not consider temporal dynamics of traffic movements captured
in ABM. Likewise, emploving trip-based models, which predict travel demands only for coarse
time peniods, for example peak and off-peak hours, does not make the most use of the ultimate
aim of DTA techniques (Lin ¢t al, 2008). Therefore, a comprehensive model system which links
ABM and DTA models needs to be formulated to realize true dynarme transport modeling which
is behaviorally rcalistic and sensitive.

Developing a comprehensive model system which links ABM and DTA models is proposed
in order to embody dynamucs to transport modeling. Even though there have not been many
studies combining both models in a unified framework, two studies, which attempted to establish
such a link, have been reported. Lam and Yin (2001) presented a conceptual activity-based and
time-dependent traffic assignment model. A time-dependent activity utility profile concept is
mntroduced to formulate activity choice as a multinomial logit model. For route choice modeling,
dynamic user equilibrium condition as a variational inequality approach of DTA methods is used.
However, the research did not attermnpt to make an operational systemn but merely formulated a
conceptual model. More similarly to our approach, there is an ongoing project which attempts to
connect the two approaches. Lin et al (2008) proposed an integrated model connecting CEMDAP,
a micro-simulation ABM, and VISTA, a simulation-based DTA method. This indicates that
integration of the two types of models is receiving increasing attention and that no operational
unified systems exist to date. Hence, the main objective of this research is to link two different
approaches methodologically and computationally bevond the concepiual foundations.
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1.2 RESEARCH QUESTIONS

The central aim of this research is to integrate ABM and DTA i a single framework. The main
research question dealt in the thesis is twofold; 1} how can an ABM (in specific ALBATROSS)
and DTA (in specific, MaDAM) be linked? and ii) how well does the linked model system
perform? The linkage between ABM and DTA on a conceptual as well as operational level
involves development of an interface which enables a two-way interaction of the models. Thus,
compatibility of the models needs to be achieved. The question of testing the linked model
system involves evaluating both technical performance of the system and validity {accuracy and
sensitivity) of predictions of traffic movements.

Specilied research questions to be answered in separate chapters are:
i) How to handle study area travel demand in Albatross national model?
Spatial scope that the two models consider is different. That is, Albatross is a national
model which predicting travels of entire Dutch population. On the other hand, Omnitrans
traffic assignment is typically conducted at smaller study area due to computational
limitation. The adaptation is made on Albatross side. It has not changed that Albatross
predicts travel of the entire population. However, the algorithim which finds entry or exit
zong along the study area cordon is developed and thus external trips in relation to study
area gre indirectly predicted.
i1} What are data requirement for each modeling component of the linked system?
Adjusting spatial scope of Albatross result, the two models are possible to conmect.
Compatibility of the models is the most critical requirement to build linkage between
independent models. Mot only data file formats {e.g., file extensions or data varizbles} but
also zoning system needs to correspond to each other. For example. the output of
Albatross, say O-D trip tables, must be compatible with the inpit format of MaDAM.
That is, the data needs 10 be converted into the readable format in Omnitrans. Moreover,
zoning system of Albatross and MaDAM also has to match gach other. Otherwise, result
of tratfic assignment wrongly represents traffic patterns,
iii)  Is predictability of the model affected by sample fraction size?
Albatross predicts activity-travel patterns of individuals. Like many micro-simulation
models, generation of population data for simulation, population synthesis, is one of the
fundamental steps in Albatross. Synthesis typically involves not entire but fraction of
population due to computational feasibility, Computation time matters with sample
fraction size. For instance, synthesis of 10% of population generally takes 8 hours on
standard PC. In practice, synthesis of a fraction of population has not been problematic to
predict long-term strategic travel pattern. However, representativeness of the results at
Omnitrans would be influenced by fraction size in that Omnitrans describes traffic partemn
at finer disaggregated level, It is more nricroscopic in the sense that traffic condition on
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transport network is available every hour within the day. Impact of the level of
population fraction on prediction of travel behavior can be examined by analyzing
simulation output with a set of different fraction sizes.

v}  How does the linked model system perform?

Yalidation of the model is an cssential component of model building. The linkage is
made between the two independent models. Thus, the validation of the linked model
systemn mainly concerns whether the linkage is established. Scenario analysis is used here
to evaluate the system. Adoption of the scenario not only displays the system
performance but also demonstrates possible application of the linked model system in
practice,

1.3 LAYOUT OF THE THESIS

The thesis is organized as follows. Chapter 2 serves as literature review providing conceptual
grounds and progress of fundamental approaches and theories in wansport modeling. The four
step process, activity-based modeling approach, and traffic assignment are described. Chapter 3
introduces the two models and the relevant application soltware. The model Albatross works in
ALBATROSS application. And traffic assignment model, MaDAM, runs in Omnitrans sofrware.
From chapter 4, the thesis gets into discussion of practical issues of the linked model system.
Chapter 4 deals with study arca delincation problem. Path binding algorithm developed for
predicting external trip flow always accompanying study ares is discussed in detail. Chapter 5
introduces modeling scheme of the linked model. In particular, it focuses on data requirements
and conversion. Chapter 6 presents the analysis whether the resulting traffic pattern varies in
relation to different sample fraction size of population. Chapter 7 illustrates the sensitivity
analysis for validation of the linked model system. Chapier 8 concludes the thesis with summary
and future rescarch supgestion.
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TRANSPORT MODELING APPROACHES

2.1 INTRODUCTION

New approaches and corresponding models for transport modeling have been developed as to
supplement and solve problems of the previous models. In 1960’s, dramatically increasing auto
ownership and car use caused large amount of investment to transportation infrastructure such as
road. The policies are typically planned and executed for a longer period, say twenty or tharty
vears. To assess the likely impacts of these long-term infrastructure supply strategies, transport
models that predict travel demand on the long run was called for, resulting in the development of
aggregated models such as spatial interaction and entropy models. These models predict traffic
flows between zones and the outcomes were used to measure future needs for road capacity. It
was assumed that travel was the result of four subsequent decisions which can be modeled
separately, implying that each decision is an isolated phenomenon. The aggregated four-step
models regards that travelers first decide whether or not to travel {trip generation), then choose
where to go (trip distribution), what transport mode to use (mode choice), and which route to
take {route choice).

In 197("s these aggregated models were criticized for the lack of explanation of travel
behavior on human decision making. Thus, individual behavior rather than zonal traffic flow
became the focus of modeling. Furthermore, the characteristic of transportation policies changed.
There had been a shift in the focus of policies from long-term investment strategies to short-term
market-oriented policies. This facilitates a need for a model that could predict behavioral
responses to new strategies. Consequently, disaggregated travel demand models had been
developed in micro-economics and psychology which analyze choice behavior. The dominant
model of these disciplines is discrete choice models based vpon theories of utility maximizing
and individual choice behavior. It enabled better prediction of response to market-oriented
policies.

However, disaggregated models focusing on trips also received criticism. Even though these
models incorporate principles of human behavior into traffic modeling, the conceptual



m

foundation is limited in the sense that they consider travel as a demand in its own right and
neglect the question why people make trips. Moreover, these disaggregated trip-based models
often fail to rccognize the existence of linkages among trips, assuming that irips in trip chains
made by an individual are treated as separate and independent entities in the analysis. For
instance, one trip may be delayed or even cancelled due to the postponement of the previous trips,
And the transport mode for one tnp always influences that of the next trip, particularly for car
use. Therefore, modeling of transportation has proved to be inaccurale due to this
misspecification: an inappropriate representation of travel behavior relationships (Jones, et ai.,
1990). In addition to these assumptions of the traditional trip-based models, social, technological,
and behavior changes induce increasingly complex travel and activity pattems. For cxample,
flexible working hours in the help of advancements in telecommunication causes more complex
behavior responses than simple changes in mode choice of just one trip. Hence, alternative
maodeling approaches which capture the relationships between travel and non-iravel aspecis are
required. Furthermore, the constraints concept must be applied 10 modeling to reflect the time
dimension {Arentze and Timmermans, 2000). This paradigm shift has appeared as activity-based
modcling approach in transportation

As explained above, transport models and modeling methodologies have been developed
following the paradigm shift. This chapter reviews transport modeling approaches and relevant
models from classic to state-of the-art in detail. First of all, classifications of transport models are
discussed. The section touches on advantages and disadvantages of existing approaches for
understanding trip behaviors in terms of different units of analysis: trip, tour, and activity.
Following section presents the seminal and famous transport model, the four step model. State-
of-the-art transport modeling approaches relevant to the research are activity-based modeling and
dynamic tratfic assignment. Section 4 and $ introduce the concepts and various models of those
maodeling approaches. This chapter terminates with summary of the chapter.

2.2 CLASSIFICATIONS OF TRANSPORT MODELS

Before presenting the four step model, classilications of transport models needs to be discussed
first. Several classilications are possible depending on which criteria are considered for
classification. Two classifications, which arc important in this research in the sense that it relates
to level of detail for forecasting transport, are introduced here. According to what unit of
modeling or analysis is taken, models can be divided into aggregated/disaggregated models or
trip-/tour-factivity-based models.
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2.2.1 Agereeated and Disaggregated Models

Division of transport models inte aggregated and disaggregated model is one of the most
[undamental classifications. Aggregated models were used almost without exception in
transportation studies up to the late 1970s. This type of modcls uses zonal characteristics at an
aggregated level without taking account of variations in purpose, person type, etc. (Hensher and
Button, 2000). For example, population characteristics of each zonc instead of the choice
behavior of single travelers arc used for prediction of the number of trips generated at gach zone.
These aggregated zonal models have been criticized for lack of any explanation in terms of
human decision making, and this leads to a problem of inaccuracy and insensitivity of
conventional models in particular to policy-related and societal changes. On that account 1o this,
another type of models which is based on individual observation instead of aggregated zonal data,
named disaggregated models has developed. This type of models, which became increasingly
popular during the 1980s, offers substantial advantages over the traditional methods in that they
include a reasonable amount of travel variation, and thus a higher level of accuracy in prediction
(Ortuzar and Willumsen, 2001). ALBATROSS used in this research belongs to disaggregated
model because modeling of travel behaviors depends on activity schedules of every individual.

222 Trip-, Tour-, and Activity-Based Models

Another classification of models is possible in terms of viewpoeints on trips and unit of modeling.
Travel behavior can be analyzed in multiple levels. It can be understood as a single trip that is
independent from others, trip chain that multiple trips are connected, or activity participation.
According 1o what unit of modeling of travel behavior is, a model is categorized into trip-based,
tour-based, or activity-based approach. The simplest and oldest subclass divides daily schedule
into trips. Seme more recent models combine trips explicitly inte tours, The last subclass
combines the tours in a daily schedule (Ben-Akiva and Bowman, 1998). Activity-based model is
the latest among the three approaches. However, it does mot automatically mean that the
approach is the best which have the least shortcomings and performs better than others.
Appropriateness of a model relies on purposes and unit of analysis,

2.2.2.1 Trip-Based Models

In the beginning siage of transportation research, most models that adopted a disaggregate
approach assume an individual trip as a unit of modeling, implying that no linkages and
mterdependencies between trips exist. The key assumption of the approach is that travel demand
is derived as its own right. In the traditional matrix-based models {aggregated approach),
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understanding of travel behavior depends on the cells in the matrices. Furthermore, they
represent timne as simply a cost of making trips. Trip making is limited by coustraints such as
opening hours of facilities and car allocation within the household. Even though these constraints
largely affect trip patterns, they are not incorporated in modeling. For example, traffic congestion
on the way to home after work would cause late arrival at home. In urn, ihis might result in
cancellation of shopping on that day because the shop closes before he amrives there. Since single
trips are modeled separately from each other, this type of impact canmot be captured by the irip-
based models. The assumptions of trip-based models induce a problem that intemal consistency
of the travel pattern is not puaranteed.

2.2.2.2 Tour-Based Models

In1 the tour-based model the trips are explicitly connected in tours. A more recent approach, tour-
based approach, was first designed in the late 1970°s and 80's in the Netherlands (Daly, van
Zwam and van der Valk, 1983). Tour-based models combine trips into tours based on the fact
that all travel can be viewed in terms of round-trip journeys based at the home. A tour 15 assumed
to have primary activity and destination that is the major motivation for the journey {Bowman
and Ben-Akiva, 2001). The modeling of tours improves representation of travel behavior in
precision. And it is enabled by explicitly incomorating temporal-spatial constraints among
activity stops in tours. However, this approach lacks a connection among multiple tours taken in
the same day, thereby failing to capture the effects of inter-tour temporal-spatial constraints.

2.2.2.3  Activity-Based Models

The last subclass explicitly links the tours and explicitly models the time dimension. Spatial
separation is the essence of iravel demand (Hensher and Button, 2000). The objects that satisfy
human's needs are spalially separated and this motivates movement from one location to another,
As this intuitive explanation about trip motivation, activity-based models view travel as a derived
demand for aciivity participation rather than an independent demand. The models provide much
more insights in individuals® travel behaviors than traditional trip- or tour-based models. This
individual-based disaggregate model simulate activity patterns of individuals over the day.
Fundamental modeling unit is the day and individual or cven the household. From the daily
schedule, travel information is implicitly derived and the model makes use of all the information
included in the schedule. An interval between activities is travel. Given information about
activity location and start/end time, we can derive travel time and traffic route in accordance with
transport mode. Moreover, household interaction and institutional system are captured in the
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model because the daily schedule is resulted from direct consideration of these constraints, And,
activity scheduling of 24 hours time period allows modeling travel within the context of overall
daily time-use (both durations and time-of-day).

2.3 THE FOUR STEP MODEL

The traditional aggregated trip based approach has been employed in transport modeling for at
least the past thirty vears. The most extensively used model in this tradition is the so-called
classic four step model (FSM). As the name tells us, the modeling process usually proceeds in a
sequence of four sub-models. The four stages relates to: i) trip generation, ii) trip distribution, 1ii)
modal split, and v} route assignment. Each sub-model addresses an intuitively reasonable
guestion. Trip generation forecasts the number of trips that will be made from particular
locations, Trip distribution determines where the trips will be destined to. Modal split is
concerned with how the trips will be divided among various modes of travel and finally trip
assignment predicts the routes that the travelers will take. The model has not been developed at
once as a single model, but rather, years of experimentation and development have resulted in a
general structure illustrated in Figure 2.1, The FSM takes into account both demand and supply
side of transportation system in & single framework. Since the model represents an important
position in the history of transport modeling, it is meaningful and helpful to discuss it here as an
overarching framework. The model description is mainly based on the book ‘Modeling Transport’
by J. de Ortizar and L.G. Willumsen and the course material provided from Delft University of
Technology (Bovy, ef al., 2006),

The 4 step process model

Trip Generation:
Trip frequency choice

Trip Distribution:
Destination cheice

Modal Spli:
Mode cheice

Route Assignment:
Roule choice

Figure 2.1 Maodeling scheme of the four step maodel
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The objective of the trip generation model is to predict the total number of trips generated
from and attracted to each zone of the study area. In other words, the number of cut-going trips is
determined lor each origin. Similarly for each destination, the number of incoming trips is
determined. From another point of view, trip generation can be viewed as modeling of trip
frequency, whether and how frequent an individual makes trips or not on a day. Trips can be
distinguished hetween home-based and non-home-based trips. By definition in the bogk of
Ortiizar and Willumsen, home-bhased trips are trips starting or ending at the home. Non-home-
based trips have neither trip end at home. Trip ends are modeled as productions or attractions,
The home-end of a trip is always the production because it is the houschold and its activity
demands that give rise to, or produce, all trips. The beginning of a non-home-based trip is also
production, Trip attraction is the non-home end of any home-based trip or the destination of any
non-home based trip. Therefore, in tip generation stage, trip production and atirachon are
maodeled. As trips are produced at inhabitant and activity location, socioeconomic factors such as
income, car ownership, or houschold structure, are typically used for prediction of wip
productions. In contrast to trip production, where household travel surveys can provide a rich
database, it is difficult to obtain adequate information to estimate trip attraction. For this reason,
it has proved far more tractable to develop models for the productions than for the attractions.
Thus, the normal convention is that the productions are taken as well-defined but the attractions
are mercly an indication of the relative attractivencss of different zones (Bates, 2000). The
variables that have been found to best explain this, however, are based on characteristics of the
land use, such as employment level and roofed space available for commercial and other services.
Trip gencration can be computed by several modeling approaches: regression analysis, cross-
classification, and discrete choice models. Regression methods assume a statistical relationship
between the number of trips generated and socio-economic or demographic variables. In
particular, the simplest and the most popular regression techmique, the linear regression analysis
establishes linearity between the variables. In other words, each independent variable exerts a
linear influence on the dependent variable. Second, cross-classification or the so-called category
analysis model separates a population into relatively homogeneous groups based on certain
socio-economic characteristics and associates a trip rate to each group to calculate the total
numbcer of trips. Lastly, discrete choice models such as binary logit can be used to predict trip
generation. Binary logit can represent the choice whether an individual will make one or more
trips. Applying binary choice models consecutively in the nested structure, it predicts the
probability that an individual will make no, one or more round tours for specific trip purposes on
an average day.

The following step involves distribution of trips onto space from a ‘production’ {origin) to
‘attraction” zones {destinations) as a function of the travel quality between zones. In other wonds,
it links productions to attractions. For each origin, it is determined which fraction of outgoing
trips go to which destination. As a result of this stage, we obtain a so-called origin-destination
(O-D) wip mairix or table which specifies the number of trips that go lrom each origin to each
destination. Traffic flow quantities can be conveniently represented by an array and the
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representation is the (-D table illustrated in Figure 2.2. Although multidimensional O-D table
which has at lcast three dimensions is possible if disaggregation dimension such as mode or time
of day exists, the simplest OO-D table has a two dimensional array of cells where rows and
columns represent origing and destinations dimension respectively. Whereas the place of origin
15 represented by rows of the table, columns of the table correspond to the place of destination.
Thus, the margins of the O-D table refer to irip production and attraction computed by the trip
generation model. Given the margin of the O-D table, what is predicted in this stage is T}, the
number of trips between origin { and destination j. Either gravity model or growth factor inethods
can be used for calculation of Ty Gravity model is motivated by Newton's law of gravity that
gravitational pull between two objects decreases as a function of the distance between the objects.
The model explicitly relates flows between zones to inter-zonal impedance to travel. Impedance
measures include distance, time, or cost of travel between zones, The concept is translated into
the general form, writien as follows:

Ty = aOyDif ()

where, Tj; is the number of trips between origin i and destination
{; is the number of production of zone i
D; is the number of altraction of zonc j
f{cyj) is & generalized function of the travel costs between origin i and destination j
@ is a proportionality factor

In general, it is assumed that the number of trips between / and j are proportional to the
production and attraction of each zone and proportional to some decreasing {unction of the cost
of traveling between them. However, trip production and attraction are mot always kmown,
Whether they are known or unknown imposes constraints, and hence, various models can be
derived. But the general equation structure of the models is not significantly different from each

Destinations
Zones : Z %
1 j 7
1 0O,
Origins 0, | Trip Production
1 Tij DI
2% o | o | p
i
Trip Attraction

Figure 2.2 Design of the O-D irip table
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other. Only actual quantities of trp production (G)) or attraction {£;) are replaced with relative
measure of production or attraction. Growth factor method, on the other hand, is scaling an
existing matnx by applying multiplicative factors to each cell of a base year matrix to predict
future traffic flow. These trips can be made by ditferent means of transportation and mode choice
is modeled in the following stage of trip distribution. Predicted trips in the O-D matrix are
allocated to modes. It is a choice problem of what transport mode to use for traveling from origin
i to destination f. The best known widely used choice model is the multinomial logit (MNL)
models. By MNL, the probability of using a specitic mode is calculated. And the probability is
multiplied by the number of trips between an origin and destination. It results in O-D table
disaggregated by transport modes. Since the MNL structure is not always suitable when some of
the modes are inherently similar to each other (i.e., similarity between train and bus in terms of
seat availability), the nested logit models may also be used, precisely to reflect this aspect. The
alternatives sharing common attributes are grouped into a nested structure. Within a nested
structure, the first choice may be between the car and public transport, while, conditional on
choosing public transport, there may be a further choice between bus and train, The principle of
the MNL is discussed in section ‘utility-maximizing models’ of activity-based modcling
approachcs.

While the modeling steps presented unil now concems modeling travel-demand berween
zones with specific transport modes, the following step, route assignment, describes supply
modeling of network infrastructure by assigning the trips by each mode to the corresponding
transportation network. By distributing travel demand onto the network, one could know how the
network system performs or is used. This assignment step is discussed in the latter part of this
chapter as a separate section because substantial amount of advancement in modeling techniques
has been taken place as an independent field of research and it is of the research interest.

24 ACTIVITY-BASED MODELING

Activity-based modeling approach has received its attention since the early 1980°s in order to
overcome some of the drawbacks of disaggregated trip-based demand models, In particular,
increasing concern for environmental issues has stimulated the legislation such as the Clean Air
Act Amendments (CAAA) in 1991, This encompasses a major change in transportation planning
and proposed policies concemning ridesharing, telecommuting, or congestion pricing. This
explicitly encouraged the development of activity-based models as the most appropriate tool for
predicting the complex impacts of these kinds of policies,

Stated simply, the motivation for activity based approach is that travel decisions are activily
based (Ben-Akiva and Bowman, 1998). The approach provides better theoretical grounds for
description and explanation of travel behavior, Tt assumes that travel demand is a derived
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demand in the sense that travelers arrange their travel to perform their activities. Another
important assumption is acknowledgement of dependency of travel and non-travel aspects. The
modelers realized that travel patterns are the result and the manifestation of the implementation
of activity programs over time and space. In other words, activity patterns emerge as the result of
complex interplay berween physical environment, the institutional context, the transportation
system, and individual’s need to participate in activities, within a particular economic, political,
social and cultural context (Timmermans, et af, 2002). Thus, activity-based approach has
attempted to understand travel behavior in the broader context of activity participation. Travel
patterns are revealed in the broader context of structure of activities, of the individual or
household, with a framework emphasizing the importance of time and space constraints, Thus,
underlying factors of travel behavior regarded important. The analysis examines why, where and
when activities are taken place, and how activity engagement is related to the spatial and
institutional organization.

As it considers travel behavior as a derivative of activities, individuals® activity scheduling
behavior is emphasized in the approach, Activity program or daily schedule of an individual,
which is basis for analysis in this approach, does not describe single-facet of one trip, but rather
addresses complex decisions concemning multiple dimensions of various trips and activities. The
reason behind this is that travel is not simple but complex behavior as multiple decision
dimensions are interrelated for making trips and these travel decision are constrained by
temporal, spatial, institutional context, such as for instance, opening hours, available transport
mode and destination. With the daily schedule of an individual, it can be known what activities,
at what destinations, at what times and for how long are conducted. In turn, the organization of
the schedule implicitly explains trip information such as travel time and transport mode. Hence,
models which describe activity scheduling of the execution of activity patterns are potentially
useful tools for predicting travel behavior. This approach enables better understanding of travel
behavior with the capability to predict how individuals respond to changes in their travel
environment and how the responses are temporally correlated (Lam and Yin, 2001),

Several different modeling approaches have been developed in an effort to address the
concepts explained above. First, constraints-based models based on the theory of space-time
geography systematically identify the set of possible activity patterns, given various constraints.
As the theory emphasizes the importance of the effects of space and time on activity engagement,
this type of models evaluates the feasibilities to implement specific activity programs in
constrained spatial-temporal setting. In addition, discrete choice theory describing the choice of
activity patterns led to the development of utility-maximizing modcls. Finally, computational
models from artificial intelligence and cognitive science are capable of describing activity
scheduling in terms of human reasoning process. These modeling approaches are presented in the
following.

The main ohjective of this section is to introduce the four modeling approaches of activity-
based modeling, presenting concepts and models exist up-to-date. Nevertheless, it is necessary to
look into theories in geography and urban planning from which the various modeling approaches



originate, Therefore this section is organized as follows. First, theoretical underpinmings in
geography and urban planning will be discussed. Then, the four modeling approaches of activity-
based modeling will be explained concretely.

241 Theoretical Underpinnings in Geography and Urban Planning

Since the mid-eighties, there has been a rapid growth of interest in activity-based analysis in
transportation research, As a reaction to the traditional approaches of aggregated models, there
has been a search for paradigms with strong assumptions of the approaches relaxed. And this is
called behavioral research, which focuses on the individual as the central unit of modeling,
However, many concepts of activity-based approach are not new. They were originally founded
in other disciplines such as geography and urban planning, although the interest gradually faded
in the disciplines in recent wears. Chapin and Higerstrand initialized a behavipral research
examining activity patterns of individuals and their associated travel. Both theories are
complementary of each other, focusing on motivations for activity participation and space-time
constraints, respectively.

2.4.1.1 Chapin’s Theory of Activity Pattern in Land Use Planning

Chapin emphasized the importance of activity pattems in land use planning. He contends that
activity patterns determine the demand for certain facilities at particular times and spaces. He
identified four driving factors which manages individual’s decision about activity engagement,
They are propensity, opportunity, appropriate circumstances, and environmental context.
‘Propensity’ refers to needs and personal characteristics. ‘Opportunity” accounted for spatial
factors, referring to availability of services and facilities for activities, Temporal aspects are
explained as ‘appropriate circumstances’. However, he did not fully develop this line of thought
in his empirical work, mostly concentrating on the interrelationship between activity pattern and
socio-psychological propensity factor, which concerns personal characteristics and desires. His
theory lacks sophistication of the necessary concept that activity pattern is a result of mixture of
both spatial and temporal dimensions (Arentze and Timmermans, 2000). Rather than relating the
dimensions in an integrated fashion with other factors, they arc considered as separate concepts.
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2.4.1.2 Hiigerstrand’s Space-time Geography

An approach which incorporates both space and time in a coherent framework to understand
activity pattern is the Hiigerstrand’s space-time geography. It is also called as time geography.
The fundamental principle underlying time geography is that all activities have both spatial and
temporal dimensions that cannot be meaningfully separated {Miller, 2004). Moreover, the basic
assumption of time geography is that time and space are scarce goods and that these space-time
constraints largely influence daily activity patterns. Hence, the most important aspeet of his
theoretical reasoning is the consiraints that restrict individual’s choice in specific space-time
environment. Constraints that limit the ability of individuals to travel and participate in activities
include: i) the person’s capabilities for trading time for space in movement {physical constraints);
ii} the need to couple with others at particular locations lor given durations, thus restricting the
ability to participale in activitics at other locations (coupling constraints); and iii) the ability of
public or private authorities to limit physical presence from some locations in space and time
{authority constraints).

Two central time geographic concepls arc the space-time path and prism {see Figure 2.3 and
2.4). The space-time path represents trajectories of the individual’s physical movement in space
with respect to time. It describes aclivities in terms of duration and location. And the sequence of
activities is represented as a path. A person must trade time for space through movement to
participate in activities, And this tradeoff can be improved or worsen by the role of transportation.
The slope of the curve illustrates the relationship. The steeper the slope is, the less efliciency m
trading time for space. Moreover, the path highlights the constraining effects of an individual’s
need to be at different locations at different times. Extended concept of the space-time path is the
space-time prism, It delimits the possible locations for the space-time path. Two anchoring
location, vertical line, is where the fixed activities take place. Between the fixed activities, the
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Figure 2.3 A space-time path
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Figure 2.4 A space-time prism

possible space time path, which consists of flexible activities, can be displayed by a prism. The
interior of the prism is the potential path space where the person could occupy during this travel
episode.

Their theories are complimentary to each other because different focus was taken to explain
activity-travel behavior, While the primary focus in Chapin's theory concemed characteristics of
activity patterns with relation to propensity, motivational factors, Higerstrand’s work put
emphasis on understanding which activity patterns can be realized in particular spatial-temporal
settings. What attempted to integrate the theories was an approach of Cullen and Godson (1975).
Their work bridges propensity and opportunity factors of Chapin, constraints concept of
Hagerstrand and human decision-making process.

242 Activity-Based Modcling Approaches

Recently, activity-based approach has received its attention in transportation research. The basics
are not new at all as pioneering works of Chapin and Higerstrand shows. However, since the
early 1980s, it was hard to find publications on activity analysis in urban planning and geography
{Timmermans, et @f,, 2002). Rather, scholars in different disciplines have consistent interest in
the study of activity patierns. The concepts have advanced considerably, resulting in various
theories and models. They are classified into constraints-based models, utility-maximizing
models, computational models and micro-simulation models. Higerstrand®s time geography
progressed towards constraints-based models. Utility maximizing models applying discrete
choice theory to activity pattern choice arc rooted in micro-economics. Computational process
models explaining activity scheduling behavior in terms of human psychological reasoning
process are engendered by artificial intelligence and cognitive science.
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2.4.2.1 Constraints-Based Maodels

Based on the Hégerstrand’s work, several models, namely constraints-based models have been
developed. These models systematically examine whether the activity pafterns can be realized
within a particular space and time environment. The approach identifies feasible activity
schedules as a function of various kinds of constraints, though it was net so much predicting
activity-travel patterns. Various models exist from Lenntorp’s PESASFE (1978) to Mastic (Dijst,
1995), the mechanism of them are quite similar. To evaluate the feasibility of activity schedules
under specified space-time setting, all possible activity sequences need to be generated first. A
combinatorial algorithm is typically used here. Then, a set of activily programs is tested whether
it can be happened in light of predefined constraints. The output is a list of feasible activity
patterns, For parsimonious modeling, CARLA (Jones, ef al, 1983} generates activity
arrangements in an ordered way te aveid wasting time on testing infeasible patterns. Also,
heuristic rules reduce the number of alternatives examined. These feasible activity schedules can
be used as measure of flexibility of time-space environment. This type of models is mostly used
to asscss political impacts of changes in the time-space environment on activity-travel behaviors.
For example, BSP (Huigen, 1986} was used to see how school closure affects the travel times of
the students. Nevertheless, the approach has a limitation that it ignores possible adaptation or
adjustment behavior to changes in coustraints. An individual may encounter unforeseen or
unexpected events during the execution of the activities. Under this situation, adjustment
behavior such as rescheduling of the activity plan can take place becausc people tend to seck
alternative ways and still do have substantial choices. Moreover, an individual’s preferences for
specific activity pattemns arc not known by the models. Detailed explanations of the models can
be found in the literatures of Ettema (1996), Arentze and Timmermans (2000), and Timmermans,
ef al (2002).

2.4.2.2 Utility-Maximizing Models

While Hagerstrand’s time geography have developed to constraints-based models, Chapin’s
empirical work on the interrelationship between socio-psychological factors and activity patiemns
have led to choice models. Choice approach describes a problem of choosing an option out of a
choice st consisting of multiple altematives, for instance mode choice among car, bus, and (rain.
This approach which is applied to modeling of daily activity pattern and scheduling behavior,
viewed observed behavior as a representation of preferences. And individuals choose an
alternative maximizing their utility, These utility-maximizing models such as discrete choice and
logit models are dominant in transponation since 1980°s. Theoretical grounds of discrete choice
theory are provided by micro-sconomics and psychology. In particular, micro-economic
consumer theory provides main principles underlying discrete choice models. However, classic
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consumption theory cannot be applied to description of discrete choice problem as it is. This is
because discrete choice 15 not a continuous consumption of goods, but rather 15 a choice out of 2
number of mutually exclusive altematives. Thus, consumption bundles with the amount of goods
can be transformed into a set of choice alternatives in bundle of its characterizing attributes.
Utilities are determined for each alternative separately as a function of the attributes and the total
utility of an alternative is a weighted sum of part-worth utilities of attributes. And people choose
an alternative that maximizes utility.

Difference in behavioral assumptions led to various types of models (Ettema, 1996). Models
are differentiated by whether choice behavior is considered deterministic or stochastic
{deterministic vs, non-deterministic choice models), that is, whether a random component, to
account for various sources of error, is imtroduced (strict vs. random utility models), and which
distribution is assumed for the error terms (probit vs. logit models).

The type of discrete choice model which is extensively used in transportation is the
multinomial logit (MNL) modcl. The MNL is non-deterministic (random) logit model.
Individual choice behavior is regarded probabilistic in nature, expressing the chance that an
alternative is chosen as a probability. Random utility theory accounts for the stochastic
charactenistic, considering utility as a random wvamable. This implies inconsistency and
intransitivity of choices and these come from unobserved factors not included in the model, taste
variations, or measurement error. To caplure these factors, random component describing various
sources of error is added to deterministic part of the model. The error term is assumed to follow
some statistical distribution and the assumption on statistical distribution differentiate between
probit and logit model. Under the assumption of independently and identically Gumbel
distributed ermor temms, the choice probabilities are represented by the well-known MNL.
However, a serious limitation of the MNL is independence of irrelevant alternatives (I1A)
property following from the assumption that the error components of separate altematives arc
independently and identically distributed ([ID). IlA property means that ratio of choice
probability between two alternatives is not affected by adding a third alternative to the choice set.
When two or more alternatives ‘intuitively’ have something in common that is not caplured in
the detenministic part of utility, their random errors are correlated and the [1D assumption is not
hold. For example, in case ‘train’ alternative is introduced to choice between ‘car” and ‘bus’
alternatives, commonality of public transit between bus and train such as seat availability
unequally influcnee choice probability of ‘car’ alternative and ‘bus® alternative. Thus,
incorrectness of [TD assumption incorrectly exhibits ITA property. Intuition suggests relaxation of
IIA property and the solution in the case mentioned is the ncsted logit model which describes
mulii-dimensional choices where a natural hierarchy exists in the decision process. Within the
nested structure, lower dimensions of the hierarchy arc conditioned by the outcomes of the
higher dimensions. And the utility of a higher dimension alternative depends on the expected
utility arismg from the conditional dimension alternatives.

Activity-based choice modeling is characterized by its complexity in that activity scheduling
relates to multiple decision dimensions such as destination, activity type or mode, and the
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decision-making takes place at different points in time. Models can be classified in terms of the
choice dimensions modeled, the extent of interdependency between decision dimensions, and the
decision-making process, The classification below is based upon works of Ettema {1996},
Arentze and Timmermans (2000), and Timmermans, ef ai. (2002).

First, joint choice models regarded activity patterns ag a result of a single choice rather than
combination of partial choices on specific decision dimensions. Thus, choice of an activity
pattern implicitly determines decision dimensions of travel. Adler and Ben-Akiva’s model (1979)
describes a single choice of a complete activity paftern. As another model in this approach,
STARCHILD {(Recker, ef al.,, 1986a, 1986h) incorporates a sub-model which diminishes the
choice set, Rather than considering all feasible activity patterns, they are reduced into a smaller
act of distinct independent activity patterns by removing inferior patterns based on a set of
decision objectives. Moreover, the model includes household interaction such as car allocation
and joint activity with other household members. These two models are operationalized as a
MNL and in an application performed well in terms of goodness-of-fit and parameter
significance, However, they are limited due to ngorous assumptions of independency between
choice altematives and the decisions are made at one point in time. Obviously, activity-
scheduling 15 2 multi-dimensional choice process, and alteratives undoubtedly share common
dimensions,

The second group of models complements the weakness of the previous model by breaking
down the activity scheduling process into a number of partial decisions, represented in a
hierarchical nested decision structure. This nested logit models embodies the interrelationships
between decisions tnade on difterent dimensions. Representative models of nested logit models
are the daily activity schedule model proposed by Ben-Akiva and Bowman {1996) and Ettema, ef
al.’s HCG model (1997). The daily activity schedule model is an extension of tour-based models.
An activity schedule consists of a set of tours and decisions for each tour are structured as
different hierarchical levels. The first decision involves choice of a daily activity pattem. It
concerns primary activity type, structure of the primary tour, the number and purpose of the
secondary tour. The second choice relates to timing of the primary tour. Then, destination and
mode choice of the primary tour is modeled. In ease there is a secondary tour, the same decision
procedure as that of the primary tour repeats for the secondary tour. The structure is illustrated in
Figure 2.5. Choice at a certain level 15 affected by the expected maximum utility derived from
the lower level altematives. Ettema, ef 4/."s HCG model is successively run by two modules. The
first module describes long-tenm travel and activity decisions largely influenced by exogenous
vanables, Then the second module runs daily activity and trip scheduling based on the outcomes
of the previous module. The model adopts the form of nested structure. The number and type of
out-of-home activities are decided, and then choice of the trip pattern is made. Having the
specific trip pattern, destination and mode choice are modeled. In addition to these, there are less
complicated nested logit models developed by Kawakam and Iscbe (1989} and Wen and
Koppleman (1999), PETRA (Fosgerau, 1998} which illustrates all tours undertaken in a day also
belongs to this group. The nested logit models have problems in modeling the timing and
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Figure 2.5 Structure of nested logit model {Ben-Akiva and Bowman, 1997)

duration of activities. For discrete choice, continuous time dimensions must be discretized into
coarsc time of day ranges. Thus, the models arc not 20 much sensitive to behavior responses in
terms of temporal dimensions.

Third, conjeint choice models are derived from data collected through experimental designs,
though many models rely on revealed observed behavior in general. The advantage of conjomt
choice model is that researchers have control over covariance structure of the independent
variables. The exemplary model is COBRA (Wang and Timmermans, 2000). The model exhibits
the potential of a new methodology of modeling activity patterns. However, conjoint design is
not enough to establish a comprehensive model and it requires special data collection efforts.

The last group of utility-maximizing models depicts activity-scheduling as a sequential
choice process. Activily patterns are outcome of consecutive choices of separate activities or
trips. An important characteristic of some of this type of models is that decisions are made after
completion of the previous ones, implying decision-making is processed during the exceution of
the activity schedule. VISEM (Fellendorf, ef gf., 1995} and PCATS and PCATS-RUM (Kitamura
and Fujii, 1998) simulate activity-travel behavior. VISEM simulates the choices of an activity
chain by drawing from empirical probability functions. Activity sequence is fixed and the
decisions are made for a separate activity. Although the authors call PCATS a computational
process model, it is regarded as utility-maximizing model because it uses utility function at lcast
for the discrete choices in the process (Arentze and Timmermans, 2000). For example, the
utility-maximizing, nested logit model of activity type choice i3 used in PCATS. It is a model of
activity engagement and travel that incorporates the concept of Hagerstrand’s space-time prism
and penerated activities and tips within given prisms. In addition to prism constraints,
availability of transport medes and potential activity locations are constraining factors. Thus
compared to nested-logit models, a different utility structure and a sequential scheduling process
are assumed for the model system. Ancther model system, CEMDAP at the University of Texas
at Austin, 15 another operational activity-based model. The systern comprehensively models the
daily activity-travel pattern of individuals. Provided various input variables of land-use, socio-
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demographic, activity system, and transportation level-of-service, the simulator implements a
predefined econometric modeling system that represents choice behavior. Econometric models
such as regression, hazard duration, or MNL are implemented in CEMDAP (Bhat, et al., 2004).
Each decision variable is associated with an instance of one of modules, say mode choice with
MNL module. Applying specific module to certain decision dimension, it predicts the
corresponding choice. As a result, the output ol the systern i3 the predicted activity-travel
patterns for all individuals in the simulation sample.

2.4.2.3 Computational Process Models

Utility-maximizing models are criticized in that individuals are not necessarily led to the optimal
choice in reality. Rather than exhaustively evaluating solutions, people rely on heuristic process
that is context-dependent. And the attempt to describe human decision-making in light of human
reasonmg process in the brain was initialized by rescarches in cognitive psychology and ariticial
intelligence (Al}). In the disciplines, problem solving tasks are understood as a part of mental
process. And the computer is regarded the most appropriatc tool lor displaying intelligent
behavior as this discipline started from the analogy between the human brain and the computer in
terms of data processing and storage. Thus, the objective is to build operational models which
can simulate decision-making processes. As applicable to activity-based modeling, activity
scheduling behavior can be modeled with this approach. Namely, computational process models
are a computer program implementation of a production system maodel that specifies how a task
is solved (Girling, et al., 1994).

There have been two paradipms, resulting in different types of models (Ettema, 1996).
Symbolic search spacc paradigm assumes that reasoning process is based on a symbolic
representation of the real world, The symbolic representation constitutes the search space and
-this is a domain where the solution for a specific problem is driven. The search space consists of
several states, moving from initial states that the search starts, through intermediate states, to
goal states matching acceptable solutions for the problem (Ettema, 1996). And it is guided by
heuristic rules. This algorithmic procedure in problem-solvitig has been introduced by Simon
{1990}, He contends that limitation of computational capability of human brain and complexity
of everyday decisions supports the reason why humans rely on approximate methods to reduce
the amount of information to be processed. Therefore, the solution acquired as a result of
heuristic search may not be optimal but sullicient. This paradigm is operationalized by
computational process models or production systems. Computational process models focus on
the process of decision-making and capture schedule constraints explicitly. Heuristic is
formalized as IF (Condition)..., THEN (Action) rules. Production system is composced of if-then
rules, short term memory of current states, and a controlling mechanism of specific rules to apply.
The overall process is one of matching rules against the current states while carrying out suited
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action in an iterative manner until the terminate state is reached. Thus, activity patterns can be
represented as a sequence of condition-action pairs. Altematively, the connectionist paradigm
describes intelligent processes by activation of certain nodes in the networks conmected by
weighted links. This representation is similar to the physical structure of the brain as human
reasoning process is exchange of eleciric activities among neurons that are connected to each
other. The concept is operationalized in the form of neural networks consisting of nodes and
links. A node itself is not meaningtul at all, but patiems of activated nodes imply a solution to a
specific task. As it is based on learning processes, the network must be trained prior to
application to determine link weights and firing rules. The attractiveness of the rule-based model
is that activity scheduling behavior can be better represented with more flexibility thap
econometric models which use systems of equations to capture relationships among attributcs
and predict the probability of decision outcomes (Bhat, et al., 2004), Moreover, rescheduling is
described by some models unlike the utility-maximizing models. Nevertheless, the disadvantages
of the models are difficulty of calibration of the models and generalization of modeling process.

The first model in this tradition is SCHEDULER (Gérling, et af., 1989). In a conceptual
framework, the model focuses on the process of how individuals organize activities. It follows
reaciive heuristic process which means preliminary schedule is adapted in response to the
outcome of previous decisions. Activities are chosen from long-term calendar of the household.
Then, activities are sequenced in consideration of temporal constraints and total travel distance
incorporating ‘nearest-neighbor’ heuristics. What follows is mental execution of sequence of
activities that evaluates its feasibility under certain circumstances. It results in more detailed
information. Production system is adopted to operate the model. Hence, the decisions are based
on a set of heuristic functions. Golledge, ¢f al. (1994}, applied this model to predict the activity
patterns of commuters in response to the introduction of telecommuting.

AMOS (Kitamura, ef al., 1993}, a partial model of SAMS, focuses on adaptation behavior in
response to a changed environment. Ettema (1996) and Arentze and Timmermans (2000} discuss
the model in their publication. Adaptation of the schedules is guided by learning processes in
which individuals gain knowledge about the varying environment. Hence, the model can be used
as an evaluation tool on how individuals adapt to the new policies. Given a baseline activity-
schedule, the adaptation behavior is encouraged by recognition of changes in travel environment.
Having recognized a need for behavioral changes, the search beging by identifving possible
response options, and then individuals try out all the alternatives until a satistactory pattem is
established. In other words, the overall procedure involves the selection of a basic response
which narrows the domain of search. This 15 followed by the search for one feasible adjustment
and the decision to accept the adjusiment or continue the search, These are operationalized by the
specific module of the system in sequence; bascline activity-travel pattern synthesizer, response
option generator, activity-travel adjuster, and evaluation routine. The outcome of the activity-
travel adjuster, the adjusted activity pattern is measured by the evaluation routine. AMOS has a
potential to be very informative in that it predicts switches to specific policy changes from a
baseline schedule, implying a policy-specific switching model. However, custom development is
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required for each policy and it dees not forecast long-run effect of policy changes. More aspects
about the weakness of the model are documented in publication of Bowman and Ben-Akiva
(1996), and Bowman (1998).

Another model, SMASH (Ettema, et al.,, 1994), is meaningful in the way the activity
schedule is constructed. Sequential process is assumed and the schedule is constructed and
adopted from an empty schedule through an iterative process of four basic actions defined as
addition, deletion, substitution of activities in activity agenda and activity schedule, and stop of
the process. A decision is made each time whether or not to accept the current schedule and stop
the building process. In each step, production system conducts a generic non-exhaustive search
enumerating all possibilities. And the choice between schedule adjustment and schedule
acceptance is implemented as a nested logit model. Thus, SMASH incorporates both production
systern and utility-maximization. A key feamre of the model is description of schedule
construction process. Though, it has shortcomings that individuals must step through the entire
schedule building process. Moreover, non-exhaustive search heuristics may be inadeguate
because human decision making involves a certain search domain, thus systematically restricting
alternatives.

The latest computational models are ALBATROSS (Arentze and Timmermans, 2000) that at
the same time is the topic of this research, and TASHA (Miller and Roorda, 2003). It is only
recently that operational models of the household activity scheduling process have begun to
merge. ALBATROSS is a rule-based model where prediction of activity patterns is based on
choice heuristics represented by decision trees. The model system is characterized by its
comprehensiveness in that Albatross ideally includes all relevant variables of decision variables
and explanatory variables. Moreover, Albatross is flexible as it describes many different types of
activity patterns and different response types also. That is to say, the system consists of a set of
agents by which specific functions are performed. The agents handle the available data sets
required for scheduling decisions, the induction of decision niles from empirical data, the
simulation of activity patterns, the analysis of activity patterns supporting the display of basic
properties, the reporting of model performance, the calculation of indicators, and the evaluation
of scenanios. More detailed explanation of the model system is presented as a separate chapter.
Toronto Area Scheduling model for Household Agents, TASHA in short, operationalized the
conceptual model of household decision making presented by Miller (2002), The conceptual
model, a basis for implementation of TASHA, is well described in the publication of Miller
(2002). TASHA generates activity and travel patterns for a twenty-four hour typical weekday for
all persons in a household by individually simulating the behavior of every household in a
representative sample of houscholds. This model uses conventional trip diary data from survey,
implying model transferability to other region where such trip data exist. And the concept of the
project, defined by Axhausen as a coordinated set of activities tied together by a common goal or
outcome, is one of the main features of the model, but has not vet been implemented. Rule-based
method is used to organize activities into projects and to make schedules for interacting
household members.
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2.4.2.4 Micro-Simulation Maodels

Micre-simulation models integrate household activities, land use distwributions, regional
demographics and transportation networks in time-dependent fashion. Unlike the previous
models developed by application of theoretical basis to empirical data, micro-simulation models
are rather data-driven. The best-known micro-simulation models are TRANSIMS
(Transportation Analysis and SIMulation System), developed at the Los Alamos National
Laboratory in the United States, and its successor MATSim (Multi-Agent Transport Simulation)
developed jointly in Zurich and Berlin {Balmer, ez al., 2008)

The objective of TRANSIMS is to develop a set of mutually supporting realistic simulations,
models, databases that employ advanced computational and analytical technigues to create an
integrated regional transportation system. It is a microscopic simulation model which simulates
all entities of the system, for instance, travelers, vehicles, intersections, etc., as individual objects.
The conceptnal advantage of a micro-simulation is that it can be made arbitrarily realistic in
principle. TRANSIMS consists ol a set of modules. Demographic data is disaggregated to obtain
mndividual households and household members. It creates synthetic populatien by combining
available data using proportional fitting method. For each individual with socio-demographic
characteristics, a set of activities and activity locations for & day is generated. Modeling of
choices on mode and route which connects activities at differcnt location is followed. Then, the
traffic micro-simulation exccutes individual’s activity schedules simultancously onto the
transportation network, The model has received much attention for this transportation micro
simulation, It imitates the movement and interactions of travelers throughout transportation
system of metropolitan arca. More detailed description of the modules refers to a technical report
of TRANSIMS (Stmith, et af., 1995).

The next generation of micro-simulation models is MATSum. The description of the system
here is mainly referred 1o dissertation of Balmer (2007). It is an agent-based simulation model
where each traveler is modeled as an individual agent in the simulation. Multi-Agent Transport
Simulation Toolkit {(MATSim-T, 2006) is presented as a modular platform for transport planning
software. An algorithmic core of the toolkit is MATSim-EA. It tries to iteratively optimize cach
individual’s demand. The basic concepl for MATSIm-EA originates from evolutionary algorithm
presented by Bick {1996). The idea behind this optimization process is first to create a
population of objects. say activity plans in this context. The objects are assessed against a fimess
function, which evaluates how successful the object was. Then, the object that fulfills the
function the best, the highest score, survive while the others die. Applying the concept of
evolutionary algorithm te activity-scheduling behavior, MATSim-EA processes three pieces of
lasks; i) each agent independently generates a plan for a day. i) all agent’s plans are
simultaneously executed in the simulation of the physical system, MATSim-EXEC, iii) for each
executed plan, then the performance is calculated by a utility function. MATSIm-EXEC does
actual microscopic traffic simulation including interaction between the agents of the system with
each other, The stochastic, queue based, agent traffic simulation is used here to simulate the trip
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agents during the defined time period. Given the scores of the plans, agents can change plans
again. And the next execution of the revised plans takes place. The system iterates the above
process until a stable state is reached. The strong feature of the system is that each algorithm or
module has its specific purpose, splitting up the demand modeling process into pieces. In other
words, it is no longer forced to follow the four step process in its predefined way. One can
iteratively run or combine any algorithms of the system (Balmer, 2007). For the details of the
model system, see several papers and the website of MATSim (http://www.matsim.org’). A list
of papers and reports to MATSim is provided in the publication of Balmer, et al. (2008).

2.5 TRAFFIC FLOW PREDICTION MODELS

Traffic assignment techniques are used to predict traflic flows on networks, given a certain travel
demand. In addition to traffic assignment models, there is another class of traffic flow prediction
models, namely (pure) simulation models (De Romph 1994, Bliemer 2001). Or alternatively
termed, they can be divided into equilibrium and non-equilibrium models. However, neither of
these two models have a generally accepted definition. Simulation models “only” propagate the
traffic flow along the routes through time, without taking route choice into account. These
models also can be called either dynamic traffic propagation models or dynamic network loading
models. Traffic propagation models instead of simulation models will be used throughout the
thesis to avoid any confusion of terminology between simulation models and simulation-based
assignment models. On the contrary, assignment models are not necessarily time based models
that do consider route-choice. That is, time aspects can be assumed to be either constant or
variant. This section presents detailed description of traffic propagation models and assignment
models. Basic concepts and a wide variety ol dilferent approaches will be provided.

2.5.1 Simulation Models

In peneral, simulation is defined as dynamic representation of some part of the real world
achieved by building a computer model and moving it through time {Drew 1968}, Computer
aided simulations are frequently employed in traffic and transportation system analysis in order
to describe inherent dynamic nature of traffic. Tratfic behavior is described over extended
periods of time by conducting numerical experiments on a computer. They are basically dynamic
time propagation models because the state of the model at time ¢+7 is calculated based on the
state at time { (De Romph, 1994), Traffic propagation models can be classified in several ways.
Since real-time computational tractability matters in simulation, the basic classification is in
terms of the choice of granularity; macroscopic, mesoscopic, and microscopic models.



Macroscopic models are mathematical models that formulate the relationships among traffic
flow characteristics at flow level, which does not discern individual vchicles but they are treated
as a fluid-like continuum, These models represent traffic stream in terms of aggregated measures
such as density and flow rate. The underlying assumption is originated from hydrodynamic
theory that traffic streams as a whole are comparable to fluid streams. The most widely used
dynamic macroscopic model is the hydrodynamic model, namely LWR model, developed by
Lighthill and Whitham (1955) and Richards (1956); see Daganzo (1997) for a review.
Mesoscopic models handle packet of vehicles. On the other hand, microscopic models are
vehicle-oriented models where the movement of individual vehicles is tracked, capturing the
interaction between individual drivers. Microscopic properties such as the state of each vehicle
(i.e., the position and the speed of a single vehicle) are represented by the models. And this class
of models usually has stochastic charactenistics while macroscopic models are deterministic. As
it allows analysis of individual vehicles, microscopic models are used to investigate local
behavior of traffic. Although route choice behavior is not incorporated in the models, they arc
not useless because the models can be used as a dynamic network loading component in an
assignment model (Bliemer, 2001). But, this type of models is not well suited for network
problems and application is rather limited because they are designed for small networks.
Description of traffic propagation models will not be provided because it is out of the scope of
this thesis.

2.5.2 Assignment Models

Traffic assignment usually is the last step in the conventional FSM as the process of allocating
the trips in one or more trip matrices to their routes in the network. The outcome of route
assignment is link flows and link travel time. The resulting traffic pattern, determined by
following certain rules or principles of route choice of travelers, provides information about the
performance or the use of the network. Furthermore, the results can be used for planning and
design purposes by getting insight the state of the network in response to changes.

The interaction between transport supply and travel demand produces a flow pattern on the
network. It is a traffic assignment model that incorporates and manifests the interaction of the
two elements, Traffic assignment models determine an optimal trade-off between supply and
demand. According to what assumption is considered, several models have been formulated.
And the classification of those models is possible on different levels. However, one of the most
fundamental theoretical assumptions used is how the time aspects are treated within the model.
In other words, whether the time, travel demand and cost is regarded as a constant or a variant
determines a distinction between static and dynamic traffic assignment models. As for input to
assignment model, travel demand and transport network is required. Travel demand is given as
O-D matrix and transport network consists of nodes, links, and link characteristics such as



TRANSPORT MODELING APPROACHES IFF

maximum speed and capacity. The general scheme of assignment framework typically is
composed of the two sub problems; route choice and nerwork loading. The route choice model
produces route flows from the trips of O-D table. Having determined the route tlows by the route
choice model, the next step is to load the Hlows onto the nelwork. The flows are transferred to the
network loading model to simulate the flows over the network. Network loading is also referred
to as traffic flow propagation that merely propagates the route flows though the link. Therefore,
route choice and network loading is combined in traffic assignment models. The objective of this
section is to review the traffic assignment models, with emphasis on dynamic assignment models,
which are superior to static models given the inherent dynamic nature of traiffic. Nevertheless
this does not mean that static assignment technique is inferior because static models can provide
basic insights to problems.

2.5.2.1 Static Traffic Assionment Models

A well established and widely accepted class of traffic assignment models is static traffic
assignment (STA) models. The review is mainly referred to Ormizar and Willumsen {2001) and
Bovy, ef al. (2000}, STA assumes that traffic conditions such as travel demand and link cost
functions arc constant over time during the time span of interest. In other words, link flows and
link travel times are time independent. A given travel demand is allocated on the transportation
network and spatial distribution of the tratfic volume are obtained as a result of the assignment,
The resulting traffic volume represents average conditions of the network for the time period.

It is commonly observed that different drivers often use different routes when traveling
between the same (wo points. Or, sometimes even the same driver chooses different routes under
the same situation. This can be explained by two factors: congestion and stochastic effects.
Stochastic elements refer to variability of perceptions or level of knowledge on the link attributes.
Congestion effects make some idcal routes less attractive as delays increase with greater usage,
implying whether or not capacity of the link is restrained. These two elements can be dimensions
for distinction of STA models. Different types of methods identified according to them are
depicted in Table 2.1,

Table 2.1 Types of static traffic assipnment model

Stochastic clements

No Yes
MNa All-or-nething Pure stochastic
Yes Wardrop's user equilibrium  Stochastic user equilibrium

Congestion elTeels




T

The simplesi assignment method is all-or-nothing (AON) assignment. It is assumed that link
capacity 1s not restrained, which means that the link travel time i3 fixed and docs not vary
depending on the congestion of the link. In addition, all drivers consider the same attributes for
route choice and perceive them in the same way. As a consequence, all drivers arc assigned to
the singly most attractive route even if there is another path with the same travel time, This
method is unrealistic in that only a single route is utilized by travelers. In contrast to all-or-
nothing assignment, stochastic methods emphasize behavior differences of drivers, This method
allocates the trips between a certain O-D pair over several routes, assuming that route choice
behavior varies from person to person, Because travelers choose their perceived shortest path,
distribution over multiple routes between the same origin and destination is possible.

In reality, every link in the network has capacity limits and this can be expressed by
relational function between the level of flow and travel costs of links. Thus, more realistic
assignment nceds to take capacity restraints into account. Wardrop's user equilibrium method
considers congestion of the link. Several routes between O-D pairs are still possible with this
method in that level of service attributes of links depend on link loads, even though every driver
behaves in the same way. Travelers will search for efficient routes to travel between two points
and it is expected that they reach some stable set of choices. The stable status, equilibrium of the
network, is best deseribed by Wardrop. It is defined that no individual driver can reduce his path
costs by switching route under equilibrium condition and travel time of all used route alternatives
must be equal. The assignment method which considers bath behavioral difference of drivers and
congestion of the network is stochastic user-equilibrium assignment (SUE). Equilibrium
condition of this assignment is defined that no travelers can improve his perceived travel time by
unilaterally changing route. Route choice behavior depends on travel time experienced and this is
atfected by link flow. The only difference with Wardrop®s equilibrium is that SUE model uses
perceived travel cost which varies from person to person. SUE performs better than other model
in that it reflectz both properties in modeling.

STA wmodels are widely accepted models having both advantages and disadvantages.
Although a number of shortcomings of STA have been reported and they mostly concern time
independent assumption of the model, STA is an extremely valuable approach to traflic analysis
as it allows quick estimation of the use of traffic networks and an initial appreciation of the
situation. Initial estimates arc used to perform more detailed analysis or more demanding
dynamic assignment. The reason why the results of static assignment are used for dynamic
assignment 18 that calculation of the initial tuming movement proportions at junctions is
performed with STA. Despite the widespread use, shortcomings of them have become more
apparent as congestion becames important in transportation research. The major limitation is
inability to fully caplure the true dynamics of trip departure and real-time routing behavior. They
cannot satisfactorily be captured by a static modeling approach. For example, departure time
change caused by congestion cannot be modeled unless a time-varying element is considered.
Modeling not immediate but average conditions of traflic has the risk of underestimating the
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congestion effect. Therefore, the need for better models, dynamic assignment models in this
context, became apparent and will be discussed in the following section.

2.5.2.2 Dynamic Traffic Assicnment Models

Dynamic tralfic assignment (DTA) techniques have evolved substantially since the introduction
of the first analytical dynamic assignment model by Merchant and Nemhauser (1978a, 1978b),
addressing many of the limitations of STA methods. They depart from the standard STA models
to deal with time-varying flows (Peeta and Ziliaskopoulos, 2001). By considering the time-
varying nature ol traffic flows, dynamic models can produce practically empirically more
realistic and useful estimates of state variables such as speeds, queue lengths, delays and
congestion effects so as to befter assess the environmental and functional impacts of
transportation planning measures. Basically, the dynamics are introduced by adopting discrete
time periods or continuous time functions in the models. However, the existence of time variance
by itsell’ does not imply that the model is dynamic, unless events in one period can influence
events in the next (De Romph, 1994). Hence, the true dynamic is a comprehensive concept,
which also includes dynamics caused by interactions betwcen travel facets. For example,
departure time choice needs to be modeled in dynamic way as well because travelers change
departure time in response to traffic situation out there.

While STA models do route choice and network loading in time-independent way, DTA
models solve the sub problems dynamically. The DTA models typically consist of dynamic route
choice and dynamic network loading (DNL). And the DTA problem can be solved by combining
the route choice problem and DNL problem. The outcomes of assignment are dynamic link and
route flows, dynamic link travel times, and dynamic route travel costs. Consequently, they can be
transferred back into route choice again such that adaptation behavior of drivers can take place in
response to changes in transportation environment, Likewise, DTA itself is an iterative procedure,
converging to traffic equilibrium. The DTA scheme is depicted in Figure 2.6,
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Although a wide vanety of different approaches to DTA problem has been developed, none
of the models provides a universal solution for general networks (Peeta and Ziliaskopoulus,
2001}). This results from inherently ill-behaved system propertics of general DTA problem. That
is to say, it needs to adequately represent traffic realism and human behavior. Hence, most
researchers or practitioners are often faced with a trade-off between traffic realism and
mathematical tractability when solving the assipnment problem. Division into two groups of
approaches in DTA is possible in terms of these two conditions: analytical (mathematical) and
heuristiec approach (De Romph, 1994), The main interest of analviical approach is to provide a
theoretically sound mathematical formulation of the problem. It seeks system optimum or user
equilibrium. Thus, convergence of algorithms and unique solution matters in this approach. The
approach has some advantages over heuristic models in terms of its ability of determining
solution properties, which implies uniqueness of a solution model. And it is theoretically very
powerful. However, the amount of realism is rather limited because assignment problem is
solved with simplified assumptions, precluding capture of all the details ef the problem.
Furthermore, most of them can only be applied to a small problem. As problem size grows larger,
it is computationally combersome or not practical due to their analytical nature. On the contrary,
heuristic approach pragmatically models traffic, reflecting reality as closely as possible, without
bothering tee much aboul a consistenl mathematical structure, that is, convergence of algorithms
on uniqueness of solutions. It captures dynamics and driver behavior, preventing the guaraniee of
the standand mathematical properties. This approach seeks for effectiveness, robustness, and
deployment of efficiency. It has a higher degree of flexibility, which ensures traffic realism.
However, the structure of the models is sacrificed to the flexibility of the models. Another
classification mn terms of methodology, which is more specific, is proposed by Peeta and
Ziliaskopoulos (2001). Analytical approach is further classified into mathematical programming,
optimal control, variational inequality models, whereas simulation-based models arc part of the
heuristic approach. For comprehensive overview of the four methodelogies, see Peeta and
Ziliaskopoulos {2001). While analytical models emphasize derivation of theoretical insights,
simulation-bhased models concentrate on enabling praclical deployment for realistic network,
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Among the four DTA methodologies above mentioned, simulation-based dynamic traffic
assignment models will be further explained here becanse MaDAM, the macroscopic traffic
simulation model used in this research, does selve assignment problem in a quite similar way,
without adding iterative loop in the model. The advent of large and powerful computers has
prompied simulation techniques to gain significance. Sunulation-based DTA, which gained
greater acceptability in the context of real-world deployment (Ben-Akiva, et al., 1998), employs
DTA techniques in a simulation environment for real-time application by systematically
combining dynamic network assignment models and traffic simulation models, It adopts car
following simulation techniques of maffic propagation models. This class of models is used
primarily for traffic operational studies to capture the evolution of traffic flows in a network,
which result from the decisions of mdividual travelers making route choice decisions. It uscs a
traffic simulator to replicate the complex traffic flow dynamics. The advantages of simulation-
based DTA methods include: i} it captures the time-dependent interactions between the demand
for the network and the supply of the network, ii) it represents the travel choices in great detail,
and i} it predicts the locations and impacts of traffic congestion. However, the models have
some drawbacks that concern their inability to denve the associated mathematical properties.
Moreover, computational burden can be operationally restrictive. Thus, trade-off between
solution accuracy and computational efficiency could be a maiter. The key issuc of simulation-
based DTA models is that theoretical insights cannot be analytically derived as the complex
traffic interactions are modeled using simulation. Scveral models are implemented and available
as software products such as CONTRAM (Leonard, ¢f gf., 1978}, DynaMIT (Ben-Akiva, ef af.,
1998), and DYNASMART (Mahmassani, ef af., 1998).

2.6 CONCLUSION

This chapter has reviewed transport modeling approaches and associated models from classic to
state-of-the art. Basic concepts of approaches and key characteristics of several models were
described. To summarize, it can be explained by the flow of history in transport modeling. Many
researchers and practitioners have searched for better models which replicate real-world as
closely as possible and therefore provide the analyst with more accuratc outcomes and forecasts.
Those efforts have appeared as development of new approaches making up for limitations of
transport models of earlier generation, rather than making something out of nothing. The
modeling approaches shifted from initially trip-based models at aggregated level to activity-
based models at disaggregated level. The perspective change on traffic movement has played a
pivotal role for the paradigm shift. While the earlier models assumes travel demand in its own
right without consideration of individual travel behavior and temporal aspects, the latest models
view travel is a denived demand to satisfy human needs, appeared as outcomes of consecutive



choices between travel facets. The most critical point is that modelers have begun to recognize
traflic is essentially dynamic process. Te complement the shortcomings of traditional four step
process model, two research fields have been actively being developed: Activity-based approach
captures interrelationships between frip-related attributes by investigating individual’s daily
activity pattern. And thus, activity scheduling behaviors are modeled with this approach and it
enabled more accurate and consistent prediction than depending only on trip records. Replacing
static traffic assignmeni, there has been substantial amount of advancements in dynamic iraflic
propagation models, though it was independently developed from activity-based models.
Incorporaiing time-varying aspects to capture dynamic nature of traffic, DTA models and
dynamic traffic propagation models predict how traffic flows change over time by propagating
the dynamic travel demand onto the given ransport network. In the following chapter, the two
instances of activity-based models and dynamic traffic propagation models, ALBATROSS and
MaDAM will be discussed in detail.
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THE MODELS: ALBATROSS and MaDAM

3.1 INTRODUCTION

This chapter introduces two models and its operational model system in the field of activity-
hased travel demand modeling and dynamic traffic simulation modeling. Commissioned by the
Dutch Ministry of Transportation and Public works, urban planning group at Eindhoven
University of Technology has developed ALBATROSS. Another is MaDAM developed by
Goudappel Coffeng BV and Omnitrans International. The attempt to building the linked model
system in this research is facilitated by two application software, ALBATROSS and
OmniTRANS. Albaiross is a micro-simulation system which predicts activity-patterns of
mdividuals of every household based on decision rules incorporating various constraints
(Arentze and Timmermans, 2000), and hence, travel demand is predicted. OmmTRANS is an
integrated multi-modal transportation planning package. It delivers a set of tools used to address
an extensive range of transport modeling problems. In particular, MaDAM simulates the
propagation of traffic throughout the network, taking into account queuing and junction effects,
and automatically detecting network flow conditions (OmniTRANS Manual), and thus traffic
flow on the network is predicted.

This chapter is structured as follows. Section 2 presents conceptual model and its operational
model system of ALBATROSS. Conceptual description of Albatross first identilies the modeling
components, and then combines the separate components into an integrated model, consequently
constructing the modeling framework, The Albatross system is described in terms of
functionality of modules. Section 3 introduces OmniTRANS software package, also with
functionality. Then, dynamic traffic propagation model, MaDAM, is conceptually described
without mtroduction of mathematical details.
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3.2 ALBATROSS

Straightforwardly speaking, activity scheduling and organivzing ihe related travel are
characterized as complexity. Manifested traffic pattern 15 the result of complex decision making
process to participate activities at different locations considering spatial-temporal settings and
institutional context. Decisions regarding activity scheduling and its implementation relate to
multiple dimensions to be decided and they are interrelated 1o each other. Moreover, the
circumstances also are complex as physical environment changes from moment to moment,
transportation sifuation is uncertain, and mulii-day variations exist. This complexity may
dramatically influence the way individuals organize their daily life, including travel. Unlike the
utility-maximizing activity-based models, ALBATROSS assumcs thal mdividuals de not
systematically compare all possible activity schedules leading to optimal choice, but rather
follow learning process guided by circumstance-specific heuristics. The insighi is the starting
point of devclopment of ALBATROSS, abbreviation for A Leaming Based Transportation
Oriented Simulation System,

3.2.1 Conceptoal Framework

Modeling problem in the context of activity-based travel demand modeling involves activity
scheduling. Prior to modeling activity scheduling behavior, components for modeling need to be
identified first. This section introduces the key concepts by definition. The concepls are
translated into components of ALBATROSS. And, linking the components in an integrated
fashion formulates the ALBATROSS conceptual framework, Subsequently, activity scheduling
mechanism will be discussed, as the corc of the model is modeling aciivity-scheduling behavior.

3.2.1.1 Components of Activity-Based Travel Demand Modeling

As mentioned in the previous chapter, aciivity-based travel demand modeling predicts which
activities are conducted where, when, for how long, with whom, which (ransport mode is used,
and ideally the implied route choice decisions, taking spatial, temporal, institutional settings into
account. These decision dimcnsions are modeling components of the ALBATROSS model. In
the following, concepts and definitions of the components will be explained. The description is
based on the book of Albatross version 1 (Arentze and Timmermans, 2000).

A dav and a household is & unit of prediction in the model. ALBATROSS predicts activity
schedules of every individual of a household except children for a given day. Any given day can
be divided into a series of episodes. Hence, summing up the activity duration of all episodes of
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the day is 24 hours. Each episode represents another activity or trip, An episode is characterized
by a start time, an end time, and duration, A question ol which activities to perform is largely
affected by decisions made at the level of household. Activity calendar, which is a set of
activities that individual need to complete within a particular time horizon, say a month or a year,
is household-specific as it is based upon long-term household decisions and houschold
characteristics. Whereas time frame of activity calendar can be a week, a month, or a vear, what
consists of a list of activities that are planned for a particular day is acfivity program. Activity
program is drawn from household activity calendar and the activities of a program are daily
activities. Activity schedule, which is more common to us, is an ordered sequence and timing of
the daily activities, However, not all the activities in the schedule can be executed as they were
planned due to unplanned events. Realized activity schedule is called activity pattern and it can
be explicitly defined in terms of activity location, transport mode, timing, duration, and travel
party.

Activities can be classified in two ways in terms of the spatial location where an activity is
engaged and obligation to conduci activities. The first classification divides into in-home and
oul-of-home activities. They literally mean that activities executed al home or other than home.
Another i3 categorized into mandatory and discretionary activitics. While mandatory activities
are the activities that individuals must perform with some degree ol obligation, discretionary
activities are those in which an individual chooses to engage or not 1o engage, which means the
individual iz not obliged to perform.

Activities arc taken place at certain places in physical environment which is tangible, Even
though there are more activity locations beyond an mdividual’s cognition, imperfect information
of space limits activity locations that individuals conceive in physical environment. The only
those locations that arc familiar to an individual is called cognitive environment. Thus, a
destination is chosen out of location alternaiives of cognitive environment. Moreover, activity
locaiion is characterized by a set of attributes. Activity locations are specified with certain land-
tse narrowing down the possible destinations for conduct ol a particular activity.

Spatial separation of activity locations causes travel between locations to complete activity
schedule. What facilitates the necessary link between different locations is transportation system.
Even though the transportation system provides opportunity to overcome dislances,
transportation system itsell also acts as a constraint because travelers always consider how long
it does take to reach a destination in terms of temporal dimensions such as opening hours of a
shop, implying that travel speed matters for using the system, People organize travel in different
ways in order to increase the overall utility of activity participation. In other words, to minimize
travel cost, people malkte trip chains. Trip chain is defined as a series of trips that originates and
terminates at home and includes two or more stops between two home-based irips. Transport
maode choice is always involved lor planning out-of-home activities. Travelers consider available
transport modes at the time of usage. [n particular, availability of an individual car, lor example,
constrains the mode choice of a member of a household where there is only one car in a
household.



As a member ol society, there are some rules and regulations with which individuals must
comply, which are referred to as institutional context. Examples of institutional context include
opening hours of a shop and the mmimum age of eighteen for getting a driver’s license or buying
liquors. Especially, opening hours or available time slots of services dictates the earliest possible
starting time and latest possible end time for activity participation. Therefore, for scheduling of
each activity, an individual considers the temporal aspects in terms ol institutional context.

To sum up, activity scheduling involves sub-decisions on activity type, destination, time of
day, travel party, and transport mode. The related choices are modeled as a function of activity
calendar, an individual's cognitive environment, availability of transport modes, land-usc of
activity locations, and mstitutional context { Arentze and Timmermans, 20060,

3.2.1.2 Activity Scheduling Decision-Making Process

Having identified which wvariables are modeled in the Albatross model, this section describes
assumptions about the decision-making process in activity scheduling and execution of schedules.
That is to say, how an individual arrives at activity schedules of a particular day from long-term
activity calendar at the level of household, and additionally, how an individual chooses between
feasible activity pattcrns and rescheduling during the conduct of the activity schedule will be
discussed here. Rather than viewing choice as an optimal solution resulting from systematic
comparisons of all possible patterns as utility-maximizing models, the Albatross hypothesizes
that activity scheduling and cxecution evolve through leaming process that decisions are guided
by heuristics that are formulated, updated, or dissipated by experiences.

Decision-making regarding scheduling and cxecution of activitics involves not only short-
term decisions as daily activity schedule, but also long-term as activity calendar on a monthly or
yearly basis (Ben-Akiva and Bowman 1996, Ettema 1996, and Arentze and Timmermans 2000).
Even though activities in the daily activity schedule scem to be resulted from short-term
decisions specific for the day, those activities are considerably influenced by long-term decisions
at household-level. Long-term decisions of a household such as work location or residence
choice largely influences composition of activity calendar of a household. Besides, decisions on
marital status or number of children affect the activities that a household takes part in. Reflecting
the relationship between socin-demographic variables and lifestyle of a household, different
households have different activity calendars. This long-term household activity calendar
determines largest part of activity types that individuals take part in daily life. The activities of
the household activity calendar are allocated to household members, resulting in activity
program for every individual within the household. Then, individuals organize those activities in
some specific sequencing and timing. The activity schedule is converted into activity patterns as
activity scheduling occurs. Activity scheduling is a series of decision making process which
consists of sub-decisions for each episode in the activity schedule. The sub-decisions for each
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episode are choice about destination, activity start times, duration, if travel is involved, transport
moxde, and travel party.

It should be noted, however, that individual's choice i1s rather limited because of various
constraints. The ALBATROSS identified six types of constraints, extended [rom those ol
Higerstrand's (Arentze and Timmermans, 2000). Consiraints are incorporated in the modcl in
such way that it uses constrainls to sce what the possibilities, in other words, what feasible
decisions are, for each time a decision is made. Primarly, this concerns spatial-temporal
constraints: earliest possible start lime and latest possible end time of an activity reflecting
mstitutional context and what locations are within reach and what transport mode is available
and could be used. This corresponds to what geographers have called space-time prisms
described in the previous chapter.

Lastly, it is postulated that decision-making process relevant for activity scheduling and
rescheduling is based on leaming mechanism, In other words, individuals apply particular
heuristics for certain situation to solve the problem, activity scheduling in this.context. This
approach is different from econometric models in which optimal solution is pursued by
exhaustively examining all possible options. Rather, choice might be sub-optimal in heuristic
approach as the individual has not tried every conceivable options resulted from adoption of
certain rules that is situation-specific. Experiences make heuristics to be newly lormulated, be
adapted in response to changes, be reinforced by repetitive behaviors with positive results, or be
dissipated by negative experiences. Initially, individuals may try every possible activity patterns,
given that they have very little knowledge about the environment. Whereas positive experience
reinforce the choice of the activity pattern in the future leading to habitual behavior, negative
experience atlenuate the usc of the pattern, eventually resulting in disappearance of it. As their
experience repeats, individuals gradually have preferences lor certain activity patterns.
Consequently, individuals develop scripts, defined by Arentze and Timmermans (2000) as ready-
made heuristics under specific conditions. During the cxceution of the activity pattem,
individuals often encounter unforeseen events that adaption needs to be made. It should be noted
that under this changed environment, individuals do not consider all options, and rather they use
more generic rules that have proven to be adequate and satisfactory in the past. Based on the
understanding of concepts underlying the Albatross model, what is following is description ol
operational system of the conceptual model.

3.2.2 The ALBATROSS System

The conceptual framework is operationalized as ALBATROSS system, The system is a rule-
based model where a schedule results [rom applying choice heuristics that individuals develop.
Like the other computational models describing scheduling, Albatross assumes a sequential
decision making process that sub-decisions are made in a specific sequence. Choices of activity
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type, destination, time of day, travel party, and transport model are explicitly predicted by the
model.

The description of the model system is based on the current version of ALBATROSS,
Version 4, also used in this research. Albatross—4 is estimated on the national travel survey
dataset (MON). The travel survey substitutes activity diary data because transformation of the
survey imto activity diary data format was possible. As the data collected [or the entire of the
Netherlands mvolving 45,000 person-days, Albatross-4 is fully operational on a national scale.

Albatross is rather a broader model system in its opcration, beyond the fundamental module
that generates schedules. Before starting a prediction run for scheduling, Albatross first generates
a synthetic population for which schedules arc to be predicted. The next step involves the main
part of the system to predict the activity schedules of the individuals in each household. During
the prediction run, three system components interact; they arc the scheduling engine which
controls scheduling process, the decision unit from which the choice outcomes are delivered, and
the inference system that derives required information about conditions using analytical rule-
based models. All relevant input and output of the three system cores are stored at database of
the system. Regarding a post-processing step of the results obtained from prediction runs,
Albatross has additional agents that further process predicted activity schedules in several ways
to derive useful information.

As micro-simulation models involve construction of a data set representing the
characteristics of the individuals of a household as the first step, a population needs to be
synthesized in Albatross prior to predict the schedules of the individuals. Like many other micro-
simulation models, a method to population synthesis in Albatross is based on the conventional
approach originally developed by Beckman, ef al. (1996), Iterative Proportional Fitting (TPF).
The ultimate usc of IPF is to estimate a multi-way table. A representative sample of the
population and demographic census data are necessary to construct the multi-way table. Margins
of the table are given by demographic data and initial proportions in cells of the table are derived
from the sample data. It is a process of finding cell proportions as the initial sample data is
gradually adjusted through repeated calculations to fit the given margins while correlation
structure in the multi-way table is mamtained. As a preprocessing step to apply IPF,
demographic data is transformed into household data using relation matrices because Albatross
needs household level data as well and demographic census data is not available at household
level (Arentze, et al., 2008). The methodology of population synthesis will be further discussed
as a separate chapter in the following.

Central to the model systern is the scheduling engine, which simulates the scheduling of
activities of individuals across the day. Intuitively, scheduling and execution phase entails
rescheduling behavior so as to improve the preliminary schedule or adjust the revised schedule
due to constraints and unexpected events. Rescheduling operator, however, has not been
implemented in the current operational model, and thus, only preliminary schedule which is the
first outcome of scheduling process iz predicted in Albatross. Individuals solve scheduling
problems following some specified sequence as the scheme of Figure 3.1 shows. Generated
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Figure 3.1 The scheduling process of Albatross

activity schedules, resulting from the sequential decision making process, describe multiple
facets of activity and travel; for a given day which activities are conducted, when it starts, for
how long, where, and, if traveling is involved, the travel mode and chaining of trips. Within the
predelined sequence of decision dimensions, Albatross uses a priority-based scheduling process.
For example, mandatory activities are scheduled prior to discretionary activities. Moreover,
location choice of {lexible activities precedes those of mode choices.

The distinctive feature of Albatross is its constraints-based search to solve the scheduling
problem. In other words, various constraints are satisfied for every decision making step through
the entire scheduling process. Each time a decision is made it uses constraints to see what
feasible decisions arc. Albatross delineates the choice set or choice range from all scheduling
constraints given by available data. Primarily, this concerns spatial-temporal constraints: earliest
possible start time and latest possible end time of an activity and what locations are within reach
and what transport mode is available and could be used.

The lundamental level of modeling is a particular houschold and a particular day. But this
doesn't imply that Albatross models household-level decision making. Rather, household
interactions are incorporated in scheduling of individuals of a household in several ways. Car
allocation problem between household members is taken into account in mode choice of
individual members where there is only one car and more than one drnving license. Although



scheduling of each houschold member is implemented simultaneously, the current schedule ol
other members has a direct impact on decision making of another person, alternating choice
options. Lastly, the presence of children, il any, is taken into account as a condition for
scheduling decisions.

The Decision Unit conlains choice oplions and decision rules. Although the choice
alternatives are predefined by the external data, the structure of decision rules are empirically
derived from activily-travel diary and the induction is executed by learning mechanism. A
decision tree (DT) formalism iz adopted to represent choice heuristics. DT consists ol a list of
condition variables and action variables, Condition variables relate to attributes of household,
physical environment, or transportation system. Action variables refer 1o the available choice
alternatives. The primary reason why the system takes DT representation rather than
unstructured rules lies in its property that exhanstiveness, exclusiveness, and consisiency among
choice options are guaranieed. As a method of learning mechanism, CHAID-related algorithm is
used in the system. Inductive learning algorithms from Al can also be used, but CHAID-based
algorithm is more powerful for modeling probabilistic rules (i.e., rules that predict choice
probabilities rather than a deterministic choice). The possibilities of the two DT induction
methods are explored and this is described in conerete in the book ALBATROSS version 1
{Arentze and Timmermans, 2000). The process model uses a total of 26 decision trees to derive
decisions in the scheduling process. Complementary to the decision unit is the inference system
that consists of analviical and rule-based models for deriving needed information aboul
constraints from available data about the study area and the household considered. These models
represent basic knowledge about scheduling constraints by calculating temporal constraints or
defining dynamic location choice sets, for example.

The database 15 where a set of data files and generated activity schedules in run-time are
stored. The input data concerns information of study area; houschold attribute, land-use pattern
such as opening hours and possible location for specific activities, and transportation system,
What is important in transportation system is a set of travel time matrices under free-flow,
shortest path as well as real-tralfic conditions. On the other hand, ocutput dala includes schedule
information; observed schedule and predicted schedule,

The scenario agent allows users to define various scenarios to simulate the eflccts of policy
measures or population composition change. The scenario builder provides the interface to
manipulate system parameters such as composition of the sample fraction of population or
change attribute settings such as transportation environment and land-use. Simulation of traflic
flows on the network and adjusting travel time data dependent on network capacity may improve
accuracy ol prediction. Nevertheless in the present model Albatross-4, trallie propagation does
not take place and thus does not include feedback of travel-time realizations to the scheduler. No
iterations oceur in a prediction run.

Having the predicted schedule for each person of the symthetic population, the set of
schedules can be analyzed m several ways by reporter agent ol Albaiross. It supports the display
of basic properties of complete activity pattemns, tours, trips, together with derived statistics. In
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particular, trip matrices possibly disaggregated on some third dimension such as mode can be
generated. Relevant to assessment of envirommental and transportation policies, the system
calculates as set of indicators, Moreover, similarity between observed and generated activity
schedules is measured by goodness-of-fit analysis. To account for interdependencies between
decision dimensions as well as sequential order of elements, multidimensional sequential
alignment method (MDSAM) (Joe, et 4., 1997), i1s used. In addition, impact assessment can be
done by companson of activity partern under base-line and scenario condition. Rather than the
ohserved set, the activity pattern under zero-change condition is used because a bias is
unavoidable, thus the found diflerences cannot be attributed to the scenario conditions alone.
Albatross does not run multiple times to test the statistical significance of the found differences,
but ene time. In other words, the ocutput is randomly divided in & number of parts and then the
statistics are calculated. This is similar to # times run on 1/n of population. Given the predicied
schedules under both conditions, they are compared in terms of the frequency tables, indicators,
and trip matrices generated between the null scenano and the scenario condition.

33 OmniTRANS and MaDAM

In this research, OmniTRANS software package is used for modeling dynarmic traflic assignment.

Particularly, MaDAM. which is a traffic simulation heart of OmniTRANS, is run as the
subsequent step after prediciion of travel demand by Albawoss. This section touches on a brief
description of the software package and conceptual details of the MaDAM without providing
mathematical description of the model.

331 OmniTRANS

OmniTRANS is a transport planning software package. It is a comprehensive tool that not only
supports addressing of various transport modeling problems but alse satisfies different users such
as planners, consultants, and researchers with different pwposes and needs. The application of
OmniTRANS is extensive as it allows a user to manage data and projects with user-friendly
syslem interface, manipulate medeling process in & user-defined way, apply diverse renowned
transport modeling technigues to problems, and analyze the model oulcomes in several ways.
OmniTRANS provides a rich interface for managing and manipulating the system. Project
and data management and network editing are available through interfaces. The data and models
relevant for analysis are managed as a project. The project templates allow different users to
work in collaboration by establishing uniform standards and styles, And potentially large and
complex datasets are easy to control in OmmTRANS. Transporit modeling data generally relates
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to multiple dimensions such as transport mode, time, and ete. This multiplicity makes data very
complex and difficult to manage. In Omnitrans all data and process results are constructed and
stored in an origin-destination ‘Matrix Hypercube’ in terms of six dimensions: purpose, mode,
time period, user, result, and iteration (PMTURI). Although conventional origin-destination
matrices typically are two-dimensional, Omnpitrans provides more expanded concept of trip
matrices into PMTURI structure, While input data can be structured as PMT(U)-combination,
output skims can be stored in PMTURI-combination where result and iteration are added.
Therefore, a trip matrix is always referenced by means of a PMTU-combination. For [lexibility,
users are allowed to define the structure of the dimensions as one intends. Thus, efficient and
consistent storage and management of data arc possible.

What enables unlimited potential for modeling in OmmTRANS is its scripting language
which is used for editing and organizing modeling jobs and managing the execution of the jobs.
OmniTRANS job language (OJL) is based on the Ruby object oriented programming, The Ruby
is attractive in that it is open source language and no significant programming knowledge or
skills are required to use it. OJL adopts the entire native Ruby language. But, Omnitrans-specific
classes arc added to Ruby standard classes to deal with iransport modeling problems. Users can
interact with the system by explicitly defining job scripts so that the task specified by the uscrs
can take place. Therefore, OJL is powerful in developing innovative transport models of any
scope and style.

A number of aspects of travel can be modeled by the help of modeling techniques availahle
in OmniTRANS. Basically, it models both travel demand and traffic assignment, yet it is
addressed in many ways. It is 2 multi-modal and multi-temporal system. On the one hand, travel
behavior can be analyzed on an aggregated or disaggregated level. For example, maffic can be
described for multi-users classes. On the other hand, modeling can be done in a static or dynamic
way in terms of time aspects.

Additionally, OmniTRANS provides useful toois to make use of the modeling outcomes. The
system facilitates the graphic representation, the visualization, the comparison of the results, and
the report generation, and thus, the results can be presented in a form that is easily legible and
understandable so that the users can draw any meaningful implication from it. Regarding the
graphic representation and visualization, modeling data and results can be represented in a
graphic format such as chart and graph. Furthermore, animated display in relation to time periods
is possible by synchronizing animated displays for multiple time slices. And for the visual
representation, users can manipulate labels and annotations. Given the charts or graphs, scenarios
and dimensions can be compared within OmmTRANS. Finally, the data and the results together
with the graphic representations can be presented in nicely formatted reponts.
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332 MaDAM

Although MaDAM (Macroscopic Dynamic Traffic Assignment Model) itself is not a dynamic
assignment model, it is ron in the DTA framework as a small part of the DTA sysiem, specified
for dynamic network loading. Within the DTA framework, the MaDAM, the macroscopic traffic
propagation model, simulates route flows onto the given network. As the name of the model
suggests, it is the macroscopic model taking principles from fluid mechanics. Attractiveness of
the macroscopic simulation model is that it is faster and deterministic, and easier t© use than
microscopic simulation models or analytical macroscopic models. Microscopic simulation
models are slower to configure the network and are not applicable to large networks due to the
fact that everything is analyzed on the level of individual vehicles. On the other hand. this
macroscopic simulation model does not put too much emphasis on theoretical and mathematical
structure of problem as analytical macroscopic modcls do, but this doesn’t mean that the
sitnulation models have little mathematics (De Romph, 1994), The following text explains how
MaDAM works within the DTA framework and distinctive features of the model in detail, The
explanations refer to several research papers published by Omnitrans International, the
Omnitrans sollware package manual, and the website (http://www.omnitrans-intemational.com).
Here, MaDAM will be described in terms of the DTA framework because the uliimate use of
the model is to solve the traffic assignment problem. As explained in the previous chapter,
dynamic assignment consists of two sub problems; route choice and dynamic network loading.
Likewise. route choice and MaDAM are combined for DTA in Omnitrans (see Figure 3.2). A set
of routes is necessary 1o simulate traffic. This implies that routes must be prepared based on the
O-D trip pairs. This route generation is implemented as an inirinsic part of DTA, and thus, route
choice is modeled as a pre-processing step in the software to running of MaDAM for dynamic
flow propagation. Many methods arc available for route generation (Raadsen, ef al., 2009b), but
the MaDAM uses tum-fractions based method, as follows. The process of rouie generation is to
estimate the division of [low over the network. This concerns the calculation of splitting rates for
tuming movements at exit links of nodes. Each exit links has turning proportions which is
defined as the portion of traffic volume entering a node and leaving the node through one of the
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exit links. Turn-fractions method is computationally friendly in that routes are not traced during
DML and splitting rates are defined at the node level per exit links, not per route, Splitting rates
need to be determined on beforchand and static assignment is used to define the mnitially tuming
fractions in Omnitrans. Static route choice model is implemented in an iterative framework
where static equilibrium split proportions are converged over iterations. Therefore, a set of turn
fractions are static and have no time clement. However, true dynamics can be captured only
when the route choice varies over time in relations to traffic conditions and this is implemented
in StreamLine framcwork which is the latest DTA system in Omnitrans. To make time-
dependent route choice possible, a technique of layering is used. Vehicles departing at the
beginning of a simulation period are only handled using the initial turn fractions resulted from
static assignment. Then, newly departed vehicles traffic is propagated using additional layer of
fractions that is based on the updated route choice behavior. That is to say, the flows departing at
different moments in time employs different sct of tumn proportions.

Having defined the tuming proportions at each exit link, the next step is to load the trips
departing from cach origin onto the network at the start of simulation period. And this dynamic
network loading is implemented by MaDAM. The MaDAM propagation model is a second order
model originally based on Papageorgiou’s METANET which is developed from the so called
LWR model through a first order cell transmission model (Daganzo 1994). Cell based models
are widely used as macroscopic DTA model and such models divide links into equal length
segments or cells in order to propagate traffic. Each cell holds information on its relevant
variables such as density and speed. Vehicles move from one cell to another. Similarly in
MaDAM, Omnitrans automatically divides links into smaller segments to capture more dynamics
and more accuracy of prediction. Through dynamic network loading, the trips are propagated
along each link through predetermined routes and when they reach nodes, they are split between
the candidate exit-links using turn proportions. By the end of the modeling period, all trips have
reached their destinations. It is noted, however, that at any given point in the network, we do not
know where the trips come from or where they are going to because trips are moving through
time and are aggregated over all O-D pairs. As a consequence of dynamic network loading, a
series of loads are obtained. Those indicators of traffic loads include density, flow, or speed of
each link. Link loads are computed for smaller segments into which the system automatically has
been divided into, And for each segment and cach time step, the traffic situation is computed
conditioning upon the amount of traffic on the road and situation upstream or downstream. In the
system, computation of link loads can be done for every second. However, storing the results on
this level of resolution will not be practical. For this reason, aggregation to some extent is needed
so that the results are manageable or usable for drawing some implications from them. By default,
the system stores the values for 15 minute periods, but time step size can be controlled by users
by setting.

Lastly, additional but optional features of MaDAM are junction modeling, cordon
assignment, and animated representation of output. Junction is defined as any node that has three
or more connected links, Inclusion of delays caused by the presence of junctions can improve the



THE MODELS: ALBATROSS and MaDAM [EERD

assignment results significantly, especially in urban arca since delays arc an imporiant factor
affecting travel costs. The module is designed to determine the tuming delays for motorized
traffic. Tt calculates the average delay per vehicle for each turning movement on the basis of the
junction lavout and wrning flows. As a link is divided into segments for computation of link
loads, a link at junctions are segmented into approach lanes for junction modeling. Tt also adopts
fluid dynamics principles but specified for traffic behaviors at junctions. For each approach lane,
delays are calculated and then converted into speed. Another feature involves cordon assignment.
By defining cordon, traffic propagation is not always simulated for the entire network, but can be
mmplemented for the area of interest. Cordon matrix is not used, but it iz manipulated by cordon
selection tool of Omnitrans. Furthermore, the results can be visnalized in animated style as a
video display. The video shows changes of network condition during the simulation period.
Variations of tratfic flow over time or other attributes such as speed and density are represented.

34 CONCLUSION

This chapter described the two models relevant to the research: Albatross and MaDAM. Whergas
Albatross predicts travel demand by generating the activity schedules of individuals, MaDAM
simulates the predicted travel demand onto the transportation network by propagating the route
flows. Linkage of the two models would result in an alternative for the the four-step modeling
process which still iz used predominantly in practice. Albatross’ system heart is the scheduling
engine which predicts the activity schedules. Since it is a micro-simulation model so that
simulation of agents is necessary, the population synthesizer estimates individual-household
attributes using IPF method as a preceding step. Having generated a (synthetic) population, the
scheduler runs the prediction of the activity schedules of every individual of households, The
scheduling process lollows a predelined order of decision-making steps relevant to activity
participation: activity type, time of day, trip chain, activity location, and transport mode, etc. The
scheduling process is additionally supported by the decision unit and the inference system,
making Albatross a rule-based system. The decision unit contains the tree-like structured
decision rules and choice altematives of which the individuals make use when decision-making.
Albatross determines available choice options or ranges taking into consideration the various
constraints and this is facilitated by the inference system consisting ol analytical models. The
resulting activity schedules can be further processed to generate a report with summary statistics,
system performance measures, ¢te. In particular, what is the most relevant to the research, trip
matrices with a third dimension such as time of day or mode can be derived from the activity
schedules which matches the trip tables that are input to tralfic assignment implemented by
MaDAM in Omnitrans. MaDAM itself is a dynamic network loading model that merely
simulates the traffic streams through specific routes in the network, This indicates that routes for
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propagating the tratfic need to be generated and this is done in a step preceding the execution of
MaDAM in Omnitrans. The route choice is modeled to derive turn-fractions. Turn proportions at
every exit link are defined by running a static assignment that is iterated until equilibrium is
reached. Thus, it results in static equilibrium route scts and, which, in turn, are usaed as input to
MaDAM. Dynamic network loading outputs traffic flow attributes such as density or speed. The
outcomes are calculated for small segments of a link and stored for every couple of minutes to
meet the higher degree of accuracy. In addition to this table representation, the results can be
visualized as animated video.
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DELINEATION OF STUDY AREA

4.1 INTRODUCTION

This chapter covers the first research issue mentioned in the introduction part of this report, The
study area is the area within which transpori flows are of interest. In existing transport models,
the boundary of the study area is defined by what is called as external cordon or simply the
cordon line. The arca within the cordon is subject to explicit modeling and analysis. On the
contrary, outside the study area boundary will not be considered as relevant for the problem at
hand, describing traffic networks is limited only within the study area. In general, it 15 assumed
that there is no change in travel domand interacts with outside the study arca when scenarios arc
considered, Albatross is a national model which simulates activity-travel patterns of the entire
Dutch population. The spatial scope of Albatross and MaDAM matters to link the two models.
While Albatross so far has only been used for whole of the Netherlands, dynamic traffic
simulation is computationally not feasible for a nationwide area. That is to say, small size of
network is typically used for traffic simulation, implying that a smaller local study arca necds to
be selected to make the two models compatible. Therefore, this requires adaptation of the current
version of Albatross on a national level to handle travel demands on a local level.

In turn, delineating a certain part of the entire region as a study area always accompanies
problems of external trips, which have at least onc trip end outside the boundary of the study area.
Even though external trips influence the traffic patterns within the cordon, importance of them
are often overlooked. They arc usually assumed to be constant. That is, only internal tops
respond to changes under scenario situation, while external trips don’t. It becomes problematic
when scenarios are considered for prediction of travel patterns of swudy area. External trips
indeed, however, are influenced by changes in environment. The assumption is unrealistic in the
sense that traffic movements are dynamic in nature and needs to be relaxed to achieve accuracy
of prediction. Since the primary purpose of this research is to capture the very aspect, thus,
changes of external travel patterns must be taken into account in its prediction, To handle this, a
new algorithm is developed and embedded in Albatross application. This chapter is structured as
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follows, First, the local study area used in this project is presented. Second, the chapter explains
definition of walfic zones and trip categories relevant lo this problem. Third, an existing
approach to deal with external trips, specifically the method used by Omnitrans, is introduced.
Lastly, the chapler explains the new algorithm in detail and discusses the performance of the
algorithm.

4.2 TIESTUDY AREA

Due to the computational feasibility of running of the linked model system, a smaller local study
area needs to be selected. The study area i3 most of Noord-Hoelland, & province situated at the
Nerth Sea in the northwest part of the Netherlands as depicted in Figure 4.1, The major cities and
towns of the province are Amsterdam, Haarlem, Hilversum, Den Helder, Alkmaar, Zandaam,
and Hoorn. The island of Texel is alsc part of the province. Amsterdam, which is the finaneial
and cultural capital of the Netherlands, is located in Noord-Holland, Many large Dutch
institutions have their headquarters there. Moreover, the city is one of the famous sightseeing
places as it draws 4.2 million tourists every year. As the region is characterized asg a cily of
finance and tourism, the Netherland's main airport, Amsterdam Airport Schiphol is located
southwest of Amsterdam. The study arca consists of 436 postcode arcas. There arc 25 cordoned
posteode areas. These cordoned areas, called as edge zones, are created to handle external trip
flows,

The size and geographical characteristics ol a region mlluences trip paticms ol the region and
adjacent area as well. I the region is geographically important with key land-use functions such
as central business district, more trips arc attracted to the arca. In tumn, this implics that external
trips account for considerable proportion of lotal travel of the study arca. Likewise, Amsterdam
attracts a large amount of traffic from other regions. In particular, the impact of external trips to
total travel of the northemn part of the Netherlands is expected to be large enough to affect traffic
patterns of the study area as the city is located onto southeast of the province where the boundary
of the study area lies. Therefore, extemal trips must be dealt with some degree of discretion in
this research.

4.3 INTERNAL AND EXTERNAL TRIFS

In order to predict travel patterns ol the study arca, network links continnously ¢xtending
towards outside a study area are cut off by the cordon line, Encircling a geographical region with
a cordon line, two types of tralfic zones can be created: external and inlemal zones. Extemnal
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zones exist outside the external cordon. On the other hand, inside the extemal cordon are termed
internal zones. Based en the two types of traffic zones, three types of travel patterns apply.
According to where trip ends lie in terms of the boundary of study arca, travel pattern can be
divided into three types {Gharcib, 1996; Martin and McGuckin, 1998; Anderson, 1999; Ortazar
and Willumsen, 2001). Trips that both begin and end inside the area bounded by the cordon are
called internal-internal {II) trips. External trips have at least onc end outside the cordon line. This
trip category can be further classified into internal-external (JE) {or, extermal-internal) and
external-external (EE} trips. When one trip end is outside the study area and another is within the
cordon, it can be either external-internal or internal-external frip. The only difference between
the two is direction of the movement. Whereas external-internal trips arc inbound trips, intemal-
external trips are outbound trips in relation with the study area. When both origins and
destinations are outside the cordon, they arc termed through trips or extemal-external trips.
Traffic zones and trip categories are depicted in Figure 4.2,

In existing transport models, external trips are usually modeled at external stations.
Intersections where network links meet the cordon are defined via external stations which
effectively serve as doorways to trips, into, out of, and through the study area. Circumscribed
study area with discontinuing transportation network results in a [initc set of origin and
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Figure 4,1 Cartographic map of the study area
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Figure 4.2 Traffic zones and trip categaries

destination pairs in trip matrices. Nodes that contain the external stations are appended to siudy
area (-D trip table as origins and destinations of external trips. All trip categories introduced
above can be illustrated in a matrix format, resulting in a complete study area trip table (see
Figure 4.3}. In addition to internal origin and destination zones which account for internal trips,
nodes composed of external stations are appended to a study area O-D trip table. The matrix can
be divided into four parts that cxplains each trip category. Blue and red colored part accounts for
imternal trips and external trips respectively.

44 EXISTING APPROACH TO DEAL WITH EXTERNAL TRIPS

Because of the small proportion of external travel relative to total travel, the effort on measuring
and modeling external trips has been less intensive than for intemal trips (Martin and McGuekin,
1998}, In general, the models representing exlernal travel patterns are separate from and less
complex than those that describes interactions of trips within the study area, treating external
trips as completely independent from internal trips.

The approach that Omnitrans uses to deal with external trips is explained here. For ease of
naming of the approach, it is called the cordon line method throughout the text. The reason
behind the development of the cordon line method is twofold: 1) to analyze the traffic pattern of a
particular region of interest and ii) to achieve computational feasibility 1o run dynamic traftic
assignment. In a pre-processing slep, Omnitrans typically predicts the travel pattern of the
Metherlands applyving a npational model of the conventional four step type. Since traffic
simulation for a large transport network as a whole country has a problem of computation burden,
static traffic assignment techniques are used to preliminarily predict traffic flows for entire the
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Figure 4.3 Mairix representation of trip categories

Netherlands. However, as discussed in the literature review of traffic assignment, dynamic traffic
assignment has been developed and become extensively used in analysis to capture the dynamic
property of traffic. Nevertheless, static traffic assignment techniques still are widely used in
transportation research. In order to mun dynamic traffic assignment as well as model traffic
behavior of a certain region, smaller size of study area is required and il concerns delineation of
study area. Here, the cordon line method is used. Study area is circumscribed by the cordon line
and extemal stations where external trips come in and go out arc determined at nodes where
transport network and the cordon intersect, As explained above, nodes at intersections are
appended to study area O-D trip table as part of origins and destinations (see, Figure 4.4). 1t is
neceessary 1o have the size of external trips to complete the study area 0-D mainix. The external
trip volumes are oblained from the result of static traffic assignment of the national model of
Omnitrans. It is assumed that they are fixed as constant in further analysis. The completed study
area O-D trip table is used for applying dynamic traffic assignment techniques or scenario
analysis of study area.

Although the cordon line method enables transport analysis only for a specific area of intercsi
and application of dynamic traffic assignment techniques, the method is limited in the sense that
the results of further analysis such as scenario analysis or dynamic traffic assignment is not truly
dynamic. The assumption of static cxternal trips is critical jimitation of the cordon line method.
First, the assumption of constancy of travel patterns at external zonecs is unrealistic because
external trips are dynamic in reality, instantly changing in response to changed environment and
with respect to time. The assumplion becomes problematic particularly when scenarios are
considered. No matter what scenario is defined for study area, the result is that only internal trip
patterns are responsive to changes while external trip patterns are not. Let us consider an
example scenario of population growth at outside study area. If population growth rate outside
study area is dramaltically increasing, this aftracts many people of the study area due to job
opporiunities, and thus, the size of external flows may increase. And even more, this may have
an impact to intermal trip paitern. However, the existing method does not reflect change of
external travel pattern. Second, nevertheless the percentage of external travel may be small as
internal trips account for a sizable part of trip patterns of a study area, decisions regarding
improvements to facilities that carry high percentages of external trips must be made with some
degree of confidence. For example, in case of a big shopping mall with an easy access by motor
way is constructed outside adjacent to the study area boundary, there must be huge demand for
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the facility by residents living in the sudy arca duc to good accessibility and diversity of goods.
Subscquently, shopping trip patterns would change as to this, leading to decreased shopping
travel within the study area and increased outbound trips. The examples demonstrate that
medeling external trips is important as much as that of internal trips. The following section
presents a newly developed algorithm dealing with prediction of external trips based on
Albatross because travel demand is subject to prediction by Albatross in the project.

4.5 NEW APPROACH WITH PATH FINDING ALGORITHM

The previous section introduced the cordon line method and raised the need for a new approach
to deal with extemnal trips. Not only dynamics of intemal trips but also that of external trips must
be incorporated in traffic prediction of study area. Although external trips occupy a relatively
small proportion of total flows ef a studied area, they have a significant impact on intemal trip
patierns and use of facilities crossing the cordon line and passing entirely through the study area.
Besides, as the crucial objective of this research is to caplure dynamic aspects in transport
modeling, external trips needs to be modeled as they are responsive to environmental and
temporal changes.

The current version of Albatross is extended to handle aforementioned aspects and enable the
link with MaDAM, Albatross’ original study-area, all of the Netherlands, is not changed.
meaning that the activities and trips from the entire national population are predicted, Travel
demand on a national level is obtained, resulting in nationwide O-D trip table. Simply sorted out
cells of study area origin and destination zones from the whole O-D frip table de not include
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external trip counts if the smaller study area is delineated. The edge cells of the study area trip
1able only contain the trips that depart at the origin and amive at the destination, External trips
have their initial origins or final destinations outside study area. Therefore, in order to complele
the study area O-D trip table, external trip counts should be added to edge zenes where the
external trips pass. Whereas Omnitrans uses static traflic assipnment to obtain external wip
counts, Albatross uses dynamic flows and furthermore applies a different appreach because
prediction depends on zonal travel time data rather than road network data. What is developed is
a new algorithm which identilies entry or exit points through which extemal trips pass. This
method salisfies a considerable amount of precision for prediction of external trips because the
outside area is predicted as well whereby the algorithm directly finds the best possible external
stations that can be used for making external trips. Moreover, since Albatross predicts travel
patterns for a whole day of 24 hours tme period as well as the whele population, time varying
external trip volumes receptive to environmental changes can be obtained. It allows prediction of
changing external trip patterns even under scenario settings. The following text describes a new
approach with the path linding algorithim.

Above all, it is necessary to define external stations that trips are, into, out of, and through
study area. For the reason that ravel time data of trips in Albatross 18 based on postcode area
matrices instead of road network directly, they are defined at centroids of posicode areas, rather
than nodes where the roads intersect with the extemal cordon as in Omnitrans, The postcode
areas where the external stations are deflined are called edge zones. External stations are
allernatively named as entry or exit point according to orientation of external trips. In other
words, if a trip gets into study area using an external staiion, the station is called entry point of
the trip. In contrast, the station can be exit point in case of an outbound trip. Thus, whereas
internal-external trips or external-internal trips have only one entry or one exit point, external-
external trips have both entry and exit point as they pass through study area. Figure 4.5 illusirates
the new approach.

Having defined entry/exit points of a study area, the next step involves application of the path
finding algorithm to all possible combinations of origins and destinations so as to find the best
feasible entry/exit point that can be used for iravel belween each O-D pair. The algorithm works
with a postcede O-D matrix. The matrix is not a conventional O-D trip table. This matrix defines
the entry/exit point where the trips come in and the entry/exit points where the trips go out, for
each combination of ongin and destination. In case a trip is an internal trip or the trip that has no
relationship at all with study area, entry/exat point i2 not relevant and the case is coded as missing
value (=0} for bath entry and exit peints in the matrix, Otherwise, entrywexit point is coded with
postcode area that the route uses for making external trip. As a resultl of running the algorithm,
the matrix i3 filled with a poestcode of the entry/exit point for every O-D pair.
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How the algorithm identifies entry/exit point between O-D pairs is discussed here {seg,
Figure 4.5). The algorithm finds an entry or exit point which minimizes total travel time if the
route connecting the specific origin and destination is considercd to be an external trip. It
calculates travel length in tolal travel time ol two types of paths between origin and destination.
First, total travel time of the direct route between the origin and destination is obtained. The
direct route travel time here is travel time ol lastest route bhetween postcode origin and
destination. It is the value of a cell in the travel time O-D trip matrix which represents travel
times between O-D pairs. Second, the same trip iz presumably considered to be an extemal trip
that must pass entry/exit point at edge zones. Let us call this external trip route as an artificial
route, With a restriction that the path must pass the study area, the second total travel time, the
artificial route travel time, 18 computed. For this case, the algorithm constructs the trip in such a
way that it is divided into two or three legs by entry or exit point as a reference point ol split. For
EE trips, the artificial route consists of three trip legs: a trip from origin to entry point, from entry
poini to exil point, [rem exit poini te [inal destination. For EI or IE trips, there are two tnp legs: a
trip is from origin to entry/exit point and another is from entry/exit point to destination. The
artificial route travel time is the sum ol iravel time of every trip leg delined in the travel time O-
D) matrix, The entry and exit points are defined such that the sum of travel time across the legs is
minimized. Constructed in that way, it should be noled that the total travel time of an external
trip route is always longer than that of a direct route, This is because extra trave] time between
network node at edge zone and entry/exil poinl exists resulting from cutting a trip into pieces.
Since origin and destination are defined at postcode centroids, a travel time in the ravel time
matrix include fravel time from network node to centroid. As construction of artificial route
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concerns entry/exit point and it can be regarded as intermediate origin and destination within the
whole trip, the artificial route travel time is aggregation of travel time of each trip leg in the
matrix. This implies that there is always extra travel time from network node to entry/exit point
at edge zones.

Using some tolerance of difference caused by the measurement procedure, a decision on
whether the trip is considered to pass through the study area or net, is made during the process. It
always holds that the artificial route travel time is longer than the direct route travel time. Here,
the two travel times are compared. Within the level of tolerance, it is considered that the trip is
made by through trip although the artificial route travel time is more than the direct route travel
time. If the difference between the two travel times exceeds the level of tolerance, then the trip is
assigned to use the route totally outside the study area which means no interaction with the study
area. This procedure holds for EE-trips, Le. trips that have beth ends outside the study area.
Unlike EE trips, no decision is involved for trips that have only one cnd in the study arca because
both artificial route and direct route anyhow enters or exits the study area.

In the following, it describes the algorithm in detail for two types of extemal trip: external-
internal {internal-external) and external-external. Since the same principal of the algorithm
applies to EI and TE trips, they will be explained together. And through trip case will be
separately presented. Figure 4.5 illustrates the method. While internal-external trip originates
from an internal zonc and destined to an external zone passing through exit point, external-
internal trip enters to the study area using entry point. An example is shown in Figure 4.5 of an
external-internal trip. The algorithm calculates two travel times, The direct route travel time is d;
{direct from O; to Dy} The anificial route travel time is (I; + 3 + 2&¢), a sum of travel time from
0Oy to E; and from E; to D). 2e; is the extra travel time, resulting from the construction of the
artificial route. E; must satisfy the condition that total travel time between Oy and Dy is
minimized. As previously explained, the travel time of the antificial route is longer than that of
direct ronte. However, the difference berween the two travel times is not much for this type of
trip hecause the direct route any how passcs through the edge zone. And what makes the
differsnce in both travel times is the extra travel time of the artificial route. Therefore, in case
one trip end is inside and another is outside the study area, comparison of both travel times is not
much meaningful because the direct route is also an external trip.

Tt is more complicated for a trip depanting from and amiving at external zones, both origin
and destination is outside the study area, in other words. Similar to an EI trip described above,
through trips are split into three trip legs: a trip from O, to E;, from E; to Es, and from Ej to Dy,
The direct route travel time is d;. This is the fastest travel time between Oy and Ds. The artificial
route travel time is (15 + 1y + 15 + 2 + 2&3). And E» and E; are the points that minimize the total
iravel time of the artificial route. Extra travel time is involved in every trip leg because eniry/exit
points do not lie on the network node. As depicted as green line in Figure 5.5, there always exists
additional travel time from a node on the path to entry/exit point of the edge zone when the direct
route is intentionally cut into pieces. Given the two travel times, the algorithm compares them.
The tolerance level functions as a criterion of judgment which route to use between the direct
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route and the artificial route, The tolerance accounts for an allowable extra travel time, 2o, + 2es,
in the example. If {2e; + 2e3) exceeds the tolerance level, it is assumed that the trip follows the
direct route, which is outside the study area. In other words, under the condition that
‘tolerance level = 2e, + Ze; = D' is satisfied, the trip is subject to take the through trip routc.

4.6 PERFORMANCE TEST OF THE ALGORITHM

The path finding algorithm described above is tested with some predefined O-D cascs to sce the
algorithm works properly or not. Performance of the algorithm needs to be tested in order to find
suitable parameter values leading to realistic search of entry/exit point. The algorithm program is
run under a set of different parameter settings. It contributes to determination of appropriate
parameter values of the algorithm. It is evaluated by the extent of similarity between the route
predicted by the algorithm and the route mostly suggested and used in reality. In this project, it is
assumed that the directions recommended by Google Maps (hiip://maps.google.com) are the
routes used in reality. Thus, the result of the algorithm is compared to that of Google Maps.
Google Maps provides ‘Get direction’ feature that finds candidate routes when origin and
destination arc entered. It works with four digit postcode of the Netherlands as the algorithm.,
Comparing the algorithm result with Google result, the parameter values are determined such a
way that the difference berween the two is smallest.

This section first describes input and output of the algorithm un. Contents and structure of input
and output are explained. Next, sample O-D cases and parameter seftings to be tested are
presented. Lastly, the results of algorithm rmun and Google Maps are discussed. The scction
concludes with determination of the parameter values.

4.6.1 [Input and Output of the Algorithm Run

Three input files are necessary to execute the algorithm program. Each file defines fastest route
car travel times of every O-D pairs {tijd-nl-car.bin), relevant spatial information {studyareaOmn-
Final.dat), and sample O-D cases (testcases.txt). Fastest route travel time is identical to direct
route travel time between origin and destination that is comparative travel time to that of
artificial route. Spatial information concerns, for sach postcode of Albatross, definitions of
whether the postcode is study area or not, whether it is highway or local road entry/exit point,
and corresponding centroid of Omnitrans. Prior to run the algorithm, a set of O-D pairs for
lesting of the algorithm needs to be defined. This is another input file. It is nothing else than a list
of O-D combinations of postcodes in tab delimited text file format (testeases.ixt). The first two
lings of the input file account for the parameter values which relate to a preference of highway
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above local route tor entry/exit point {Py) and preference for external trip (i.e., tolerance) (Py).
The algorithm incorporates these parameters for identifying entry/exit point. The first parameter
iz a preference for entering and exiling the area at the level of a highway (rather than a local
route) based on the fact that for each possible entry/exit point an assignment is made whether it
is located at a highway or not. The parameter reflects the willingness to make a detour for using
the highway. Especially [or long distance trips, it is generally more [avorable to use highway
entrics and exits. The parameter expresses this preference. The latter parameter is the size — in
terms of a ratio — of the extra travel time that is caused by cutting a trip inlo three pieces. This
delines a tolerance of differcnce in comparison berween the direct travel time and the total travel
time across the artificial legs, Both parameters are calibrated manually based on a sample of trip
cases.

The performance of the algorithm may vary in terms of different parameter settings. Hence,
the algorithm is evaluated by adjusting the parameter values. Given predefined O-D cases, the
next step is to run the algorithm, executing a DOS program (rwdata.exe). The program reads
each case, runs the algorithm for each case, and results are written to a predefined outpur file
{(testresults.ixt). The output file is structured as follows (see Table 4.1). Similar to the input file,
the parameter values are defined at the first two lines, The third line displays the output variables,
“Origin’ and *Destination’ 18 postcode of origin and destination. *Enter” and ‘Exit’ is postcode of
entry point and exit point. It i5 coded as -1, il entry/exit point is not used for the case. Otherwise,
the variable is coded as postcode. *EnterHW' and *ExitHW’ mean whether entry/exit point is
highway or local road. There are three classes [or both variables: entry/exit poini is highway (=1),
entry/exit point is local road (=0), entry/exit point is not relevant {=-1), The last case is when no
entry/exit point is used. ‘Dist’ is total travel time of artificial route. *Dmin’ is the fastest route
travel time caleulated directly from origin to destination. For example, the first case in Table 4.1
is a trip between postcode area *2421" and *2101°. [t is external-intemal trip that passes through
the highway eniry point located at postcode arca “1435°. Whereas the direet route takes 28
minutes, the artificially constructed route takes 34 minutes, A value of 1.20 for P, means that an
cxtra 20% of travel time is still accepted for using a highway rather than a local road to enter or
exit the study area. And a value of 1.25 [or this parameter indicates that an extra 25% travel time
is still accepted to o through the study area (Dist is 25% larger than Dmin}). Note that there is no
decision involved in the path of trips that have the O or the D inside the study area. This is
because the direct route is anyhow E-I or I-E trip. Thus, direct route and artificial route have the
same roule but the only difference is tolal travel time. Only for trips that have both ends outside
the study area, however, there is a decision to be made whether the trip docs or does not pass
through the area. For instance the trip between “3812° and “9725", the algorithm considers the
through trip route entering ‘1261 and exiting '8226°. Tolerance of extra travel time for this case
is 23 minutes, calculated by multiplying 25% to the direct route travel time, 92 minutes. Since
the artificial route travel time is less than 115 minutes, the algorithm results in the through trip
route, Especially for those cases the parameters need to be adjusted and performance evaluated.
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As it is also cxplained in the previous section, the cxtemal trip always takes longer travel time
than the direct route.

Table 4.1 The structure of the output fle

1.2 preference highway
1.25 preference through trip

Origin Destin Enter Exit EnterHW ExitHW  Dist Dmin
2421 2101 1435 22 1 -1 34 28
1141 2614 -1 1435 -1 1 62 o3
3812 725 1261 8226 1 1 105 92

4.6.2 Sample Test Case Selection and Parameter Settings

Origins and destinations to be tested are chosen from visual inspection of cartographic map of
the Netherlands. Relving on eye measurement, trips that are likely to have several possible routes
with different patterns are selected as test cases: i) whether the route pass through the study area
or not {1) whether entry/exit point on the route is highway or local road. 15 test cases arc defined
in the Table 4.2, Origins and destinations are represented in two formats: postcode and name of
the place. The lirst live test cases departing from Amsterdam and Amstelveen concern E-1 trips.
These five cases are just to sec whether the algorithm works or not. The following six cases from
case 6 to 11 are possibly can be made by through trip or direct fastest route that has nothing to do
with the study area. Regarding these cases, it is expected that the parameter settings of Py largely
influence the results of the algoritbm because through trip route is considered within the
tolerance level defined, even though there is direct route which is faster. The trips from Alkmaar,
MNoord-Holland to Heerenveen, Friesland and Dronten, Flevoland are chosen to see which way
{direction) the trips exit the study area. There are two possible highway exit points and onc local
road exit points: northern ‘A7, ‘A6’ passing Almere, and Enkhuizen-Lelystad dike. Lastly, trips
between Abcoude — Hilversum and Amsterdam Zuidoost — Wijdemeren are rather shorter
distance trips. That is, those trips are likely to take a local route rather than highway detour. All
of them arc tested under differcnt paramcter settings. Not all but remarkable cases will be
explained in detail.

Four sets of paramcter values arc defined in Table 4.3, The first set of parameter values does
not allow extra travel times that can be caused by highway and through trip route detour,
implying that the resulting route is always the fastest one. Even though parameter sets are labeled
in terms of smallest to biggest in the table, the set 3 is delined prior to set 2 and 3. Parameter
values of the set 3 mcan that 20% of extra travel time {detour} for use of highway and 25% of
extra travel time to pass though the study area are acceptable. Based on this parameter setting,
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the parameter values of set 2 and 4 are determined. The set 2 and 4 are assumed to permit
respectively half and twice extra travel time percentage of the set 3.

Table 4.2 Postcode and place name of test O-ID cascs

Origln Destination
Postcode Plaats Pastcode Plaats

1 1011 Amsterdam 65485 Mijmegen
2 1011 Amsterdam 8448 Heeranveen
3 1011 Amsterdam 1223 Hilversum
4 1011 Amsterdam 8011 Fwolle
5 1131 Amstelvesn 2312 Leiden
4] 3563 Utrecht 3812 Amersfoort
7 3329 Dordrecht 9725 Groningen
8 2628 Delft 7545 Enschede
9 2517 Den Haag 8912 Leeuwarden
10 4837 Breda 9411 Beilen
11 5236 Den Bosch 8725 Groningen
12 1R22 Alkmaar 8448 Heerenveen
13 1822 Alkmaar 8252 Dranten
14 1391 Abcaude 1218 Hilversum
15 1101 Amstardam Zuidoost 1243 Wijdemeren

4.6.3 Resulis of the Algorithm Run and Google Maps

Tablc 4.4 shows the results of the algorithm run and of Google maps. For the ease of comparison,
the original results of Google map is converted into the result format used by the algorithm
because Google Map outputs are represented as general direction hetween origin and destination.
Following the direction, entry/exil point used is written as postcode if it is relevant, Google Maps
scarches at maximum three possible routes between the O-D. ‘Prority’ is the order of
recommendation in terms of fastest route. The fastest route means either shortest travel time or
shortest travel distance, case by case. In other words, shorter travel time or shorter distance roule
is given priority over longer travel time or longer distance routes. In most cases, the order is
based on reute travel time rather than route distance.

The higher the tolerance level, trip tends to use through trip route and highway entry/exit
point. Use of local road entry/exit point is more frequent when highway and through trip detour
are not allowed (Py=1.0, P=1.0). While the resuits slightly vary among set 1, 2, and 3, it is the
same between the results of set 3 and 4 for all test cases. Although it is not documented here, the
results of trial runs do not change anymore with higher values of parameters such as 1.75 or 2.0
tor both. Tt can be said that there is no difference in the performance of the algorithm with the



parameter values that exceeds 1.2 for Py and 1.25 for P, Now the problem becomes to tind the
minimum threshold ol parameter values that performs the best. In other words, parameter setting
which identifies entry/exit point as similar as ones used in reality is determined as default to the

Table 4.3 Sctting of parameter values

Preference of hishway to local Talerance of extra travel time for through trips
road (Py) (Py)
Setl 1.00 1.00
Set2 1.10 1.13
Set 3 1.20 1.25
Setd 1.40 1.50

path finding algorithm for prediction of external trips. Seeing that the total travel time calculated
by algorithm is always smaller than that of Google Maps lor all cases, different calculation
methods seem to be used, Moreover, postcode centroid of the algorithm and Google Maps may
be different. Therefore, comparison of the algonthm and Google Maps is based on which routs
the algorithm decides between the through trip route vs. the direct route and which entry/exil
point is used for a route between the O-Ds. For E-E trips, it matters that how well the resulted
route of the algorithm and Google Maps matches each other. The following text describes the
results of some test cases.

*  Alkmaar, Noord-Holland — Dronten, Flevoland: This is intemnal-external trip. Looking at the
map, the trip from Alkmaar to Dronten may take the route crossing northern Enkhuizen-
Lelystad dike {local road) or southern highways passing Harlem — Almerc. As expected to
the result of the algorithm under the set | {Py=1.0, P=1.0)), the algorithm finds the exit point
as the dike which is local road. This local route is the third suggestion of Google Maps.
Under the other settings, the route considered by the algorithm is the same as the first
recommended route by Google Maps. The route passes highways through Harlem,
Amsterdam, Almere and exits the highway A6 (postcode 8226) located ncar Lelystad,
Flevoland.

«  Amsterdam Zuidoost, Noord-Holland — Wijdemeren, MNoord-Holland: This is internal-
external trip. The origin and the destination are closely located to each other. The algorithm
finds two routes. A route totally uses a local road N236 and exit from it (1218} under the set
1 and 2. Another resulted route under the set 3 and 4 first exits the study area via A2 (1391)
then arrive at the destination using a different local mad N201 which is not relevant to
entry/exit point. Google Maps also suggests the two routes but the first prionty 15 using
N236.

*  Delft, Zuid-Holland — Enschede, Overijssel: Both the origin and the destmation arc located
outside the study area. The direct route on a map [rom Delft to Enschede seems to pass
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highways through Utrecht, Amersfoort, and Apeldoorn. The possible through trip route
seems 1o require quile much longer detour than the direct roule. This type of cases is notable
that what route the algorithin results in between through trip route and direct route. Likewise,
Google Maps recomimends the direct route as the first choice and the through trip route as
the next. This test casc is expected to definitely show thal the parameter seiling of Py largely
influences the way that the algonthm identifies the entry/exit point. Under the set 1 and 2,
the algorithm searches the route that has no inleraction with the study area. The assumption
that the route is intentionally to pass through the study area results in through trip route
despite 25 minutes longer travel time. The through trip route detours through Leiden and
Amsterdam until it reaches Amersfoort. Thus, the route enters the study arca using A4 (14335)
towards Amsterdam and exits using A1 (1412) heading to Amersfoort.

*  Amstelveen, Noord-Holland — Leiden, Zuid-Holland: As the origin is within the study arca
and the destination is outside of it, it is external-internal trip. The algorithm only concerns a
decision of using highway or local road. The algorithm identifies local road exit point (1431}
when 10% or less extra travel time is allowed. However, A4 (1435) is used to exit the study
area when more cxira travel time is defined. Google Maps suggests only one route identical
to the highway route.

Comparing the results of the algorithm and Google Maps for all test cases, it can be
concluded that parameter setting of set 3 (Py=1.2, P=1.25) is suitable, overall. The results of the
algorithm do not perfectly cormrespond to the first recommendation of Google Maps. However,
there always is the same resulted route as the second or third suggestion, In particular, when both
the trip ends are located at external region, the through trip route determined by the algorithm is
the second or third best route of Google Maps for some cases. Google Maps sometimes
recommends direct route which traverse the outside the cordon line. As Google Maps suggests
highway route rather than local route in most cases, drivers are willing to make a detour even it
requires more travel time to use highway in reality. In turn, this supports the validity of the
parameter setting of the algorithm.

4.7 CONCLUSION

Delineation of smaller study area raises the question of how to handle external trips. Omnitrans
predicts external trip flows using static traffic assignment and these predicted flows are assumed
to be constant cven the scenarto or dynamic traffic assignment is considered. The method
Omnitrans uses is limited in the sense that extemal trip pattem influence the internal trip pattern.
Extension of Albatross application solved the problems. Existing national model of Albatross
now can handle smaller local smdy arca hy predicting external trips. Even though Albatross is



able to deal with local study area, it isn’t changed that Albatross predicts activity schedules for
the entire Dutch population. To predict external trip flows, what is developed is the algorithm
which identifies the route between the O-Ds, based on fastest travel times. In specific, the
algorithm finds entry/exit point that functions as external stations in general. If it is known which
entry/exit point is used between the O-Ds, these external trip counts are added to mternal trip
counts, completing the study arca O-D tip table. The algorithm compares total travel times of
two routes: the direct route and the artificial route, intentionally consiructed to pass eniry/exit
point, external trip in other words. The determined entry/exit points satisfy minimized travel time.
The parameter values are involved in comparison of the two travel times. This results m which
route to use between external trip route and direct route. Significance of this chapter is to find the
best suitable parameter values because the resulted route varies according to parameter scttings.
In order to draw the conclusion, outcomes of the algorithm are compared to Google Maps search
results, Consequently, the parameter values whach replicates as similar as reality arc determined
for the algorithm and they are further used for prediction of external trips ol the study area.



Table 4.4 The results of the algorithm and Google Maps
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MODELING SCHEME AND METHODS

5.1 INTRODUCTION

Having developed the path finding algorithm identilving external stations that trips might pass
when entering or exiting the study area, Albatross now can handle a smaller local study area.
Whersas the extension adjusting spatial scope of Albatross and MaDAM iz a preprocessing
preparatory procedure to the linked model system, the following steps concern actual modeling
tasks of the integrated system. The chapter deals with the matenalization of the conceptual
iramework of the linked model described in the introduction chapter of this thesis. The chapter is
structured as follows. Section 2 introduces the overall modeling procedure of the new system in
brief. Since satisfying compatibility of the two different applications matters for linkage of the
models, identification of input and output data contents and format are considered important.
Thus, overview ol input/output data is given in section 3. Section 4 describes methods of every
modeling task within the whole process, together with detailed description of data properties
such as contents and file formats.

52 MODELING SCHEME OF THE LINKED MODEL SYSTEM

The medeling procedure of the linked model system is illustrated in Figure 5.1, Compared to the
conventional four step model, the distinctive difference of the linked model system is that iravel
demand is modeled using completely different approach and method. The first three steps
concerning travel demand modeling is substituted by a rule-based and activity-based meodel,
Albatross. The way Albatross predicts travel demand is by denivation of travel information from
activity schedules which are predicted under the consideration of various constraints, In order to
predict activily schedules, wavelers and houscholds lor micro simulation are necessary, The
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population synthesizer module of the Albatross application creates a synthetic population of
individuals and households using an iterative proportional fitting (IPF) type method. The
synthesized population information is stored as observed schedules, but with empty activity
schedule data, Of course, export of schedule or household data is possible. Having individuals
from households, Albatross simulates activity scheduling of the individuals. As a result of
prediction, observed schedules now become predicted schedules with activity and travel
information in terms of activity type, activity location, start time, end time, activity duration,
transport mode, travel time, and travel party. The next step Albatross does in the linked model
system is to create the hnal product of the application, tnp matrices. These trip matrices are
penerated based on predicted schedules and further used for MaDAM in Ommitrans.

When data created from an application is being used in another application, compatibility of
data matters. However, it is not very often that data used in different applications does exist in
the same format and style. Likewise, the trip matrices generated by Albatross cannot be directly
imported to Omnitrans because both applications use different data formats, at least for trip
matrices. The output of Albatross must be converied to the format required in Omnitrans. In
order to solve this compatibility problem, three adjustments are made during the whole process
of the new system. First, Albatross has to generate trip matrices in database format (.db file)
which is a required input tormai in Omniirans. Before adding the option that generates output
matrices in database format, only tab delimited text format (.txt file) has been supported in

/_ ALBATROSS \
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Process QOutput
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Figure 5.1Modeling scheme of the linked model system
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Albatross application. Next (two adjustments are involved in data conversion. The f[irst data
conversion step concerns matching the zoning systems of Albatross and Omnitrans. Although
both zoning systems are based on postcode area, use of differeni versions of maps causes
discrepancies of zone centroids at some spots on the map. Besides, one-to-one mapping failed for
some postcode areas because they contain more than one zone centroids in Omnifrans and only a
single centroid in Albatross. Dissimilar zoning svstems become problematic when traffic
assignment is done using Albatross trip table onto Omnitrans network, Hence, O-D centroid ids
in Albatross trip table needs to be changed to Omnitrans centroid ids. For this, zone mapping
tables, list of matching pairs of zone centroid ids of Albatross and Omnitrans, are created. (riven
the zone mapping tables, the second data conversion task restructures the Albatross trip matrices
by transforming Albatross centroid ids to Ommnitrans centroid ids.

Converted into Omnitrans format, trip matrices are imported to Omnitrans application and it
is ready for traffic assignment. Although ultimate use of Ommnitrans in the project is to perform
dynamic traffic assignment based on trip flows predicted by Albatross, static traffic assignment
is run before dynamic traffic assignment so as to caleulate turn fractions. These turn fractions are
required during dynamic network loading step as MaDAM adopts turn-fractions based method.
At the end of the whole modeling process, one could see how traflic changes over time in the
network.

53 DATA

Table 5.1 gives an overview of input databases that Albatross requires to perform the above
mentioned modeling tasks. Spatial data defines spatial information of study area. Network data
mostly concerns description of the transportation system. Travel time matrices were generated
based on four-digit postcode system. Land-use data accounts for institutional context and
atlribute data of activity locations. Population data is used tor population synthesis. Additionally,
technical files relate to system parameters, PADT derivation, and study area trip matrix
generation. Output data of Albatross is summarized in Table 5.2.

As ultimate use of Omnitrans in the project is to run dynamic traffic assignment given the
OD trip matrices of Albatross, the main jobs relate to conversion of QD matrices to Omnitrans
format and dynamic traflic assignment. For conversion, study area delimtion (ile organizing the
relationships of spatial properties of study area in terms of entry/exit points and two zoning
systems i3 necessary tor building zone mapping files. In addition, both static traffic assignment
and dynamic traffic assignment always requires a network for loading of traffic,

Data properties such as contents, structure, or file format are concretely explained in the next
section,
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‘Table 5.1 Overview of input databases of Albatross

Input to Albatross

Spatial data

- Codes and interrelations of postcode areas, zones, and subzones
- Distance between postcode areas, municipalities, and zones
Metwork data

- Subzone based travel times, distances, and costs

- Fastest route distances by car

- Fastest route distances by slow mode

- Fastest route travel times by car

Land-use data

- Attribute data at postcode area and municipality level

- Jpening hours of retail, service, and leisure faciiities

Population data

- Subzone based population data

- Sample household attribute data

Technical files

- Definition of system parameter values

- Data of a sample of trips for estimating travel costs and travel times
-Definition of spatial properties of study area

54 MODELING METHODS

5.4.1 Jobs in Albatross

A-1) Population synthesis: Althongh export population data is possible, it is not given in this
project. Consequently, the first step is to synthesize a population for the whole of the
Netherlands to simulate activity and travel pattems. The population synthesis module of
Albatross application generates a synthetic population of individuals and households. The
synthesis model is based on the IPF method. Basically, IPF is a mathematical scaling procedure
as the mitial cell values of cross-classified table from sample data are gradually adjusted through
repeated calculations to fit known and fixed marginal row and column totals given by population
data, finally completing multiway tables. National population statistics and a sample household
artribute data are required to apply IPF method, each of them respectively defines margins and
imitial proportions ol a multiway table. Depending on the availability of data, several multiway
tables for calculation may exist for each zone. Combining the results from the multi-way tables
of each zone, it constitutes a table that contains household and individual atiribute data of target
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Table 5.2 Ourpui data of Albaiross

Dutput from Albatross

Synthesizer

- Dhserved schedules {.obs file)

Scheduler

- Predicted schedules {.prd file)

Reporter

- Frequency tables and maobility indicators
- Trip matrices [.txt / .dh file)

population of a zone. At the end of the entire process, household and individual data for all zones
in the Netherlands is obtained and the result is written to empty observed schedules (.obs [ile).
As the method estimates a population from a sample, the sample must be representative of the
target population. Even if creating the ifotal population is possible, a fraction of the total
population is synthesized due to computational burden. The synthesis module takes longer
computation time as the fraction size increases. For example, a fraction 5% roughly takes 7-8
hours on a standard PC. It is reported that synthesis of a small fraction of the total population
such as 5% is enough to address questions of strategic and long-term character {(Arentze, 2008).
In this project, however, fraction sizes are specified as high as 25%, 50%, and 100%. The reason
is that the output trip matrices invelved represent a relatively high degree of disaggregation
capecially in terms of temporal resolution, for example, Albatross defines 15 classes for time of
day to describe the patterns. Setting of bigger fraction sizes is required to get reliable flows for
each time of day. The fraction size can be controlled by changing the parameter level. Since
investigating represeniativeness of the resulting activity travel patierns across different fraction
sizes is one of the research issues of the project, four sets of fraction sizes are defined and
independently run in four projects. Detailed descriptions of the [PF based method that Albatross
uses and discussion results of the four projects delined by various fraction sizes are given in the
following chapter.

A-2Y  Predict activity schedules: Activity schedules of individuals in each household are
predicted, Inputs are the observed schedules (.obs file) which merely contain population data at
household and person level. Prediction is currently executed by a DOS propram (rwdata.exg)
outside the system because the prediction module has not been embedded in the Albatross
application yet. The program (irst calculates travel times and travel costs for a sample of cases
stored in the PADT file of the project. And then, the prediction process staris. The DOS window
displays a count of the cases (i.e., households) being processed. The bigger the fraction size is,
the larger the number of cases to simulate is. In turn, this means that prediction run takes longer
computation tine with the increased number of cases. Outputs are the predicted schedules of a
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sample fraction of the population (prd file). For information how household activities are
scheduled, sce the literature review chapter of this thesis.

A-3) Create trip matrices; Predicted activity schedules provide travel information associated
with the activities. The extracted trips can be represented as trip matrices. Users can specify the
design of the trip matrix. The output variables of the trip matrix are free to choose by using tab
dimension of the module. However, tab dimensions do not need to be chosen in our case because
selecting the option of Omnitrans trip matrices generates output trnip matrices wrillen in
predefined structure that Omnitrans requires, Even though retrieval of national trip table from the
predicted schedules is feasible because Albatross predicts the activity schedules of entire Dutch
population, Omnitrans needs travel demand of only the Noord-Holland region. Travel demand
only relevant for the study area orgin and destination is extracted from national activity and
travel pattern. Quiput ttip matrices must be stored in database file format (.db file) so that
Omnitrans is able to import the Albatross trip tables. The structure of Albatross trip matrix is
given in Table 5.3. The columns of the table accounts for trip information In terms of six
dimensions (i.e., origin, destination, purpose, mode, time, user, and volume}. The rows of the
table are the cells of the trip matrix predicted. *Origin’ and *Destination” displays the id number
of postcode area in Albatross. *Purpose’ refers to activity purpose and is categorized by 8 classes.
‘Mode’ is classified into 4 groups. ‘Time’ accounts for when the trip takes place and the “time’
dimension is disaggregated into 15 time slices. ‘User’ dimension is a required field for
Omnitrans as travel demand is stored as predefined ‘PMTU" structure, although it is not
meaningful at all in Albatross. Hence, a single uscr class is specified. “Value® relates to the size
of flows, the number of trps, in other words, The classes for purpose, mode, and time
dimensions are shown in Table 5.4.

Table 5.3 Structure of output trip matrix in Albatross

Origin Destination Purpose Maode Time User Value

105 133 B q 12 1 4
105 133 B 4 13 1 4
105 134 8 1 13 1 B
105 136 7 1 10 1 4
105 136 8 1 10 1 4
105 136 B 1 11 1 4
105 141 2 2 7 1 4

5.4.2 Jobs in Omnitrans

(}-1} Make Tumns: A network merely consisting of objects such as nodes and links is not
sufficient for deseribing traffic flows. For example, simply putting two separate links crossed on
two dimensions does not mean that it is a junction. Those two links may be a separate network
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Table 5.4 Classes of variables in Albatross trip mairices

Trip Purpose Mode Time of day User
1 Work 1 cCar 1 3am-<6am 1 User
2 Business 2 Slow 2 bam-=<8am
3 PBring or Get 3 Public 3 Sam-<%am
4 Shopping 4 Car 4 9am-<10am

Passenger

5 Service 5 1Dam-<1lam
6 Social & 11am-<12 pm
7 Leisure and 7 12 pm-<1pm

Touring
g Other 8 1lpm-=2pm

9 2pm-<3pm
10 3pm-<4pm
11 4pm-<5pm
12 5pm-<6pm
13 6pm-<7pm
14 Ypm-<Bpm
15 8pm-<3am

road on a different elevation in real world, not intersecting each other. To make it meaningful as
a junction, it can be additionally defined by turn objects. Moreover, traffic movements at
junctions are diverse as some traffic goes straight or makc tums. The job ‘make tums’ creates
turn objects in the network for all nodes that have more than two associated links that have either
no turn objects or have not been defined as junctions, This job should be run at least once before
traffic assignment step.

(3-2) Zone mapping; As said, zoning systems of Albaiross and Omnitrans de net perfectly
corresponds to each other because both application nses different version of maps and some of
postcode areas have multiple zone centroids in Omniirans whereas Albatross have one centroids
for one posicode arca. To be capable of linking the twe models, compatibility of the zoning
system needs to be met. What relates 1o this compatibility is the conversion of trip tables
generated by Albatross to Omnitrans format. In order to change Albatross zone system to that of
Omnitrans, there must be dala describing interrelationship between the two zoning systems.
Specifically, it concerns matching of zoning system of Albatross and Omnitrans. Input is
*StudyareaOmn-Final.dat” text file, also used in running of the path finding algorithm, the file
defines spatial information of smudy area. Relevant to zone mapping problem, for each pestcede
zone centroid of Albatross, corresponding national LMS zone centroid id is defined. The output
zone mapping tables serve as an index for restructure of Albatross trip matrices in the following
step.

0-3) Restructure Albatress trip table: Based on zone mapping tables created in the previous
step, Albatross postcode centroid 1ds in Albatross trip table arc converted to Omnitrans zone
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centroid ids. In other words, this job transforms only origin and destination ids in Albatross trip
table to Omnitrans format, remaining other variables in Albatross trip table fixed. Thus, input is
onginal Albatross trip table and output is Omnitrans formatted trip table with changed origin and
destination ids.

(3-4) Tmport trip matrices: This job imports the trip matrix converted t¢ Omnitrans input
format and stores the data to matrix cubes in PMTU (Purpose, Mode, Time, User) structare in
Omnitrans, Although Albatross identifies 8§ types of trip purposes and predicts travel demand for
these types, Omnitrans first aggregate these purposes nto a single purposc prior to impont trip
matrices. The reason behind the aggregation is that the purpose dimension does not have any
mfluence at all on the result of traffic assignment. It is difficult to predict how people choose
their route based on purposes. In Ommitrans, the behavior of different trip purposes appears the
same for all purposes while traffic patterns m terms of different transport mode is distmguishable.
Also, MaDAM cannot make a distinction between tnp purposes in dynamic network loading,
while traffic assignment results vary in terms of transport modes. Except trip purpose dimension,
the other three dimensions (M, T, and U) are used the same as in Albaiross trip table. Therefore,
output of this job is 60 matrices in total (i.e. combinatorial of 1 trip purpose, 4 transport modes,
15 time slices, and 1 user).

(3-5) Simulate Freight: Albatross considers only passenger traffic, Traffic pattern of individual
privatc cars/ car passengers, public and slow transport mode are predicted. Because in reality
there is also freight transport, freight traffic is simulated. What is done by this job is multiplying
freight traffic factors to all cells of the existing OD matrix which contains only car driver's
traffic. Freight traftic factors for different time slices corresponding to “time’ classes used in
Albatross are obtained from external sources. The factors are multiplied to OD matrices of car
driver's mode and the resulted 15 matrices are stored as other matrix cubes in Omnitrans, labeled
purpose ‘Simulate Freight'. As the result of this step, 75 matrices have been created. Only car
driver’s traffic iz used for following steps.

0-6) Running static traffic assignment: Static traffic assignment precedes dynamic traflic
assignment so that turn movement fractions are obtained for dynamic network loading. Running
of static traffic assignment in this modeling scheme is nothing more than acquisition of tumning
proportions, The input is intermediate OD matrices (i.e., simulated freight traffic). First of all,
one-hour-period OD matrices arc created. As travel demand is disaggregated by 15 time slices
and a day (24 hours) is not evenly divided, duration of each time slice is not equal. Under the
assumption that traffic pattem in every hour within the same time slice iz identical, total travel
demand for time slice ‘t* is simply divided by the length of each time slice to create one-hour OD
matrices. As it assumes identical traffic pattern within the same time slice, Omnitrans only
creates 15 one-hour OD matrices and saves the data as new matrices, labeled with purpose
‘OncHour'. Therefore, there are overall 90 matrix cubes in PMTU combination. And then, static
traffic assipnment is performed with one-hour OD matrices. Among many static traffic
assighment methods, volume averaging method is used. Also known as the method of successive
averages (MSA}, a well-known algorithm in transportation field, it iz stochastic optimization
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method with predetermined sicp sizes used for solving siochastic assignment problems.
Therefore, it is mainly characterized as iterative process to find equilibrium to traffic assignment
problems. Explained the method concretely, tratfic volume is calculated by lincar combination of
traffic volume of previous iteration and results of all-or-nothing assignment in current iteration.
This volume averaging process lerminates when one of mulliple conditions is satisfied. One
condition i8 that the maximum number of iterations defined by user is reached. In this project, 10
times of iteration is specified. The iteration process siops also when convergence 15 detected.
What plays a role as a criterion for convergence is user-defined value, epsilon in technical term.
Epsilon mdicates the change in generalized cost belween lwo consecutive ilerations. When the
relative increase or decrease in the cost falls below a predefined value, the process terminates.
The tnie convergence is when the result of ilerations does not change any morc. However,
epsilon is usually defined as a small, non-zero value for systematic efficiency. If the difference
falls below the value, il is considered as being converged cven if there 18 a slight change in the
generalized cost for iterations. Furthermore, scope of assignment can be controlled. In other
words, the assignment process can be constrained to a specified set of zone centroids by limiting
the path building o only the specified sel of to/from zone centorids. The centroids relevant for
the study area are defined in the job. As an output of static traffic assignment, skim matrices
(.skm files) are generated and saved as skim matrix cube that has PMTURI (Purpose, Mode,
Time, User, Result, and Iteration) dimensions. The impedance data such as total generalized cost,
total distance, and total travel time calculated between zone centroids by one of the assignmeni
process are stored in ‘Result” dimension in the Skim cube. Moreover, tuming movement
proportions are obtained. Another important output is static loads (.db file} on the links in the
current network.

(-7} Running dynamic tratfic assignment: Static loads calculated in static traffic assignment
step are input to dynamic network leading, The simulation results can be caleulated for every
sccond. However, storing the results on that time basis iz not practical. Thus, aggregation to
some extent is needed to make the resulls are manageable. Time step size can be controlled by
user and the length of period is defined as 30 minutes. During the simulation lime, a vehicle may
traverse a link quicker than the duration of the time step. That is to say, a vehicle ammives at its
destination before end of simulating minutes, However, the model dees not allow this, implying
that length of a link and the simulation time slice need to match. As a solution to this, link length
is adjusted to maich the simulation period by links are anlomatically lengthened when they are
too short for simulation time period. Dynamic loads and cost on the links is the output result of
this step.
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55 CONCLUSION

The operational linked model system is described with detailed modeling steps and identification
of input and output databases. Whereas Albatross predicts travel demand, eventually creating trip
matrices and delivers them to Omnitrans, Omnitrans runs MaDAM for dynamic traffic
assignment. Bridging the two systems practically goes with the problem of data conversion. Trip
matrices are delivered from Albatross to Omnitrans. For this, some adjustments are made during
the whole process. Albatross generates trip matrices structured inte Omnitrans required format.
Moreover, zone mapping that matches the two different zoning systems (i.e., zonc centroids ids)
of Albatross and Omnitrans is executed. Lastly, Albatross zone ids are changed to those of
Omnitrans based on zone mapping files. The following chapters discuss the results of some
modeling steps, population synthesis and traftic assignment.
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6.1 INTRODUCTION

Modeling tasks are identificd in terms of methods, data contents, and data formats. Especially,
conversion of data into transferrable format between Albatross and Omnitrans is the most
important problem that must be solved to make the linkage. Organizing the modeling steps into a
certain order, the linked model system which bridges Albalross and Omnitrans gels into
operation. The chapters from now on discuss some research questions with the results obtained
from runs of the linked model system. This chapter touches on the third research question of how
resulting traffic pattern varies in relation to different fraction sizes of the population. Due to
computation times of the population synthesizer, not whole population but only a small fraction
of it has heen used for simulation in Albatross. The practice of synthesizing a fraction is reported
to be allowable because that small fraction of population is sufficient to address long-term
strategic questions with regard to people’s activity-travel patterns. Since Albatross, like any other
micro simulation model uses Monte Carlo simulation, however, the size of sample fraction can
have an impact cn outcomes. Furthermore, the problem focus of the present research is rather
microscopic as traffic patterns are described at more refined temporal and spatial resolution, for
instance, every moment in time of the day and every link of the road network. Thus, a small
fraction of a population may not be able to fully display a representative picture of the constantly
varying traffic pattern of the day. In other words, bigger sample size may be required so that the
results are relisble. Therefore, this chapter deals with the influence of sample size on the
resulting traffic pattem predicted by the model. To see how traffic flows differ with respect to
sample size, the linked model is independently run under different population fraction sizes as
separate projects lo each other. The [raction sizes are given in the following section. The
influence of sample size on predicted traffic flows is analyzed by the results from Albatross OD
trip matrices and Omnitrans traffic assignment oulput data. Section 3 discusses the results of the
analysis and the chapter finishes with a conclusion.
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6.2 POPULATION SYNTHESIS WITH DIFFERENT FRACTION SIZES

A set of prediction runs of Albatross for different settings of the parameter of the synthesis
model is required in order to see how traffic pattern differs according to sample size of a
population. The parameter defines the fraction of the population. Another extended feature of
Albatross concerning population synthesis is that different levels of fraction of the population
can be independently defined for inside and outside study area. As the interest ol trallic behavior
is only limited to the study area and the pattern outside is excluded from the traffic analysis, it is
obvipus that smaller sample size for outside study area than for inside study area would notbe a
problem. The advantage of defining different fraction levels for hoth arcas increascs
computational efficiency, meanmng reduced compulation time. Considering that synthesis of
larger fraction of population takes longer hours for its calculation, setting fraction size as small
as 2% or 4% lor outside siudy arca saves time compared to the time taking for the synthesis of as
big as 25%, for example, regardless of whether it is inside or outside study area. Different
settings of fractions sizes, which are used for the analysis here, arc given in Table 6.1. Even
though as small as 5% is sufficient in practice for applications of Albatross so far, larger fraction
sizes such as 25%, 50% and 100% are defined for study area because the output trip matrices
involved represent a relatively high degree of disaggregation especially regarding temporal
resolution, On the one hand, Albatross defines 15 classes for time of day to describe the temporal
dimension of patterns. On the other hand, MaDAM calculates traffic condition for every second.
Setting of higger Iraction sizes might be required to get reliable flows for each time of day. In
contrast, the fraction levels of outside study arsa are specified as small as 2% and 4%.
Combining aforementioned fraction levels, four sets of Iraction sizes are suggesied. This implies
that four projects are defined and computed in Albatross. For each project, it follows the entire
modeling steps within Albhatross, synthesizing population, predicting schedules, and generating
trip matrices. In order to have predicted traffic flows of the entire population, Albatross rescales
output rcsults (e.g., trip flows in an OD matrix) with the inverse of the sample [raction aller
prediction module. Rescaling is done only with respect to the output in reports (e.g., indicators)
and trip matrix. For instance, the inverse of 25%, four, is used as multiplication factor if a
Iraction of 25% of population is synthesized.

Table 6.1 Fracton levels of the projects

Inside study area Outside study area
Project 1 25% 2%
Project 2 50% 2%
Project 3 100% 2%

Project 4 100% 4%
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6.3 RESULTS

Four projects are specified with different levels of fraction of population. This indicates that all
modeling steps of the linked model are execuled four limes under the diffcrent parameter setlings.
Traffic patterns can be analyzed with data obtained at Albatross level and Omnitrans level. At
Albatross level, OD trip matrices are used to derive information about traffic flows, On the other
hand, Ommnitrans provides network property type data such as link speed or cost obtained as a
result of traffic assignment. While traffic pattern is represented at road scgment level in
Omnitrans because traffic assignment is a process of simulating how vehicles are moving
through the road network, Albatross describes traffic flows at OD rclational level. This section
describes the analysis which finds the answer to the main question of this chapter “Are there
differences between flows on the road network {(lor times of day) when different fractions are
used?”

6.3.1 Summary Resulis of Predicted Flows

In Albatross’ OD tmp matrices, trips between each OD relation are represented as an aggregate
flow for a certain combination of origin, destination, activity purpose, transport mode, and time
of day. In this section, we consider first the *Time of day’ dimension only to see how traffic flow
varics over time according to sample size. Table 6.2 can be extracted from original Albatross OD
trip matrix. For each praoject, the first column is the number of predicted trip cases ol the sample.
The second column is the size of total flows (the number of trips) of the predicted trips after
scaling of sample cases to population. In the table, wips are aggregated by ‘time of day’. The
sample size is bigger with the higher level of population fraction. However, the resulting size ol
flow for each time of day across projects seems to be similar to each other because the flow of
every project is at population level, resulted Irom rescaling of predicted trip cases of sample to
those of population by multiplying the inverse of sample fraction. Each trip case from a sample
ol half population, the predicted case is doubled to be cases of population, making travel demand
of whole population. Figure 6.1 is a bar graph drawn from the data in Table 6.2. The graph
displays the size of flow by time of day across four projects. The overall pattemn of the four
projects looks alike. There seems to be little ditference in the height of bars, ithe size of flow, of
the four projects within the same class of time dimension. Table 6.3 displays the pattern in
another way. Absolute differences between two projects are shown as a percentage. The row
margin of the table represents the difference of the total size of flow of the day. Column margin
represents the mean of the differences calculated for cach time of day. Although the dilference
between different sample sizes is a hit bigger at trips between 3am-bam compared to that of other
times of day, the difference on the whole is not much, mostly less than 1%.
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Figure 6.1 Size of predicted traffic flow by time moment for the different projects

That is to say, it can be said that traffic flows of a population on an aggregated level is robust for
choice of sample size within a wide range in Albatross.

6.3.2 Results at Road Segment Level

Traffic assignment distributes trip demand at O-D relations onto the road network of the study
area and lets us know how the network is used. The assignment results in values of nerwork
propertics such as link loads for every moment throughout the day. Whereas static traflic
assignment results are computed for 15 time slices for the day, the traflic situation is calculated
for every second in dynamic traffic assignment but it is saved for every 30 minutes. The results
are stored for each link in the network, and then, traflic pattemns at road segment level are
described. The output data can be viewed by the database mspector of Omnitrans in table format.
The table displays the result of each link in PMTURI (purposze, mode, time, user, result, iteration)
combinations and direction of the link along with calculated network properties such as load,
coast and speed. Additionally, the results can be represented as video display of animated link
bandwidths of link loads.

Here, traffic pattern is described in the context of static traffic assignment because the
gridlock problem is diagnosed in dynamic traffic assignment. It refers to a phenomenon that
traffic flows disappear, gradually decreasing to zero, while the phenomenon is spreading
outwards across the network, after extremely severe traffic congestion occurred. Tt definitely
appears in the center of Amsterdam and its surrounding ring road A10. The problem occurs when



Table 6.2 Predicted siee of total traflic Bows by times of day

Project 1 (N sample = 386396) | Project 2 (N sample = 657,810) |Project 3 (N sample = 1.m,5¢9iFrniect 4 {N sample = 1,315,545
N predicted cases Size total flow|N predicted cases Slze total flow|N predicted cases Size total flow [N predicted cases Size total flow
Jam-Gam 1,384 11,5942 4313 12,048 7,893 12,290 7,835 11,858
Gam-Bam 47,794 422,550 73,641 427,748 117,658 422,003 118,066 426,729
Bam-9am 45,600 385,006 74,041 383,030 116,527 384 B4R 116,554 384 867
am-10am 27,555 245,980 63,636 249,202 105,940 248,040 106,453 248,523
10am-11am 42,413 338,714 FL716 337,732 116,B60 341479 116,890 342,879
1lam-12pm 48,279 165578 80,845 364,980 131,947 367,121 131,352 364,052
12pm-1pm 46,007 353,412 77,491 356,612 127,154 357,935 127,421 359,645
Time of day 1pm-2pm 51,843 374,126 26,875 272,878 142,021 374,042 142,962 374,669
Zpmr3pm 54,619 442 450 91,635 444 296 148,190 443,922 148,577 443 258
Ipm-4pm 58,913 458,928 98,736 461,212 159,877 462,547 160,048 459,533
Apm-Spm 55,858 465,756 91,208 466,294 145,845 467,508 146,434 488,281
Spm-Gpm 58,774 470,460 85,555 469,266 154,846 469 836 155,320 470,827
6pm-7pm 49,806 411,756 82 426 413,772 133,133 410,743 132348 417,813
Tpm-8pm 41,525 319,562 88,365 318,502 112,382 319,884 112,767 321,204
&pm-Jam 54,526 506,208 87,968 503,818 137.604 501,059 138,787 503,105
Total 695,856 5,572,438 1,152,165 5,581,390 1,857,877 5,583,657 1,863,854 5,597 303
Table 6.3 Perventage of absolute difference in predicted eraffic flows between projects
Absolute difference between project X and project ¥ (%) Mean
1 2 1 -3 1 4 4 3 2 4 3 4
3am-Bam 0.89 291 Q.70 2.01 158 3.52 1593
Gam-8am 1.23 0,13 .99 1.34 0.24 1.12] 0.84
Bam-Bam 0.51 0.00 0.04 0.42 048 0.06 0.27
Sarm-10am 1.31 0.84 1.03 0.47 027 0.19 &9
10am-11am 029 Q.82 1.23 111 152 0.41] 0,90
1lam-12pm .16 0.59 0.42 .75 0.25 1.00] 0.53
12pm-1pm 0,91 128 1.76 0.37 0.85 D43 094
1pr-2pm 0.33 0.02 0.15 0.31 .48 0.17| 0.24
2pm-3pm 0.41 0.33 018 0.08 023 015 0.23
3pmi-4pm 0.50 0.79 0.14 0.29 0.35 0.64 D45
4pm-Spm 0.12 0.38 0.54 0.26 043 017 0.31
Spm-Gpm 0.25 013 D.08 0.12 0.33 0.214 0.19
6pm-Tpm 0.49 0.25 147 0.73 0.08 1.72 0.54
Tpm-Bpm 0.33 0.10 0.51 0.43 0.5 0.41 044
Bpm-3am 0.47 1.02 .61 0.55 014 0.4 0.53
Total size of flow 0.16 0.20 0.00 aod Q0 02 011
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the capacity is too low on several links close to each other or when there is one severe

bottleneck on a critical part in the network. A sort of "circular” congestion occurs in which the
head of the congestion reaches the tail of the congestion, after a while it is noticed that there is no
traffic at all and the affected area grows progressively. It is exceptional because traffic
disappears afier the severe congestion at afternoon peak hours such as 4pm-5pm, even though
the congestion later in evening reaches a peak in static assignment results. We emphasize that,
even though we use static assignment, predicted traffic flows are still dynamic in the sense that
we can monitor the change of flows through time.

The effect of sample size on traffic pattern is examined by comparing link loads of separate
links evenly distributed onto the study area rather than routes composed of multiple sequential
links. Since traffic stream changes only at junctions or joints where vehicles on the current link
exit from the link turning to another direction and where vehicles from another link get into the
current link, the continuous links with only straight flow without junctions have the same values
of link lead until one of the link reaches an intersection. Especially most links on highway routes
are straight links except the links for exit or entrance. Furthermore, reflecting the objective of the
analysis to see whether traffic flow varies with regard to different sample sizes, it is more
appropriate to select separate links and compare loads of the same links between different
projects. 20 links are selected for analysis: 10 links on highway and 10 links on more local roads
(see Table 6.4). The selected highway links are generally a part of major routes where traffic
patterns of off-peak and peak hours are distinctive shown from animated bandwidths of static
traffic loads in Omnitrans. Regarding local road links, 10 municipalities at province Noord-
Holland are chosen in terms of population density obtained from CBS Netherlands. Listed from
high to low population density, inner city like Amsterdam has the highest population density and
relatively outer city, Schagen, has the lowest among the chosen local road links. The highway
links and the local road links are analyzed separately because each of the road types obviously
reveals dissimilar patterns due to different network properties such as speed limit and capacity.

6.3.2.1 Visual representation of traffic flows

Having selected the links, static loads of the links are collected from Omnitrans database for
examination. The loads of each link are disaggregated by time of day and project. Since there arc
10 links for each road type and 15 times of day, in total 150 scores are obtained for each project.
First to get a [irst indication and overall insight on differences of flows according to sample size,
the data is visually represented. Omnitrans provides a useful tool for this: animated bandwidths
display of static loads. It can be viewed as a video by consecutive playback of whole simulation
periods, Figure 6.2 displays a collection of traffic conditions of the link 113401 on A4 as an
example. Each image relates to a specific time of day and project. The link load is shown as the
mumber on the side of the link by direction. The colored band displays the percentage average
calculated speed with respect to maximum allowed speed of the link. Color change of band



Figure 6.2 Animated bandwidths of highway link by time of day and project
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Table 6.4 Selected links on highway routes and local routes

Link Type Link Number Link Description
112269 A9
112235 A200
114315 Ad
113401 Ad

Wity 1095863 A1D

109523 A7
112443 Al
111856 &b
107326 a2
117453 AL
30869 Amsterdam
10224 Haarlem
12439 Zaanstad
11025 Haaremmermeer

ey 11595 Alkmaar
31785 Amstelveen
11764 Den Helder
11464 Aalsmeear
35260 Diemen
12387 Schagen

indicates the extent of congestion of the network. As the percentage level decreases, it means
more congestion changing from green through yellow to red celor. The images at each row
illustrate traffic conditions at a specific time across projects. The pattern of each preject locks
similar to each other.

Alternatively to the link bandwidths representation, a line graph for each link is drawvm by
plotting the leads at different times of day across different projects in Excel (Figure 6.3). X and
Y axis of the graph represent time of day and link load respectively. Each project is a data series
of a chart. Loads of each project is depicted as an independent line of a different color for
comparison of flows. There are four lines in a graph and each of them represents the loads of a
project. The graphs generally display the same pattern of little difference of link loads across
projects. Seeing the graph of the link on A4 (Figure 6.3), for instance, the loads of all links
change with alike pattern although the actual levels of load of each project slightly varies. The
overall appearance is similar as the lines overlap in large part with each other.

Both the animated bandwidths and the line graphs are helpful to get rough understandings of
the traffic flow patterns. They indicate that there seems te be net much difference in traffic flows
by different fraction sizes. However, the visualization techniques lack information in that they do
not numerically exhibit to what extent the traffic flows differ and how sigmificant the differences
are between the projects. Therefore, we apply statistical measures to analyze the differences.
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Figure 6.3 A line graph of traffic flows across project

6.3.2.2 Hypothesis testing of traffic flows using F-test

The main question to answer through the chapter is whether fraction size influences the resulting
traffic flow. We expect that the traffic flows are less stable with the smaller sample size, which
means mere random variation in the link loads around average loads.

On the contrary to this, the larger the sample size is, the smaller the deviation between the
link loads and average load of the link will be. Moreover, the extent of variation is expected to be
larger in local roads than in highway. As Monte Carlo method is based on stochastic model for
prediction, there is an element of randommess of it. What differentiates stechastic from
deterministic simulation is the use of random predictions. Generally, the volume of trips on local
roads is smaller compared to highways, which means that more fluctuation of the volume of
local road trips is expected due to the stochastic nature of the model. Hence, two propositions are
tested throughout the text: 1) Does sample size have an impact on predicted traffic partems? And
ii) Does sample size differently influence traffic flows on highways and local reads?

Conceptually identical to the deviation described above, variance in statistics can be used to
verify the prepositions. The level of variances of the projects explains the randomness of loads
with regard to sample size. Hence verification is mainly based on comparison of variances. The
procedure te calculate relevant statistics is described here. First, overall means (g, where { is
link 7 is time of day} which are the average loads across the four projects is calculated for each
link and each time slice. These mean a true value or best guess of the true value meaning the load
obtained if the size of the sample is very large. For each link, the load by the time of day is
summed across the projects (Y vz, where x is observed value,  is link, j is time of day, and £ is
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project), and then it is divided by the number of groups, 4 in this casc. Based on overall means,
sample variance is calculated for sach project. Sample variance is the sum of squares of
deviation between observed score and overali mean (3 (o — pﬁ-}z] divided by (n — 1, where n is
the number of sample of the group).

Table 8.5 shows the calculated variances of highway links and local road links. Concerning
variances at least, the result proves that sample size influences traffic flows since the randem
variation varies across different groups. However, it should be noted that varances of traffic
flow obtained trom every prediction run with the same fraction size always differ because Monte
Carlo simulation method is used for prediction. Thus, it is unlikely to have exactly the same
variance with the approach. The variances tend to decrease with increasing sample size, as we
would expect. Inmitively thinking, it is expected that the larger the sample size as close as to
population, the smaller the variance, lesser random variation. However, project 3 scems to be an
outlier, Two trends are observed from the result, The first observation is a decreasing trend of
variance from project | through 2 to 3. The second concerns decreasing variance from project 3
to 4. Traffic flows in highway follow the first trend but not the second. In contrast, not the first
but the second one accounts for local road flows, According to the first trend, variance of project
3 on local road flows should be smaller than that of project 2, When it comes to the second trend,
smaller vanance of project 4 than that of project 3 is expected on highway flows considering
decreasing trend from project 1 through 2 to 3. Therefore, the result of project 3 is exceptional in
this research.

Neverthcless, comparing merely the size of variances docs not tell the degree of diffcrence
between the projects. For instance, there is no information how much the flows differ between
for example project 1 and project 4 and how significant the difference is. F-test, the test of
equality of variance, demonstrates it. Hypothesis testing i3 based on F-statistic, the ratio of
variances from two independent samples with normal distribution. As the statistical test departs
from normality assumption, this condition needs to be met so that the F-test is meaningful.
Normality of the data is checked by drawing a so-called normal Q-Q plot. It is a graphical
technique for determining if the data sets come from populations with a normal distribution. The
plot charts observed values against a normal distribution. Figure 6.4 displays the result of a
normality test of SPSS. The straight line represents the data when it is perfectly normally

Table 6.5 The level of variances

Link Type Project Fraction size (inside/outside) Variance
1 25% f 2% 65856.40

iy 2 50% /2% 53858.21

a4 100% / 2% A8389.11

4 100% / 4% 42788.15

1 25% f 2% 369389

2 50% f 2% 215628

s 3 100% / 2% 2873.98
4 100% / 4% 1605.34
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distributed and the line of dots is the observed values from the data. Thus, as the plots are closer
to the 45-degree reference ling, the more likely it is that the data are normally distributed.
Although the plot shows the distribution deviates somewhat from normality at the low end, it
overlaps the reference line in large part. Therefore, it can be concluded that the data is close to
normal, implying that the F-test can be applied to this data. The hypothesis testing procedure is
illustrated below.

First of all, hypotheses to be tested needs to be formulated. The logic of hypothesis testing
always evaluates an empirical result against the null result, The empirical data exhibits different
trattic flows in relation to sample size. Since it is a test of equality of variance, the null
hypothesis is Hy: 6; = oj (The variance of project i and project j are equal). Thus, the test statistic
F should equal 1 if the null hypothesis is tiue, because the variances are the same, As mentioned
previously, variances of two groups cannot be identical because the prediction in Albatross takes
Monte Carlo simulation approach that the outcomes always differ from run to run under the same
parametcr selling, the same fraction size here. Thus, the varances from twe identical size
samples are assumed to be the same for the hypothesis testing here. However, the formulated
equality of variance hypothesis is not problematic in that no multiple runs of the same sample
fraction size are executed and it focuses only on the cffect of different sample fraction size. The
alternative hypothesis is H;: not Hg. If the null hypothesis is true, then there is no difference of
flows with regard to sample size. If the alternative is true, then traffic flows differ in accordance
with sample size.

Given a null and an alternative hypothesis, the next step concerned calculating test statistics
and p-values at specified level of significance. We use the level, o = 0.05 by convention. F-
statistic is the ratio of variances of two independent samples. The critical value f; that
corresponds to the level of significance {5%) that we have chosen is 1.31 for a F-distribution
with 149 degrees of freedom for both numerator and denominator because all groups (projects)
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have the same number of cases. The degrees of freedom is calculated by (the number of sample —
1). Thus we reject the null hypothesis when the value of the F-statistic calculated is greater than
or gqual to the cntical value, 1.31. Otherwise, the null hypothesis is true. The four projects in
each road type arc compared in pairs and hence six {4C;) F-statistics {o; / o;, where i and j are
project) can be obtained (zee Table 6.6). Based on F-statistics, p-values are calculated to assess
statistical significance of the results.

The last step of hypothesis testing is interpreting the results calculated in the previous phase.
The ultimate use ol test statistic is for testing of hypothesis nevertheless, F-statistic itsell is
uselul if F-statistics arc compared to each other, explicitly displaying the extent of differences
between the two groups. Since we want to examine the effect of sample size in our case by
comparison of two samples with different sizes, the ratio of variances is anticipated to increase as
the extent of difference in sample size increases. That is to say, the result of F-test between 25%
and 100% sample is larger than that of between 25% and 50%. In order to see this, the results are
ordered from a comparison with the least difference of sample sizes to the most difference of
sample sizes, as shown in Table 6.6. As explained in the section above, the size of the test
statistics support that project 3 is obviously an ocutlier. Although project 4 has more samples and
also the bigger predicted flows than project 3 in Albatross (see, Table 6,2) and thus one can
cxpeot that, for instance, Fsy iz bigger than Fis, Fas4 is smaller than Fz; and Fjs is bigger than Fiy
regarding highway flows. When it comes to local road flows, Fi4 and Fiy shows unexpected
result as the test statistic of samples with the least difference in size is smaller than the samples
with almost twice difference. unlikely to highway flows. Therefore, the outlier case, project 3, is
excluded in that it is difficult to draw clear conclusion with it because the project exerts

dissimnilarly to road types.
Table 6.6 The result of F-test

Link Fraction Sizes Test Statistic p-value Description
Type {inside,outside/}
100%,2% f 100%,4% Fy=10.90 0.746 Mot statistically significant
B0, 2% f 100%, 2% Faa=1.40 0.02 Statistically significant
. B0, 2% f 100%, 4% Faa=1.26 0.081 Not guite statistically significant
HIBPWAY  2c06,25 / 50%,2% Fa=1.22 0.11 Not statistically significant
25%,2% / 100%,2% Fi2=1.72 0.001 Extremely statistically significant
25%, 2% f 100%, 4% Fiu=1.54 0.004 Very statistically significant
100%, 2% f 100%, 4% Fiy=1.79 0.0002 Extremely statistically significant
0%, 2% [ 100%, 2% Fa=0.75 0.96 Mot statistically significant
:::I 0%, 2% J 100%, 4% Fay=1.34 0.036 Statistically significant
25%,2% [ 50%,2% F2=1.71 0.001 extremely statistically significant
25%,2% / 100%,2% Fa=1.29 0.063 Not guite statistically significant

25%, 2% f 100%,4% Fiy=2.30 0.0001 Extremely statistically significant
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Further, significance testing iz described here. Two values can be used for judgment of
whether to rgject the mull hypothesis or not: F-statistic compared to the critical value and p-value
compared to the level of significance. It must hold that F-statistic > £, or p-value < « to reject the
null hypothesis, P-value tells us how likely it is that we could get this empirical result simply due
to chance. If the value is less than 0.05, then we are conflident that the result is not due to random
error, thus not rejecting the altemative hypothesis. Furthermore, p-value can be understood as the
degree that the test statistic supports the null hypothesis. The smaller the p-value, the bigger the
null hypothesis is rejected, When F-statistic is larger or equal to 1.31, or when p-value is less or
equal than 0.05, the alternative hypothesis iz accepted, meaning that variance of traffic flows
differs in accordance with sample size, It iz interpreted like, for example, F 4 (2.30) of local road
by far cxceeds 1.31 and the p-valuc {0.0001) is far lcss than 0.05 in the compatison between
project 1 and 4, We reject the mull hypothesis and accept the alternative that variance of traffic
Nows differ in accordance with sample size. And the difference between the projects is
extremely statistically significant.

The highest F-statistic and the lowest p-value in both link types result from the comparison
between the smallest sample size with 25% fraction size and the biggest with 106%. It strongly
supports our expectation that sample size have an impact on variance {or sample error) of
resulting traffic flows. Furthermore, regarding the local road, all the F-statistics without
comparison with project 3 are bigger than the critical value and all the p-values are smaller than
the significance level, thus, leading to rejecting the null hypothesis. The value of local road links
is generally bigger than that of highway links, Referring to the verbal description of interpreting
results from the statistical test shown in the column ‘description’ in Table 6.6, the extent of
difference of flows is generally stronger in local road links than highway links as four out of six
tests conclude as statistically signiflicant, rejecting the equality of variance assumption. From this,
the second proposition that more variation exist in local road links than highway links is
demonstrated. Consequently, the conclusion of the statistical inference is stated as twofold: i)
Sample size inlluences traflic flows. And ii) The waffic flows of local road links arc more
sensitive to sample size than that of major routes like highway links.

The result from hypothesis testing supports our expectation derived from empirical data that
sample fraction size influences resulting traffic flows. When it comes to hypothesis testing,
however, the result should be interpreted with caution for some reasons. The data collected might
be erronecus, rellecting meaningless variation due to sampling. Moreover, [ormulated hypothesis
can be incorrect. Lastly the most important aspect to be considered, the logic of hypothesis
testing is always conditional. Adopted in many texts, conunon approach to hypothesis test is a
problem in which one of the null or the alternative will be asserted. Though, it should be noted
on the distinction between accepting the null hypothesis and failing to reject it. Although
rejection of the alternative conversely means acceptance of the null in common approach, this
can be alternatively understood that the result supports or fails to support the hypothesis. Pomnted
out by Dallal in his webpage abomt “The Little Handbook of Statistical Practice”
(http:/fwww. tufts.edu/~gdallal/ LHSP, HTM), null hypothesis are mever accepted. Rather, we
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either reject or fail to reject them. Indeed, the hypothesis test never proves anything, only
hypothesis that we formulated based on empirical data. Simply, it can be recognized that the null
hypothesis is a possibility that could be observed. Supportive to this discussion, Fischer did not
usc an alternative hypothesis, and therefore there was no concept of “accepting” an alternative in
his construction of significance tests, implying imprecise use of Hy and Hy. To apply this
discussion to our problem, statistical signilicance docs not necessarily mean that it is also
significant in practice. The results of hypothesis testing is may vary in accordance with how
hypothesis is delined and how big the number of groups considered.

6.4 CONCLUSION

The chapter examined the impact of sample size on traffic flow. It should be noted that the
sample size refers to sample fraction of population used for prediction of traffic behaviors, not
the number ol samples considercd in statistical testing. It is described at two levels: O-D
relational level of Albatross and road segment level of Omnitrans. Albatross result at least shows
little difference ol flows according to sample size. Visually represented as line graph, it is
compared that total number of trips by times of day across projects with varying number of
sample sizes. On the contrary, the traffic flow at more microscopic level of rcad segment
displayed variation of flows with regard to sample size. Since link load data is available as a
result of traffic assignment, link loads across different projects is compared. As it is general that
randomness of data decrcascs with increased numbcer of samples as close as to population,
random vanation with regard to sample size is tested. Variance accounts for the randomness of
data. Merely variances tell that sample fraction size influences traffic flow. However, it is not
enough to examine what extent traffic flow differs in accordance with sample fraction size of
population, and therefore F-test iz used for the analysis. The result of F-test has proved our
expectation derived from empirical data which is the output of Omnitrans in twolold: i) Predicted
of traffic flow is affected by sample fraction size. And ii) Traffic flows of local road links are
more sensilive to sample size than that of major routes like highway links. Even though the result
of hypothesis test supparts empirical data, the result of significance test should be interpreted
with discretion due to possibility of sampling crror, incorrect formulation of hypothesis, and the
logic of hypothesis testing itself. A distinction between rejection of the null hypothesis and
failing to support the null hypothesis is the critical aspect considered in the interpretation of
result. Even though a significant difference is found, this refers to significance in a statistical
sense, only valid within the hypothesis testing. The difference might be small, and thus, net be
meaningful as it can be ignored in practice.
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7.1 INTRODUCTION

Making technical linkage between Albatross and Omnitrans concerning data transformation for
compatibility is successful since no execution error has diagnosed. Every predefined job within
the linked model system has completed its task without any error during process. However,
making software linkage is not enough to say the linked model system is valid. The system must
be truly operational meaning that the output result makes sense. The chapter mainly discusses
demonstration of the linked model system. And what helps model validation is scenario analysis.
It is a test of the system and an essential ingredient of model building and quality assurance of
the model. The analysis is served for validation purpose in the research. In particular, the most
important aspect to check with this analysis is whether the operational linkage is established.
Since Albatross output is used as input to jobs in Omnitrans, Omnitrans output has to be
consistent with Albatross result, if the model system works properly. In other words, it is
significant that predicted travel demand of Albatross is appropriately reflected in network
leading in Omnitrans, and consequently, resulted link loads or speed is in line with Albatross
result.

To evaluate validity of a model, base scenario is always involved to see changes under
scenario situation. A scenario is considered and the changes in terms of the scenario are
described in the chapter. As noted earlier, however, the scenario used in the research is a just
particular case for system demonstration purpose, not to give practical implications of the
scenario in transport planning perspectives. What want to show with this example case is how
this linked model system can be used in practice by identifying useful information drawn from
the output.

Scenario used in the research is aging society in 2020, literally meaning that older population
would increase in future. There has been a rapid growth in the elderly population in the
Netherlands like many other developed countries as a quarter of the Dutch will be over 65 years
old by 2030. As elderly occupies a larger and larger proportion of entire population, their
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inflnences on society have become dominant and more important than ever, Lately, much has
changed with regard to the position of older people in socicty. Not only do the clderly account
for a higher proportion of the Dutch population but their income position and health has also
improved in recent decades. Contributed [rom social developments, they are ncher and healthier.
Higher income status of the elderly encourages car possession possibly discouraging use of
public transport. Moreover, they have more free time than young people and are flexible in time
use because their labor participation still remains remarkably low. Those changes induce
increased participation of out-of-home activities and in turn, the participation involves travel, As
their mobility is growing, the aged are expected to exert significant impact on traffic patterns in
the Netherlands. By comparizson of traffic behavior of base vear and scenario year, effects of
mobility consequences of aging population can be explained in detail. And implications drawn
from scenario analysis would contribute to transport planning. As emphasize in the previously,
however, it focuses more on validation of the linked model system.

The chapter is structured as follows. First, assumptions and defimtions of the scenario arc
described. The sccond section discusses the results. Since the scenario is involved, the analysis
concerns comparison of baseline scenario and forecast scenario. Comparison is possible at two
levels, Albatross activity-travel schedules and Omnitrans traffic network loading, The section
mainly describes tralfic pattem changes in relation to the scenario. Section 4 deals with the
implications of the linked model system which is drawn from the description in section 3. This
last section is to literally evaluate to what extent the objective of the linked model system
mentioned in introduction chapter has been accomplished. It concems answering to questions
such as “Has operational linkage established between Albatross and Omnitrans?” or “How the
linked model system can be used in practice?” The first question is answered by checking
consistency of the results from Albatross to that ol Omnitrans, whether Cmnitrans traffic pattern
of network loading is in line with Albatross traffic pattemn of activity-travel demand. The latter is
demonstrated by the analysis in section 3. Information drawn from the output shows the
possibility of the linked system application.

7.2 AGING POPULATION SCENARIO IN 2020

As scenario is considered, traffic of base vear and forecast year are predicted. Scenano analysis
always involves haseline scenario because it serves to show what changes are predicted by the
scenario. The scenario 18 increase of aging population in the Netherlands and the vear 2000 and
2020 are taken for the baseline and the fulurc scenario respectively (Aremize, 2008; Arentze, et
al., 2008). Thus, the description of results is about mobility consequences of aging population,
The scenario 2020 considered here is a limited-growth scenario, called Regional Community
scenario, which was developed in a joint study of several Dutch national planning agencies. The



scenario considers several changes in terms of demography, transportation system, land-uses,
and economic status. Rellected those changes in input data and parameter settings of Albatross,
they are implemented in Albatross system for micro-simulation of activity and travel in 2020.
For population synthesis of 2020, demographic changes, work stalus, income, and car possession
{incl. driving license) are incorporated by manipulating sample or population census data of the
base year. The population growth are expected to be roughly 4%, the senior citizens over 65
years are going to significantly increase and the population less than 35 years will decrease.
These are taken into account in demographic data for synthesis. Two types of ratios, the ratio
single female household head and the ratio living in female (position not as a household head)
arc applied for adjustment of distribution of households across household types. In 2020,
proportion of single female household is reduced and females not being a head of household is
increased. The sample data for synthesis of scenario 2020 are obtained by applying transitional
probabilities, the shift of individuals or households from a class to another class, to the baseline
sample of work status, income (economic growth), and car possession. Changes in land-use and
transportation system are made by direct change of input data of Albatross. Ratios between 2020
and 2000 for sach subzone by land-use sector are multiplied to the baseline land-use data. Travel
times or distance matrices are also changed. General vanable costs for transport mode are given
by price indices and defined for system parameter settings of Albatross (see Table 7.1).

Table 7.1 Parameter setting of base year and forecast year

Indices settings Baseline scenario (2000) Scenario 2020
Car costs Off-peak hours 100 86.2
Car costs pesk hours 100 86.2
Train costs before & am 100 119
Traln cost after 9 am 100 114
BTM costs younger 65 yrs 100 108.4
BTM costs Goyrs or cider 100 108.4
Car travel time off peak haurs 100 100
Car travel time peak hours 100 100
Public transport travel time 100 140
Fraction of population 100% inside 4% cutside  100% inside 4% outside
Ratio living in females of total 0.324 0.325
Ratio single females of total 0.172 0.164

It is expected that car usc will become more efficient because the average [uel prices and the
average fuel use per kilometer of car will be reduced, leading to decrease in car travel costs.
Thus, car costs for off-peak and peak hours are defined by smaller value than the baseline
scenario. According to price policy of the Netherlands, public trunsport costs will be increased.
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Tariffs of train will be increased more during moming peak hours than rest of day. Lastly, the
total population of study area is synthesized for the baseline and the 2020 scenario.

7.3 RESULTS

The sensitivity of the linked model is analyzed at two levels. First, Albatross application has a
function of comparing activity-travel pattern from predicted schedules of multiple scenarios. The
comparison of two scenarios (the baseline and the future scenario) is based on the reports that
frequencies and mobility indicators are suminarized for each scenario. The output of comparison
contains information of percentage difference between the base year and the forecast year
scenarios with significance of differences with t-statistics. Second, Omnitrans output databasc
and animated bandwidths resulted from traffic assignment can be used to see how the transport
network is used in different times of the day. Particularly attractiveness of traffic assignment is
that congestion can be diagnosed by animated bandwidths and calculated loads and speeds
during network loading.

7.3.1 Results from Albatross Activity-Travel Scheduler

The fraction levels {as shown in Table 7.1) for population synthesis create 1,315,546 households
for the baseline and 1,416,878 households for the 2020 scenario (see Table 7.2}, The number of
houscholds increases 7.7 % and the size of flows (the number of trips) increases 3.7%. The
outputs of Albatross’s prediction run can be represented in frequency tables summarizing
synthetic population, mobility indicators, and activity-travel choice. Sincc mobility effect of the
scenario is of the critical interest, however, the results of synthetic population and activity-travel
choice are briefly described as summary and the mobility consequences are described in detail.

Assumed population changes in 2020 described in the previous section are well reflected in the
results. Both household and individuals in household increase roughly 7%. At houschold level,
single and double head household with no work status extensively increase, Increase in no work
houschold implies growth of the older age groups. As it appears age vear group older than 55
years increase while the young groups and household with children decrease. Economic status of
houschold is improved as medium and high income classes mainly increase. Change in car
possession of household is modest as population growth, At individual level, increased
proportion of individuals are generally bigger than that of household, implying that 2020 is aging
society in an absolute sense as age of living in household member also becomes older as
household head does. There will be twice more male population than temale population, In terms
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of activity-travel choice, people in 2020 participales out-of-home activities less considering that
population growth 15 bigger than increase of the frequency of trips. However, the out-of-home
activities for the elderly strongly increase. While work and bring or get activities decreases in
entire population and other types increase. the activity participation of the elderly particularly
involves work and business purpose. And activity begin time tends to avoid peak hours as trips
between 10 a.m. and 4 p.n. increase while before 10 a.m. largely decrease and it is modest for
evening peak hours. However, the elderly begins there activity particularly before 10 am. and
this may be due to their main activity participation of work or business. Activities arc taken place
at bigger city than home municipalities implying increase of travel distance.

Table 7.2 Predicted trip cases and size of flow

Time of Day Base year (N sample = 1315546) Scenario year (N sample = 1416873)

N Predicted cases Size of total flow N Predicted cases Size of total flow
1 7835 11858 J000 1030
2 118066 426724 114495 400882
3 116554 IBABGY 116935 379400
4 106453 248523 110435 2E1ED5%
L 116850 342879 123013 374644
L 121392 364052 137495 394434
7 127421 359645 131623 377947
8 142962 374668 143447 399317
9 148577 443258 155207 470271
10 160048 459553 165122 485944
11 146434 468781 147605 476715
12 155320 470827 156404 ATEEA4
13 134348 417813 134864 426978
14 112787 321204 114523 333600
15 138787 503105 141354 526544
Total 1863854 5597303 . 19045 50 5806533

Table 7.3 displays the mobility indicators of all cases. The first column represents the results
for the reference scenario (m0) and the second for the scenario considered (ml). The third
column shows the difference between the scenario considered (ml) and the reference as a
percentage of the reference. m0 and ml are the average of three randomly divided groups of
entire data. The last column displays the significance level of the difference. Significance levels
are relevant because predictions in Albatross are based on Monte Carlo simulation. The number
of stars indicates the significance level of the t-value of an independent samples t-test. One star
means the difference is significantly different from zero on a 5% alpha level and two stars means
that the difference is also sigmificant on a 2.5% alpha level. In 2020, people make less out-of-
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home activities as the number of trip less increase than the number of household. However, the
mobility is improved because the number of trip and tofal travel time with reference 1o total
travel distance implies that trip length and travel speed are increased. Moreover, that increase of
car travel distance is bigger than that of car travel time indicates that road infrastructure is added
or improved. People use private car more frequently than public transport reflecting increased
tariffs of public transport price policy discourage the use of public transport while car cost
becomes cheaper as they were defined in the parameter settings.

Table T.3 Mohility indicators of total flow

mo mi mi-m0 (%) sign

Total travel time 31695464 32461602 2.42 e
Travel time car driver 14838577 15806159 6.52 i
Travel time public 3736376 3304362 -11.58 s
Travel time slow 10019187 10300833 2.81 o
Travel time car passenger 3079393 3029239 -1.63 e
Number of teurs 387823 g927105.3 4.42 i
Number of trips 2016203 2103595 4.35 i
Ratic trips-tours 2271 2.269 -0.07 i
Ratio single stop tours - all tours 0.803 0.803 0

Total travel distance 26715494 28752302 7.77 o
Distance car driver 19653608 21870482 11.28 b
Distance car passenger 3813875 3756966 -1.49 o
Distance slow 1406805 1446802 .84 "
Distance public 1841279 1718023 -6.63 e

7.3.2 Results from Omnitrans Network Loading

Predicted travel demand of Albatross is used for network loading in Omnitrans. Whereas travel
information of Albatross is available at O-D relational level, it is at road segment level, for
instance, the amount of car traffic flow on the transport network by times of day. This section
discusses results of the scenario with Omnitrans output. The deseription is made [or several
routes reported to be congested road by Dutch organization. Route selection and general
characteristics of the routes are presented, first. Ommitrans output relevant to the chosen route is
analyzed. Useful figures for illustration of the scenario are derived from it. Having the figures,
the last section discusses traffic changes in 2021(),



7.3.2.1 Routes

While comparison between discontinuous independent links is appropriate to describe the effect
of sample size on resulting traffic flow dealt in the previous chapter, the approach is not suitable
for describing the differences that would occur under scenario situation. Since more behavioral
aspect of traffic paltern is imporiant in scenario analysis, say changes in traffic pattermns of
individuals in 2020, a route consisting of multiple links continnously connected to each other is
unit of the analysis here. Investigating traffic flow changes of continuous links provides richer
information than discontinuous independent links do in that traffic flow entering to the link on
the route and exiting [rom the link can he implicitly known [rom the differences of link load
between two adjacent links. In other words, we could know the amount of incoming or exiting
traffics at junctions and interchanges. With the approach, moreover, bottleneck can be easily
found where the link speed is significantly reduced and where the number of lane decreases,
given speed and the number of lane variation of continuous links.

Routes are selected based on the traffic congestion map of the Netherlands provided by
ANWB (The Dutch organization for drivers). Figure 7.1 illustrates the expected congested road
of moming and evening peak hours. Moming peak hours are from 6:30 am. to 9:30 am.
Evening peak hours are from 3:30 p.m. to 7:0¢ p.m. Congested road segment is displayed by
colored band for the dircction of flow. Red band for one side of the road means high chance of
trallic congestion for a direction. Purple means very high chance of congestion.
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Figure 7.1 Marniog and Eveniog Peak Traffic Congestion of the Netherlands (feom hitp:www.anwh.nl)
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There are total 14 congested areas for both moming and evening peak hours relevant to the
study area. The maps show dissimilar pattern of congested route between morning peak and
evening peak howrs with regard to congested location and direction of traffic flow. In the
morning, the traffic flows mostly towards Amsterdam and Schiphol airport region, They are
mostly from northern part of Noord-Holland such as Alkmaar by A9, Hoor by A7, Zaandam by
AR, from south castern part, Almere by A6 and Al, from west, Haarlem by A2 to Schiphol
airport, and southern part of Amsterdam by Ringweg Al10. On the other hand, majority of
evening peak flows arc opposite direction to the flows during morning hours mostly at Al, A2,
A9 and A1Q. Congested segments at AD are fromn Schiphol to Haarlem and from Amstelveen to
Diemen, Amsterdam-Zuidoost. At Ringweg Al0, severe traffic congestion would occur at
western A10, Einsteinweg passing Coentunnel, from Amsterdarn-zuid to Coenplein, at southern
AlD, Ringweg Zuid and at southem east A0, a part of Ringweg Oost, up to intersection Al. A2
is very congested because traffics from A9 and Al0 join A2 then moving towards Utrecht. Al
from interchange A10 to A9 is congested also. Each congested routes are summarized in Table
7.4 in terms of the number of links consisting, total distance, highway number, and short
description of the route. Total distance is sum of link lengths of the consisting links in Omnitrans.

Table 7.4 Congested road segments of study area

Peak hours Nr. Links Distance  Highway Route Description
1 2 7.06 km Ag Alkmaar to south
2 g 11.18 km AD A22-A200-A5
3 7 4.29 km AlD Ringweg Zuid to east
Morning peak 4 B 4.43 km AL Ringweg Zuid to west
(6:30 — 9:30) 5 o 4.25 km AB Joint A7 - Coenplein
6 11 15.41 km A7 Hoarn - Purmerend
7 14 14.53 km A Almere to west
2 20 15.7%9 km Al Maarden to north
9 11 14.66 km Ag Schiphol - Haarlem
e k 10 13 8.27 km A10 Einsteinweg, Ringweg 10
[:;;;-51:;1} 11 15 8.75 km A10 Ringweg Zuid - Ringweg Oost
: 12 20 14.72 km AD Amstelveen — Amsterdam-Zuidoost
13 g 11.42 km A2 Amsterdam to sauth
14 B 4.44 km Al Amsterdam ta sauth

7.3.2.2 Analysis of Omnitrans output

Omnitrans output can be summarized in terms of link load and speed for each link and for each
times of day for a selection of routes/links and times. Table 7.5 shows an example oulput table of
one of the routes. Let’s denote the load and speed score in the table as Ti; and Vi, respectively,
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where i refers to the link, j to time of day, and k to the scenario, Based on this original Omnitrans
output, several figures useful to derive implication are available by simple caleulation.

First, the figure describes traffic changes on average, say, difference of average traffic flow
by times of day within the scenario and between the two scenarios. Summing up link load of all
links on the route for each time of day for baseline and scenario vear and then dividing the total
loads of the route by the number of links, the average load is calculaled. The average speed can
also be obtained with the same approach, The average flow data is available by time of day
dimension and thus iemporal disiribution of average {low can be known. In addition, the
percentage increase or decrease of average load and speed between 2000 and 2020 can also be
calculated. It is expected that the amount of traffic [low change between 2000 and 2020 would
varies according to times of day as shown in the distribution of activity begin time in Albatross.
Moreover, repional characterisucs alomg the route such as functional location (e.g. land-use of
the arca) may represent dissimilar pattern in different routes.

While the first one concerns change of average flow between 2000 and 2020 by different
times of day at a route level, the other two figures enable more delailed descrption of the
scenario. They account for changes between the two connected links in 2000 and 2020, based on
differences between individual scores of the dala. As can be seen in Table 7.5, speed variation of
links (¥;3} along the route appears. Speed vanable is very useful to diagnose traffic congestion,
Especially where travel speed reduces a 11, reasons can be found from several factors. Decrease
of the number of lanes causes congestion as bottlenecks on road. In addition o the number of
lanes of link, the congestion would ocour when many vehicles enter to the link of the route.
Characteristics of surroundimg area, for instance, land-uses, have influence on the amount of
traffic using the route.

Table 7.5 Summary of roule data from Omnitrans oncput (Example ronte: Ringweg Znid)

Ringweg Zuid to west

Link id 107321 112396 109863 107300 107282

2020

Load (T Gam-8am 433132 2912.87 4765.13 4589.85 5160.35
Bam-gam 472311 2856.96 524192 4976.4 5995.99
9am-10am 3556.9 221141 3858.12 3508  4121.4

Speed{Vy,) Gam-8am 98.19  102.65 99.8 9973  96.83
Bam-9am 97.07 1027 9798 9842  92.67
9am-10am 99.7 103.06 10216 10208  100.06

2000

Load 6am-8am 572531 4099.27 609935 5729.34 6182.49
Bam-9an BI86.8 435457 695172 6550.87 7340.32
9am-10am  3601.06 2347.83 4070.85 3799.64 4269.24

Speed Bam-Bam 92.88 10084  93.47 95 9153
Bam-9am 89.61 10032  87.39 898  B2.85

9am-10am 99.64 103 101.73 101.61 899,72




ILLUSTRATION OF TRAFFIC FORECAST IN 2020 [IEEI

Lastly, the dilfcrence of link load between two consecutive links is awvailable from the
Omnitrans output. Since the chosen route consists of straight links without any direction changes
of the route, the diflerence ol loads only can be found at junctions, interchanges, or intersections,
The pereentage difference between the following link and the current link {( Tz — Tru)/ Trp*100)
is actually a proportion of the number of outgoing or incoming flow to the route flow.
Let’sdenote the calculated difllerence as D,u where j 1s time of day, k is scenario year, and n refer
to n-th junction on the route. We can calculate the percentage difference between the links for
2000 and 2020. Simply subtracting the value of 2000 (Dyxme) from that of 2020 (Dyzpz0), the
difference by the year can be known. The bigger the absolute level of the difference (|Dy2029 —
Dyi2om|), the more changes in proportion of incoming or exiting flow would take place berween
2020 and 2000. As in the speed variation of connected links, the explanation is possible in
relation to surrounding region of the route.

Even though the above mentioned three figures seem to be useful as cach of them implies
different aspects of traffic pattern, only the first one, the average tralfic flow on a route level, is
suflicient to explain the system sensitivity. As noted earlier. the purpose of this section is the
demonstration of the linked system rather than having interest in mobility consequences [or
practice. The description on link level concerning the second and the third figures are too much
in detail beyond the scope of the analysis because the figures arc morc case-specilic than the first
one as it is largely aifected by circumstances such as location and charactenistics of roads, Thus,
regarding the two figures, it is just enough to mention what they mean and how they can be
calculated.

Changes in average flow and speed of the routes are described below, Table 7.6 and Table
7.7 represent the average load and the average speed across all links on the route and percentage
difference berween 2000 and 2020 by times of day lor moming and evening peak hours. Since
different segments of road are congested during morning and evening, they are separately
explained. Similar to the peak hours in the ANWB map, the output of classes between & a.m. —
10 p.m. for morning and 3p.m. — 7p.m. for evening are used.

Traffic simulated in Omnitrans supports activity begin time pattem ol aging population
predicted in Albatross. They are closely related. However, activity begin time distribution and
traffic flow distribution in Omnitrans are not the same in the sensc that they are activity timing
and traffic timing. Furthermore, neither origin nor destination is known for vehicles on the
transport network. And thus, departure time of vehicles is unknown in Ommnitrans.

7.3.2.2.1 Morning peak hours traffic pattern

Table 7.5 is summary table of average load and speed of baseline and scenario. Total average
flow of entire route is summarized in table margin. The ligures shown in the last couple of rows



of the table are summation of average load by time of day across routes and the total during
morning peak hours, describing the overall traffic tlow. Sinee load is the number of vehicles on
the route, swnmated value can say the amount of traffic increase or decrease. However, average
speed of all routes by time of day s proper. The overall traffic flow decreases about 2.5%.
According to temporal distribution of traffic flow, traffic before 9am when commuting trip is
mostly taken place decreases while afterwards hour traffic increases. The decrease of loads is
bigrer during the earliest moming peak hour, 6am-8am (-7.85%) than the decrease during 8am-
Qam (-4.97%). Traffic after 9am increases about 11%. Speed variation by times of day inversely
related to load. If average load increases, average speed tends to decrease. The extent of average
speed change is not as much as load changes and there is no linear relationshap between the two
since density of link relating link capacity and load concems. For example, A passing Almere,
speed change is moderate even though Iraffic flow extensively increases almost 80% during
9arn-10am. The density of the route is not high as the load is not enough to capacity of road. As
average speed i3 inversely related to load, speed of flow increases before 9am and slightly
decreases after Qam.

According to the output data, it is difficult to conclude that traffic change would generally the
same to all routes although description of the overall pattern is made above. Traffic change is
diffcrent from the route to the route. Traffic change on A6 is significantly different from the
overall pattern. Traffic increases as big as 30% during all peak hours, Traffic flow on AR i3
similar to the overall pattern. However, the amount of traffic incrcase is bigger in Haarlem than
in Alkmaar as the city Haarlem has more population and serves as bedroom community where
many workers to center of Amsterdam reside. Traffic on A8 and A7 is in line with the overall
pattern. On the southern part of ring road A10), the data is available for both directions. Traffic
flow of each direction is different. While the flow from intersection Ad to A2 is similar to the
overall pattern, the opposite direction of flow decreases a lot. Dissimilarity of traffic change of
route may due to characteristic of route such as route direction and location. When the scenario
is considered for what-if analysis, the individual differences among routes need to be
investigated with factors influence it.
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Table 7.6 Summary of Traific Morning Peak Hours

Route Time of Day Average Lead and Difference Average Speed and Difference
2000 2020 {94} 2000 2020 (%)
A9 Gam-Bam 432321 AD17.28 -4.88 29,42 93.75 4.84
Alkmaar 8am-9am 349512 3579.62 2.42 103.41 10200 -1.36
9am-10am 2150.21 2389.32 11.12 117,30 11594 -116
Total 086854 908622 1,19
A9 bam-8am 4592.00 4410.92 -3,84 094.07 06.B2 293
AZ2-AS gam-9am 3799.68 3997.98 5.22 106.10 103.76  -2.20
Bam-10am 248690  2837.31 16.10 116.32 11417 -1.85
Total 1087257 11286.21 .84
AlD Bam-8am 3600.56 A581.38 -0.53 88.31 88.47 .16
Ringweg Zuid  Sam-9am 4568.02 4126.17 -9.67 94.94 96.75 191
Ad- A2 9am-10am 3032.41 3197.07 5.43 99.20 99.06 -0.14
Total 11201.00 10904.62 -2.65
Al bam-8am 586738 5489.04 -6.45 77.61 81.13 4.55
Coenplein Zam-Y9am 4840.96 4740.24 -2.08 3474 85.50 0.90
Dam-10am 2975.06 3297.05 10.82 95.05 9394 -1.17
Tatal 1268340 1352633 =115
A7 Sam-gam 411229 3755.34 -B.6B 89.75 96.54 1.57
Hearn — Bam-9am 3352.30 2952.01 -11.94 103.04 108.17 4.98
Purmerend Sam-10am 190&.38 2158.06 13.20 115.87 114.82 -0.90
Total 9370.97 8865.40 -5.40
Al0 to west Bam-8am 556715 435270 -21.81 94.76 99.44 483
A2-A4 Sam-9am 6298.66 475888 -24.45 59.99 93.77 264
Sam-10am 361272 3451.17 -3.60 101.14 101.41 0.27
Total 1548353 1256275 -18.86
Al Gam-gam 5387.03 4232814 -21.323 86.07 092.92 196
Maarden - Bam-9am 5460.18 4941.79 -5.45 86.02 89.06 354
Amsterdam Yam-10am 2895.36 296931 2.55 98.62 98.37 025
Total 1374257 1214925 -11.58
Ab Bam-Bam 3528.35 4128 81 17.02 109.47 105.07 -4
Almere Bam-%am 3250.59 4263.28 29.56 110.91 10430 -5.56
Qam-10arm 1263.49 227157 79.79 114 89 11403 -0.75
Total 8082.43 10663.66 31.94
All routes bam-Bam A6877.97 3397361 -7.88 52.43 95.52 3.34
gam-%am 3510550 3335997 -4.97 9734 98.41 1.05

Sam-10am 20327.54 22620.85 11.28 107.30 10647 077
Total 092311.01 35954.43 -2.55
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7.3.2.2.2 Evening peak hours traffic pattern

Table 7.7 contains the same information as Table 7.6. Unlikely to morning peak hour’s traffic,
traffic during cvening peak hours generally inercases in 2020 by 1.3%. The temporal change
(times of day) of traffic flow in general, there is decreases in traffic during 4pm-6pm when the
most commute to home takes place while traffic increases before 4pm and after 6pm. The
temporal distribution demonstrates the Albatross result that people tend to avoid trips at off-peak
hours in 2020, Az the load has inverse relationship with speed, traffic flows at decreased speed
than in 2000. The average speed of route during the evening peak is lower than during the
moming peak, meaning more traffic congestion in the evening.

Evening peak hour pattern is different from the route to the route. However, the extent of
deviation among the routes iz not so serious during the evening peak hours than the moring
peak hours. A probable reason to this is that traffic llow is mfluenced by spatial location. Large
amount of traffic in the moming much more involves travel for obligatory activities that
destination of trips arc rather limited, for example, business district at the core of the city. Since
diverse activities are conducted in the evening in addition to commuting to home, such as
grocery shopping or social meeting with friends, traffic change during the evening may not be
affected by location as much as in the morning. Congested roules are generally found close o
center of Amsterdam showing that Amsterdam is the place where many out-of-home activity
facilitics arc densely localed. Although the overall pattern displays decreased traffic llow during
the most peak hours between 4pm and épm, traffic flow during that hour increases for most of
the routes. Especially, A2 from Amsterdam to south towards Utrecht there is quite large decrease
of Jow during 4pm-opm. Al from Amsterdam to south towards Muiden, traffic also decreases
after 6pm while all other routes have increased traffic after 6pm.
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Table 7.7 Summary of Tratfic Evening Peak Hours

Route Time of Day  Average Load and Difference Average Speed and Difference
2000 2020 {36} 2000 2020 (%)

AlD 3pm-4prm 486634 513738 557 87.28 85.24 -2.34

Einsteinwegto Apm-5pm 566865 582595  2.77 80.18 79.07 -138

Coenplein Spr-6pm SR28.25  5880.94 0.90 75.66 7896 -0.89
6prm-7pm 5169.44 530561 263 87.13 85.03 -241
Total 2153269 2214988  2.87 !

A10 3pm-4pm £111.12 547359  7.09 93,79 9208 -182

Ringweg Zuid-  4pm-Spm 5916.05 579551 -2.04 89,23 90.23 111

Ringweg Oost  5pm-6pm 6220.01 625431 055 87.29 8726 -0.02
&pm-7pm 5117.13 539653 546 93.72 92.14 -1.69
Total 22364.32 2291994 248 i

Al 3pm-4pm 669727  7554.27 1280 77.82 6881 -11.57

Amsterdam -  Apm-Spm 729358 682165 -5.48 71.63 77.06 7.57

Muiden Spm-6pm 733215 751889 255 71.10 69.59 -2.11
Bpm-7pm 641350 601138 -6.27 80.21 8443 526
Total 27736.90 27906.22 Q.61

A9 3pm-4pm 404498 413273 217 94 &7 93.44 -1.30

Schiphol to Apm-Spm 481848 495558  2.85 83.77 8187 -2.26

north 5pm-6pm 493429 511945 375 82.26 79.40  -348
6pm-7pm 428729 467355 901 91.71 86.10 -6.12
Total 18085.04 1888121 440

A2 to south 3pm-dpm 8271.13 924694 1180 78.70 7103 974
4pm-Spm 933415 828242 -11.27 70.31 78.47 1160
5pm-6pm 8927.86 801351 -10.24 73.65 80.53  9.35
&pm-7pm 843721 873115 348 77.34 75.04 -2.57
Total 3437034 3427406 -1.99

A9 3pm-dpm 284412 322938 1355 101,85 §7.72 -4.15

Amstelveen—  4pm-Spm 344858 344074 -0.24 93.24 9498 187

Amsterdam Spm-6pm 3691.06 380193  3.00 £9.33 85.77 049

Zuidoost 6pm-7pm 291162 313841 782 1071 98.74 -156
Total 13259.64 1361145 2,65

All routes 3pm-dpm 31829.30 3477429  9.25 88,99 8472 -4.79
4pm-5pm 36559.30  35121.88 -3.53 81.37 8361 276
Sprm-6pm 3706832 36585.02 -1.29 80.44 8092 060
Bpm-7pm 32492.00 3325765 236 83,29 8691 -1.56

Total 137548592 13974285 1.30




= T =t
B

74  IMPLICATIONS AND DISCUSSIONS OF RESULTS

The main objective of the chapter is to see whether the linked model system is valid. First, the
linkage as an operational model has established, The scenario is applied and the output varies
reasonably to the assumptions of the scenario. Mot only the output looks like the expectation in
light of the assumptions but also Omnitrans result makes sense based on Albatross result.
Moreover, the connection between activity timing in Albatross and traffic timing in Omnitrans
has found, and consequently demonstrating the validity of the linked model system. Since traffic
loads by time of day do not have any clue when the vehicle departed and from where, activity
begin time is not directly linked to Omnitrans output. According to Albatross output, however,
more than half of trip cases have their activity location near home or within home municipality,
implying that travel time is not so long. Activity begin time is quite close to the time when trip
has made. Therefore, it can be said they are closely related and the output data verifies it. Second,
future application of this linked system is discussed. Several figures explaining diverse aspect of
traffic pattern are introduced in the result section. The description of the results is made only
with one of the figures beeause the purpose of this chapter is to reveal the system works properly
and less interests in consequences of the scenario. Among unexplained figures, investigation of
speed variation of continuous link will be very usctul for planning perspectives, in particular.
That speed vanation is known is the most attractive feature of traffic assignment in the sense that
traffic congestion by times of day can be diagnosed. Likely to animated bandwidth displaying
the extent of congestion by ratio of calculated speed and free tlow speed, congestion can be
analyzed if there is any predefined value representing the extent of congestion. The variation of
traffic flow at the link level enables very sophisticated explanation and therefore it will he
valuable to transport policy making or designing in practice.

7.5 CONCLUSION

The chapter concerns validation of the integrated model and illustration of the system for
application. Scenario analysis is adopted here to test the system. The test was to evaluate to what
extent the objectives of building the linked model systemn introduced in the introduction chapter
of the thesis are achieved, The consistency of Albatross travel demand with Omnitrans network
usc of vehicles verifies the establishment of the operational linkage between the two models and
applications. Ulustration of result shows the poszibility of the system application in practice.
Useful information can be derived (rom the original Ommnitrans output. Especially speed of links
can explain traffic congestion. In overall, the linked model system works properly as the system
is sensitive to scenarios.
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CONCLUSIONS AND DISCUSSIONS

8.1 RESEARCH OBJECTIVES

The rescarch objectives are brielly mentioned again to discuss what this research has contributed,
which goals have been accomplished, and to what extent this research has added value in
transport. The central aim of the rescarch is identical to the thesis title which is, “Embodying
dynamics into transport modeling: Linking Albatross and MaDAM” As the recognition of traffic
is truly dynamic in nature, the research attempted to add dynamics to wransport modeling by
bridging the modcls. Making the comprehensive operational system beyond conceptual
integration of the two approaches always accompanies system compatibility problems as the
major essential component to solve. Many chapters ol the thesis dealt with the methodological
way to achieve that compatibility. Having provided the solution for compatibility. examination
of system performance is a critical step in model building. System performance was discussed in
terms ol variery aspects of the linked system.

Research objectives penerated several research questions aiming at satisfying the objectives. The
specified research questions arc:

- How to handle study area travel demand in Albatross national model?

- What are data requirement lor each modeling component of the linked system?

- Is predictability of the model affected by sample fraction size?

- How does the linked modcl system perform?

8.2 RESEARCH CONTRIBUTION

The aforementioned research guestions were dealt with in separate chapters. Solutions were
developed for the compatibility problem and the anmalysis was conducted for the system
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validation, This section summanzes the major conclusions of cach chapter, discusses whether the
research questions are solved, and what the added value of the linked model system is,

The major conclusions can be summarized as follows,

i)

First, problems accompanying the study area delineation were discussed. Albatross
was extended to be able to handle travel demand of a smaller, local study area.
Originally, Albatross is & national model which predicts activity-travel behavior of
the whole Dutch population. However, trallic assignment is conducted for a smaller
study area to reduce computational demands. Omnitrans requires travel demand of a
study area as input for traffic assignment. Traffic of a study arca always includes
¢aternal trip flows and those external flows are assumed to be constant by convention
im Omnitrans even when scenarios of change are considered. Albatross is extended to
be able to delineate trip matrices for smaller local areas where trip flows entering and
leaving the arca arc defined as the margins of the table. This is not modification but
rather an adaptation of the form of the cutput becanse external trip prediction is a
post-processing step after travel demand is predicted at a national level by Albatross.
A path finding algorithm, which identifies where the route of trips between
predefined external origin and destination would pass the area, is developed. Thus the
entry and exit points of external trips are predicted and incorporated in the study arca
Q-D trip table. The performance of the algorithm was examimed by comparison of
identificd entry or exit points by the route planner in Google maps. Under the
assumption that suggested routes by Google i8 used in reality by most drivers, it
turned out that the path finding algorithm works reasonably well and therefore, the
algorithm is used to generate study area O-D trip tables. By the help of the algorithm,
Albatross now can handle local study areas.

Second, implementation of the linked model system is discussed. Making an
operational model concerns identification of modeling tasks and databases and data
conversion of ouiput to new input. Albatross predicts travel demand and Omnitrans
does traffic assignment. Albatross first generates a synthetic population for simulation
and then activity-travel behavior of households is predicted. Another extension of
Albatross concerning population synthesis is setting of different fraction sizes for
study area and outside study arca for saving computation time, What Albatross
delivers to Omnitrans is O-D trip matrices extracted from the predicted activity
schedules. Data conversion or formatting mainly takes places here. First, Albatross
generates trip matrices structured into Omnitrans required format. Moreover, zone
mapping that matches the two different zoning systems (i.e., zone centroids ids} of
Albatross and Omnitrans is executed. Lastly, Albatross zone ids in Albatross trip
table are changed to those of Omnitrans based on zone mapping files before
importing to Omnitrans. The adjustment was necessary to link the systems technically.
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iii) Whereas the previous two chapters concem preparatory process to build the
operational systern, the remaining two chapters discussed the system performance
based on results from running the linked model system. The impact of sample fraction
size on resulting traffic patterns was examined. It is hypothesized that a small fraction
size, which is reported to be not problematic for describing long-term characteristics
of travel demands, may not be able to generate a representative picture of traffic
flows on the road nelwork. The reason behind the doubt is that traffic is analyzed at
more microscopic and disaggregated level as temporal change of traffic behavior
within the day is the focus of the approach adopted in the research. To see how
resulting traffic patterns vary with regard to sample size, multiple projects were run
with a set of different fraction sizes. Tt is expected that more random variation exists
for smaller sample size. Thus, Omnitrans output, particularly link loads, is analyzed
by a test of equality of variance (F-test) as the extent of varation was of mterest. The
results of the statistical testing confirmed that sample size influences traffic flows and
that the traffic flows of local road links are more sensitive to sample size than that of
major routes like highway links. Although significance testing was conducted, the
interpretation of results must still be cautions because the difference in size of
variance, even though statistically significant, may still be small and acceptable in
practice.

iv)  Lastly, the performance of the linked model system is validated. Model validation is a
crucial component of model building. A scenario analysis was conducted to test the
face-vahdity and sensitivity of the linked model system. It is emphasized that the
pumpose of the scenario analysis is to examine whether the system responds properly
to varying assumptions rather than to describe mobility consequences of the scenario.
The linkage is established as it is shown that Albatross activity begin time distribution
and Omnitrans loads by time of day are closely linked: travel-demand of Albatross is
appropriately reflected in the transport-nelwork use resulting from traffic assignment.
Moreover, a possible application of the linked model system is presented with useful
information that can be drawn from the original Omnitrans output. In particular,
analysis of traffic congestion by time of day is one of the attractive features of the
linked model system that users can entertain.

Owverall, cach chapter reasonably answered the research questions specified in the introduction
chapter. Even though the constructed linked model system still has some limitations as described
in the next section, the research fairly well solved the problems. The most important objective of
the research, building the linked model system, was achieved. The modeling schemes with data
requirements including conversion method were formalized. The structured system can be
further elaborated. Moreover, the illustration of the application of the linked system
demonstrated the face validity of system and demonstrated the potential use of the system.
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8.3 SUGGESTIONS FOR FUTURE RESEARCH

The discussion aboul accomplishmeni of the research suggesis [ulure research issues. First,
individual differences in choice need to be considered. We may question that people always use
shortest travel time path for their travel. Travel time matrices are involved for scheduling
activilies in Albatross and route choice mechanism adopts its methodology from fluid mechanics.
For determining entry and exit points it was assumed that suggested routes in Google maps are
the routes that drivers follow in reality. As the suggested routes literally mean a recommendation,
actual route choice may not be guided by minimizing travel time which is the assumption of the
paih finding algorithm. More importanily individual's route choice is not as simple as the water
flows through water pipe, as assumed in the traffic assignment model. For more sophisticated
modeling, individual differences should be considersd.

Second, dynamic traffic assignment appeared to be problemaiic as gridlock problems
occurred. Therefore, static traffic assignment by time moment of the day was used to generate
Omnitrans’ output of link loads and link speeds. However, this docs not mean that the rescarch
fails to add dynamics to transport modeling, Static traffic assignment is disaggregated by time of
day and thus variation of traffic conditions on the transport network within the day is described.
Moreover, the linkage has been esiablished by solving compatibility problems, satisfying the
central objective of the research. Although it is not a problem of the linkage of the two models,
finding the solution for the gridlock problem within the waffic assignment model is suggested for
further research,

Traffic modeling is generally an iterative process where travel demands are constantly
updated based on the use of transport network and vice versa. Since building the linked model
system by identification of modeling components and by data conversion was the primary
interest of the research, iterative loops have not been considered in model] building. The feedback
loop has to be added to the linked model system so that the sysiem becomes truly dynamic. The
reverse way of data conversion from Omnitrans to Albatross is involved for adding the iterative
loop.

Lastly, the linked model system currently is merely an integration of several model
components by putting them in a certain sequence of execution. The linked model system is now
operational but it is not a compleie system where each modecl component is excecuted with easy
clicking of icon in single application software, The prediction module of Albatross is run outside
as a stand-alone applicalion. Since il is not embedded in the application, the connection is
realized through input and output files. The users not familiar with the technical details of these
files will have difficulty in performing the modeling task. Furthermore, detailed Omnitrans
traffic assignment output can only be seen with a database inspector which is not a documented
feature of the application. The general form of displaying the traffic assignment result is
animated bandwidths, Although the visual representation helps understanding the traffic patterns,
detailed investigation of the patterns requires more specific numerical data as well. Exporiing
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results of mterest is guided by SQL queries. For general use of ihe linked model system, the
system should be easy to use. Therefore, the system should be executed in a single applicaton or
every task must be done with an overall system inierface. As the next step of the research,
making such a system-user interface is proposed.
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