
 Eindhoven University of Technology

MASTER

Design of a Bayesian networks risk diagnosing methodology release for innovation projects
an exploration

Ruytenberg, N.J.

Award date:
2011

Link to publication

Disclaimer
This document contains a student thesis (bachelor's or master's), as authored by a student at Eindhoven University of Technology. Student
theses are made available in the TU/e repository upon obtaining the required degree. The grade received is not published on the document
as presented in the repository. The required complexity or quality of research of student theses may vary by program, and the required
minimum study period may vary in duration.

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain

https://research.tue.nl/en/studentTheses/0e8e7a73-cf99-4955-a7b4-bee789c806ee


 Eindhoven, July 2011 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Bachelor of Science in Electrical Engineering 
Student identity number 0480043 

 
 

 
in partial fulfilment of the requirements for the degree of 

 
Master of Science 

in Innovation Management 
 

 
 
 
 
 
 
 

Supervisors: 
dr. J.A. Keizer, TU/e, ITEM 
dr. ir. K.E. van Oorschot, TU/e, ITEM

Design of a Bayesian Networks Risk Diagnosing 
Methodology Release for Innovation Projects 
An exploration 

 
By 
N.J. Ruytenberg 
 



 
TU/e. Department of Industrial Engineering and Innovation Sciences 
Series Master Theses Innovation Management 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Subject headings: Risk, Risk Management, Bayesian Networks, Bayesian Belief, Risk Diagnosing, 
Project Management, Canonical, Noisy 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 

 

 
 



i  

 

Executive summary 
Nowadays, the market is increasingly more competitive and globalizes fast. It is therefore important 
for companies to come up with high innovative products within a short time to market and within 
budget. This puts immense pressure on a company’s R&D department and the New Product 
Development process. To assure a high project success rate, companies should have a sound risk 
management strategy, since a certain amount of risk is needed for successful radical innovations 
(Keizer and Halman, 2007; Delisle and St-Pierre, 2010). However, many companies do not have or do 
not implement a risk management strategy properly (Aloini et al., 2007; Delisle and St-Pierre, 2010; 
Skelton and Thamhain, 2005; Ricondo et al., 2010) with the consequence that the failure rate of the 
projects is high or the project is over budget (Choi and Ahn, 2010; Wang et al., 2010; Skelton and 
Thamhain, 2005; Aloini et al., 2007). Several authors state that improving the risk management 
process for a project within a firm, increases the new product/process project success rate (Caillaud 
et al., 1999) or as Choi and Ahn (2010) state that the critical explanations for the difficulty of this 
product development process are unexpected risks and their impact, and the inability of the firm to 
defend against those risks effectively and efficiently.  
 
Risk management generally comes down to a four stage process: identification of the risks, 
prioritization of the risks identified, mitigation of the risks identified and tracking and control of the 
risks (Kayis et al., 2006, 2007; Thompson, 2000; Caillaud et al., 1999). The literature of the risk 
management tools can be divided into 4 classical risk management methodologies: Failure Mode 
and Effect Analysis (FMEA), databases, matrices and the Risk Diagnosing Methodology (RDM). Out of 
this literature it appeared however that these existing risk management directions generally have 
shortcomings in the different phases of the risk management process. Some do not have a risk 
tracking and control phase, they can suffer from groupdynamics’ biases and other risk management 
tools do not take lessons learned from the past into account. What all classical risk management 
tools have in common is that they struggle with a list of risks and their effects without relating them 
at all or do not present them in a manageable way. The consequence is that the (multiple) cause and 
the (multiple) effect chains do not become clear.  
 
The main contribution of this thesis is therefore an exploration to design an improved risk 
management tool that creates clear insight in cause and effect chains between risks and provides the 
option to build history in these cause and effect chains to make the tool more and more robust 
everytime it is executed. Building history in cause and effect chains is new and not shown in literature 
before. 
 
This improved risk management tool is meant to be easy in use and to increase the success and the 
performance of a single radical product development project. The tool therefore considers risk 
management in the phases of a project. The exploration of the improved risk management tool is 
achieved by fulfilling the following research objectives: 
 
Combine the best techniques of the classical risk management directions for the particular phases in 
risk management in one improved risk management tool. 
 
Find a technique that provides a clear oversight of (multiple) cause and (multiple) effect chains 
between risks in order to detect the interaction-effects between the risks. 
 
Find a technique that can be easily updated when new perceived risk level information is available. 
 
Find a technique that is suitable to capture such knowledge that it is possible to make the tool more 
and more robust everytime it is used.  
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The improved risk management tool is called BNRDM. This name is chosen because the basis of the 
improved risk management tool is the original Risk Diagnosing Methodology (RDM) of Keizer et al. 
(2002). The RDM delivers the best identifying, prioritization and mitigation technique for a risk 
management tool because of the non-consensus principle that is used. The RDM shows which risks 
have the most variation in risk level and which risks are perceived as most risky individually. The 
technique Bayesian Networks (BN), which are acyclic causal graphs, deliver the possibility to model 
cause and effect chains of risks and built up history in its statistics. 
 
The RDM identifies the risks in the coming project in the risk identification phase. In the risk 
prioritization phase, the RDM delivers all the main effects of the risks including the ones that have 
the most variation in probability. A Bayesian Network provides the answer in what magnitude this 
variation in probability will have a carry-over effect on other risks because of the cause and effect 
chains. The BN provides the insight in the interaction effects between the different risks. Both are 
needed to make a sound prioritization list. The RDM method together with a database and the BN 
delivers the best solution for the risk mitigation process. The database provides the lessons learned 
out of past projects to prevent reinventing the wheel, the RDM delivers the data when the situation 
is different than described by the database and the BN provides the answers which risks are best 
suited to mitigate in terms of time, resources, effectiveness and complexity due to the interaction-
effects. In the risk tracking and control phase, a risk management plan of the original RDM is 
composed and describes who is responsible for each of the diagnosed risks, what the action plan is 
for mitigating each of the diagnosed risks, how much time and resources are needed to deal with 
these risks and how progress will be monitored and reported (Keizer et al., 2002). The action plans 
are drawn up by subgroups of the risk management team and the progress of the action plan, with 
its milestones, is documented in a risk tracking form. This risk tracking form provides a framework 
for each individual risk about the status and progress (Keizer et al., 2002). To gain insight in the 
interaction among the diagnosed risks, the project team leader fills the BN’s with new evidence each 
time a milestone in the action plan is accomplished in the individual risk mitigation strategy. After 
the updating of the BN’s, new data is added to the risk milestone charts of the individual risks to 
provide the perceived risk level progress over time. After completing a total risk mitigation strategy 
for a certain risk, the database is updated with the successes and failures of the risk mitigation 
strategy for that particular risk. Furthermore, the BN’s statistical history is updated everytime a 
project is completed to make the tool more and more robust (see illustration 1). 
 
The BN’s are constructed out of the risk reference list with the same names of the original RDM (see 
appendix A). The commercial and organizational and project management risks are chosen for this 
exploration because of the generality of those risks and therefore a constructed BN (the qualitative 
connections) filled with these risks is widely applicable and mostly not limited to one organization. 
Other risks in the risk reference list do vary more and are expected more different for every 
company or even project. They are therefore less suited for constructing a general applicable 
exploration BN as is demonstrated in this master thesis. The Bayesian Networks design prototype, 
the structure of the network (qualitative part), is distilled out of the RDM method by selecting the 
most important parts of the commercial and organizational and project management risks of the risk 
reference list. The most important parts are selected and the qualitative connections among the 
variables are made in cooperation with the expert and author of the RDM: Dr. Keizer. The 
quantitative part of the BN needs to be filled with data that is derived out of interviews with experts 
from the company in question that use the risk management tool. 
 
The verification of the improved risk management tool is tested empirically in interviews with 8 
managers who dealt with or are dealing with risk management in innovation projects. In order for 
the BNRDM to work properly, statistical data is essential. This restrains the option whether this tool 
can be applied within SME’s.  
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Illustration 1: Overview of the connections between the several techniques in the BNRDM 

Identification phase

Identification of risks 

via individual 

interviews held among 

the risk management 

team by an 

independent (external) 

risk facilitator

The main effects of 

risks are identified by 

filling in a 

questionnaire by the 

risk management team 

members. Out of the 

questionnaire, the 

RDM delivers the 

variation in the 

distribution of the 

individual risks. The 

questionnaire is 

constructed out of the 

interviews by the risk 

facilitator.

The questionnaire 

delivers the severity of 

the risks that are part 

of the BNs. With this 

information the BNs 

show the interaction 

effects between the 

risks.Together with the 

RDM questionnaire, 

the BNs deliver the 

risk prioritization list.

Prioritization phase Mitigation phase

The RDM provides 
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Risk tracking and 

control phase
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Bayesian Networks (BN)

Risk Milestone Chart
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the risk mitigation 
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Bayesian Networks Risk Diagnosing Methodology
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from reinventing the 

wheel.

The BN creates the 

oversight of the 

interaction-effects of 

mitigation strategies to 

the various risks 

identified. This way it 
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which mitigation 

strategies are most 

suitable in time, cost 

and complexity.
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1.Introduction 
Today we make sure we have a good insurance policy for our homes in the case of burglary, fire and 
flooding. The case of risk mitigation in domestic fire is twofold, one takes measures to prevent a fire 
and one insures himself against the high costs when a fire eventually destroys the property. Why 
don’t have companies a good insurance policy for the outcomes of their development projects? 
Nowadays, the market is increasingly more competitive and globalizes fast. It is crucial for 
companies to come up with innovative solutions and new products in a short period of time. This 
puts high pressure on the New Product Development (NPD) process. It is therefore necessary that 
the new product development process is managed properly to ensure a high project success rate, 
since an innovation strategy based on risk avoidance cannot be an option because taking a certain 
amount of risk is inevitable for successful radical innovations (Keizer and Halman, 2007; Delisle and 
St-Pierre, 2010).). However, the day-to-day reality is different. Many companies do not have at all, 
do not have the right risk management strategy or do not implement a risk management strategy 
properly in their radical product development projects and therefore even exercise ad-hoc risk 
management (Aloini et al., 2007; Delisle and St-Pierre, 2010, Skelton and Thamhain, 2005; Ricondo 
et al., 2010). This ad-hoc risk management includes that not until the problem rises, an ad-hoc risk 
mitigation strategy is come up with and is applied. Because of the ad-hoc principle and not having 
the right risk management strategy, the failure rate of innovation projects is rather high (dependent 
on the branch of industry): 40% or even about 80% till 90% of the projects fail before project 
completion (Aloini et al., 2007; Choi and Ahn, 2010; Skelton and Thamhain, 2005; Wang et al., 2010) 
and 34% till 45% were late or over budget (Skelton and Thamhain, 2005; Aloini et al., 2007). 
Furthermore, there is less support when a project is cancelled by management because it is seen as 
a subjective decision rather than a rational decision based on sound data. Several authors state that 
improving the risk management process for a project within a firm, increases the new 
product/process project success rate (Caillaud et al., 1999) or as Choi and Ahn (2010) state that the 
critical explanations for the difficulty of this product development process are unexpected risks and 
their impact, and the inability of the firm to defend against those risks effectively and efficiently.  
 
However, out of the literature review it appeared that today’s new product development risk 
management tools have shortcomings in the different phases of the risk management process. Some 
do not have a risk tracking and control phase, they can suffer from groupdynamics’ biases and other 
risk management tools do not take lessons learned from the past into account. What all classical risk 
management tools have in common is that they struggle with a list of risks and their effects without 
relating them at all or do not present them in a manageable way. The consequence is that the 
(multiple) cause and the (multiple) effect chains do not become clear.  
 
The main contribution of this thesis is therefore an exploration to design an improved risk 
management tool that creates clear insight in cause and effect chains between risks and provides the 
option to build history in these cause and effect chains to make the tool more and more robust 
everytime it is executed. Building history in cause and effect chains is new and not shown in literature 
before. 
 
This improved risk management tool is meant to be easy in use and to increase the success and the 
performance of a single radical product development project. The tool therefore considers risk 
management in the phases of a project. The exploration of the improved risk management tool is 
achieved by fulfilling the following research objectives: 
 
Combine the best techniques for the particular phases in risk management in one improved risk 
management tool. 
 



2  

 

Find a technique that provides a clear oversight of (multiple) cause and (multiple) effect chains 
between risks in order to detect the interaction-effects between the risks. 
 
Find a technique that can be easily updated when new perceived risk level information is available. 
 
Find a technique that is suitable to capture such knowledge that it is possible to make the tool more 
and more robust everytime it is used.  
 
To achieve the research objectives, this thesis presents the track to come to an improved risk 
management tool called BNRDM. It is called BNRDM, since the basis of the improved risk 
management tool is the Risk Diagnosing Methodology (RDM) of Keizer et al. (2002). This thesis is 
subdivided into 7 chapters. Chapter 2 provides the classical methodologies used in risk management. 
It gives an oversight of the techniques used in literature that are part of current risk management 
tools. Chapter 3 presents the methodology that is applied to come to an improved risk management 
tool. Furthermore, it provides the functional requirements of the improved risk management tool 
and the research objectives. Chapter 4 discusses the theory behind the Bayesian Networks used for 
the final design. It is a chapter that provides a deepening of this theory to provide an argumentation 
for the design of the Bayesian Networks in this thesis. This deepening is added since a large part of 
the improved risk management tool consists out of Bayesian Networks. Chapter 5 provides the 
design of the two Bayesian Networks and the design of the BNRDM. Chapter 6 delivers the validation 
of the improved risk management tool on the basis of interviews held with 8 managers who dealt 
with or are dealing with risk management in innovation projects. Finally, chapter 7 gives the 
conclusion of this thesis, suggests options for further research and presents the limitations of this 
improved risk management tool. 

2.Classical risk management methods 
This chapter provides a short description of the classical risk management tools as described in 
literature. The literature review was limited to risk management tools that were generally applicable 
on radical new product development projects, focussed on risk management in the different phases 
of a project and were published in the last decade (as from 1999). Therefore literature considering 
only construction projects, only software projects, incremental instead of radical innovation, 
considering the risk management process in project selection instead of risk management in phases 
of the project or when the date of publication was too old, was removed.  The argument behind the 
time selection criteria is that when there is not written anything about a risk management tool 
(again) in the last ten years, the method is considered not value enough anymore (outdated) or 
interesting enough to write an update about and was therefore removed from the selection.  
 
Out of this literature review it appeared that some risk management tools share a common 
underlying techniques like for example Fuzzy Theory, Analytic Hierarchical Process (AHP), Grey 
Theory and Bayesian Networks (BN). However, the focus of this master thesis lies not in the 
description of these underlying techniques unless it is used in the final risk management tool design. 
This chapter deals with a general overview of the four directions of classical risk management tools 
that can be roughly distinguished in literature.  
 
The risk management tools have roughly the same four step structure. They have a risk identification 
phase, after the risk identification the risks are set in order of importance, mitigation plans are 
developed to reduce the effects of the identified risks and finally the risks are tracked and 
controlled. They differ however in the techniques they use for the different phases. Some use 
brainstorming sessions for the identification phase, others use individual interviews. The tools can 
also be distinguished in quantitative or qualitative techniques since some tools use particular 
calculations. In the end, however, all risk management tools have a qualitative part in the 
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identification of the risks. Finally, what appeared from the literature review is that many risk 
management tools do not mention the definition of risk they use. 
 
The different directions in this chapter include a short exposition of the methodology as well as a 
discussion on the shortcomings of the method. The techniques that are included are the Failure 
Mode and Effect Analysis (FMEA), databases, matrices and the Risk Diagnosing Methodology (RDM). 
The first section presents the oversight of the different phases in risk management. The second 
section presents the directions of the classical risk management tools and provides conclusions 
drawn from this literature overview. 

2.1.The different phases in risk management 

Risk management tools are integrated within project management to control different parameters 
of a project like schedule, costs and scope (Thompson, 2000) by making the risks on the particular 
project visible and thereby providing the possibility to take action on those risks. It appears that risk 
management tools generally consist of a four stage process: Identification of the risks, 
assessment/prioritization of the risks identified, treatment/mitigation of the risks identified and 
monitoring/tracking and control of those risks (Kayis et al., 2006, 2007; Thompson, 2000; Caillaud et 
al., 1999). In the literature some risk management tools do have a more stage process, these can 
however be summarized to these four stages (Kayis et al., 2007). 
 
The first step in risk management is risk identification. It is the process of identifying the risks that 
can influence the outcome of the project during the entire project’s lifecycle. A risk event is generally 
identified in the form of: “If x happens, then y will occur.” (Carbone and Tippett, 2004). The risks can 
be identified with several techniques like fault-tree analysis, Failure Mode and Effect Analysis, test 
data, expert opinion, brainstorming with project team members and lessons learned from other 
projects or programs (Perera and Holsomback, 2004). These techniques use a predetermined set of 
risk categories which consist of technical, organizational, financial, schedule and operational 
matters. The most extensive list in literature used to identify the risks in certain categories is from 
Keizer et al. (2002) for their RDM risk management tool. They use in total 12 risk categories (see 
appendix A).  
 
To identify project risks three activities are carried out (Halman and Keizer, 1994): 

- There have to be a thorough understanding of the process or project under investigation 
and by reviewing this process or product, it ensures that everyone of the risk management 
team has the same understanding of the object being worked on (McDermott et al., 2009). 
More in detail, a systematic description is needed of the required product components, the 
processes necessary to make the production of the product components possible, the 
necessary equipment and tools that are requisite, as well as the relationships between these 
elements. In interviews, members of the new product development risk team are asked to 
describe these elements in general and their personal contribution (Halman and Keizer, 
1994).  

- Identification of technological gaps is needed on the basis of the description in step one. This 
can be achieved in a group session or in personal interviews. In interviews held with the risk 
team members, the interviewees are asked to indicate the gaps between available and 
required knowledge, skills and experience. The gaps are perceived as potential technical 
risks (Halman and Keizer, 1994).  

- Identification of organizational and commercial gaps is needed which can be composed of 
internal (parent organization, holding organization) and external (customers, market, 
competitors, subcontractors) influences. These can be identified in individual interviews 
(Halman and Keizer, 1994) and/or a group session (McDermott et al., 2009). 
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Not all risks are equally relevant. The phase risk analysis/prioritization therefore analyses the risks 
determined in the first step and prioritizes the risks according to likelihood, impact, severity and the 
ability of the firm to influence the risk factors (Keizer et al., 2002). There are several techniques to 
analyze and prioritize risks. Examples are Failure Mode and Effect Analysis, GERT (Meredith and 
Mantel, 2006), Bayesian Networks (chapter 4) and the Analytic Hierarchical Process (Zahedi, 1986). 
Basically, the risk analysis methods can be divided into qualitative or quantitative analysis 
(Thompson, 2000).  
 
Risk mitigation takes place when the risk analysis/prioritization phase is complete. The goal of this 
phase is to establish such measures that especially the high priority risk items reduce in likelihood, 
severity and impact. Cost, complexity, time, resources, ease of implementation and in which stage of 
the project the risk occurs, are the factors that affect the selection of which strategy is suitable 
(Thompson, 2000). Other possibilities than risk mitigation are risk transference to for example a third 
party (Thompson, 2000), avoidance and acceptance when a risk can fit within a company’s tolerance 
level (Thompson, 2000; Carbone and Tippett, 2004). 
 
The goal of the last phase, risk tracking and control, is the practice of assuring that the perceived 
risks are reviewed and updated throughout the project’s lifecycle. Managers or risk owners monitor 
in this phase the risk management plans progress, evaluate the effectiveness of the risk responses 
and document it. When due to reassessment of the risks, new risks are discovered or it appears that 
the risk mitigation strategy does not work as planned, replanning and new mitigation measures are 
needed (Thompson, 2000; Pennock and Halmes, 2002). 

2.2.Classical methods of risk management 

As depicted in the previous section, risk management tools generally consist out of a four stage 
process. This section presents the four directions in risk management tools that are considered to be 
the classical risk management methods. Some do exist for already more than 40 years like the 
Failure Mode and Effect Analysis (FMEA). The directions that are presented consider the FMEA, 
databases, matrices and the RDM. 
 
Failure Mode and Effect Analysis 
The FMEA does not use statistics; it floats on project team members who put in data during the 
process. It is a systematic method designed to identify and prevent product and process problems 
before they occur. Or in other words: the objective is to find all ways in which a product or process 
can fail, the so called “failure modes”. The failure mode has a potential effect with certain likelihood 
and this effect has a certain risk. Summarized is the FMEA a method to discover failures, effects and 
their associated risk within a certain process or product and the process and action to eliminate or 
reduce those risks (McDermott et al., 2009). 
 
McDermott et al. (2009) describe the ten steps of the FMEA methodology as follows: 

1) Review the process or product. Know which product or process is under investigation. By 
reviewing the process or product, it ensures that every project team member has the same 
understanding of the subject being worked on. 

2) Brainstorm potential failure modes. Conduct a series of brainstorming sessions, with team 
members and/or experts with expertise in the particular process or product parts, in which a 
list of failure modes is made. This list is then organized in different categories in such a way 
that the modes are categorized by severity of the failure, the type of failure or where in the 
process or product the failure occurs. 

3) List potential effects of each failure mode. Ask the following question: “If the failure mode 
occurs, then what are the consequences?” 
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4) Assign a severity ranking for each effect. Rank is given by the team based on a 10-point scale 
and it reflects the estimation of how serious the effects are if the failure occurs. 

5) Assign an occurrence ranking for each failure mode. Rank is given by the team based on a 
10-point scale and reflects the frequency in which the failure mode occurs. Best way is to 
use historical data. 

6) Assign a detection ranking for each failure mode and/or effect. Rank is given by the team 
based on a 10-point scale and reflects the probability a failure or an effect of a failure is 
identified by current controls that may detect them. The detectability ranking is high when 
the likelihood of the detection is low.  

7) Calculate the risk priority number (RPN) for each effect. The RPN is calculated by multiplying 
Severity Rank with the Occurrence Rank and the Detection Rank.  

8) Prioritize the failure modes for action. The failure modes are ranked according to the 
magnitude of the RPN.  

9) Take action to eliminate or reduce the high-risk failure modes. Use an organized problem-
solving process to reduce the likelihood of occurrence and severity while increasing the 
detectability of the failure and thereby reducing the detection ranking. 

10) Calculate the resulting risk priority number as the failure modes are reduced or eliminated. 
After taking action on the failure modes, a reduction of at least 50% should be expected in 
the total of RPN’s. 

 
During the years, other authors made extensions on or changes to the original FMEA to overcome 
some weaknesses in the methodology. Carbone and Tippett (2004) made the project risk FMEA 
(RFMEA) in which they added a scatter plot with the RPN value of the current risk and a RPN 
threshold on two axis. When the RPN reaches above a certain threshold level, mitigation of the risk 
is needed. This delivered a more graphical approach. Chang et al. (1999 and 2001) proposed a 
different approach for finding the risk priority number (RPN) by using the fuzzy method for 
“converting” the factors “occurrence”, “severity” and “(non-)detection” and by using grey theory 
after the conversion. In the standard FMEA method, the RPN is calculated with the multiplication of 
occurrence, severity and detection. These factors however are each of different kind of scale. The 
factor chance is linear of scale and the factor non-detection is non-linear. After multiplication for the 
RPN it is unclear whether it is a sound result. To solve this problem, each of the factors is directly 
evaluated using fuzzy theory instead of using the converted scores. Wu et al. (2010) combined a 
database with the FMEA method and the GERT network. The database functions as a historical 
database in which success factors and failures are stored for input in the FMEA method. Together 
with experiences from the project team members, the database provide data about the failure 
mode, the severity the potential failure mode, the frequency of that failure, what the current 
controls are to detect this failure mode or its effects and the current prevent mechanisms and what 
the recommended actions are if the risk is prioritized in the FMEA tables. Out of the FMEA table and 
the product development plan, a GERT network is composed. 
 
Although some shortcomings are solved in the extended versions of the methodology, others 
remain. The FMEA process takes only technical factors into account because of the definition of the 
failure mode: “A product failure occurs when the product does not function as it should or when it 
malfunctions in some way. ……. Ways in which a product or process can fail are called failure 
modes.” (McDermott et al., 2009). Furthermore, every cause is only linked to its effects. This way 
cause and effect chains do not become clear. Finally, the used method to discover and prioritize the 
risks is sensitive to groupthink (Landy and Conte, 2007) and that can cause central tendency 
(Blumberg et al., 2005). 
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Databases 
Databases are lists of risks that can occur during a new product development project. The databases 
contain captured knowledge from experts about these risks, which is stored and reused for 
preventing that the same pitfalls come up that earlier projects have suffered from. Each risk 
described is assigned to a managing organization and a specific risk owner who generates mitigation 
plans as appropriate (Perera and Holsomback, 2004; Caillaud et al., 1999). The database is updated 
when new knowledge or data becomes available during the new product development process, i.e. 
when a mitigation task is completed, the responsible managing organization records the completion 
of the task in the risk database and rescores the risk considering the tasks results. This way, the 
scores are kept up-to-date and the current top risks and risk exposure of the project can 
immediately be identified (Perera and Holsomback, 2004).  
 
Another goal of use of the risk database is for example the eRisC tool from Delisle and St-Pierre 
(2003). It is a risk management web-based tool designed for expansion, innovation and export 
projects within Small-Medium Enterprises (SMEs). The goal of this tool is that when SMEs can make 
a clear formulated risk management assessment, lenders and investors can more precisely assess 
the real risks involved in funding a SME project, allowing them to offer more attractive financing 
terms. The tool consists of a questionnaire with several closed questions and sub-questions. 
Depending on the answers of the user, not all questions are applicable and are posed to the user. 
The final results include a numerical value which represents the risk rating for a specific SME project, 
the identification of at least five most important risk factors and their mitigation strategies to reduce 
the risk rating computed and a graphical pie representation showing the risk associated with every 
section and their respective weight in the computation of the global risk rating. The user can change 
these weights according to the projects characteristics or his personal views. All data provided by the 
users or entrepreneurs are recorded in a database and that makes it possible to establish statistically 
based weight models for every type of user. This provides the possibility for entrepreneurs to 
evaluate their projects with weight used by bankers and therefore better understand the bankers’ 
viewpoint in evaluating the project. 
 
Slightly different are risk registers, they are lists of risks described that can occur with its potential 
mitigation plans. The details of each risk stored contain the following categories (Williams, 1994): 

- Event: Includes a description of the risk, its likelihood of occurrence and the person or 
department responsible for its removal or mitigation. 

- Impact: Includes the severity of the impact and the object of the project on where the 
risk has its impact. This can be a time, cost or other performance measure. 

- Actions: This includes the actions that have to be taken to lower the probability of the 
particular risk and the plans that have to be executed if the risk occurs. 

 
The purpose of the risk register is twofold and has partly the same goal as the databases. The first is 
a repository of knowledge. Many today’s projects are done in multidisciplinary teams. This causes 
that engineers, experts in one aspect of the project, does not know risks involved in another part of 
the project. Williams (1994) states that problems rise on the interfaces between the different 
disciplines are more severe than problems that rise within the discipline. Therefore the risk register 
provides a good overview because the project manager rapidly becomes one of the few people with 
a good overview of the project. Secondly, the risk register is to initiate cost, time and technical 
specification analysis to come to a total risk assessment in these categories and to assist the user to 
choose between research projects or project directions.  
 
The next step is to consult the content of the risk register that contains management actions plans 
that cause the decrease of the probability of the risk occurring and actions plans that reduce the 
consequences of the risk if it does occur. These formal actions have to be taken during the 
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development phase of the project. Because the actions to be taken are formal, the benefits are 
according to Williams (1994) that it stimulates thought on how to reduce the likelihoods and the 
impacts of risks. It shows senior management which of the key risk items have no risk reduction 
measures. Furthermore it delivers a checklist via the project definition report that the risk is 
managed and ensures that all activities are carried out. 
 
The disadvantage of the risk registers and the databases is that they don’t provide a clear overview 
because of the possible extensive list of described risks. Furthermore, they don’t deliver the 
overview whether risks are linked together and their possible effects. With this overview, it could be 
determined if a particular risk perception changes, what kind of effects that information has on 
other perceived risks. The advantage of databases is that pitfalls and successes of past projects are 
recorded and it therefore serves as a lessons learned technique. 
 
Matrices 
The matrices are used to provide insight in the interdependencies between tasks in a multi-project 
environment. This approach enables the communication and prevents wrong assumptions between 
people from different disciplines in different geographical locations (Chen et al., 2003). Moreover, it 
delivers the tractability of dependencies, explores the information needed within and between 
different departments, projects and people (Danilovic and Sandkull, 2005). The most extensive tool 
based on matrices is from Pennock and Halmes (2002). Pennock and Halmes (2002) used the 
matrices not only as a communication device or as a tool to provide insight in the several task 
dependencies to overcome organizational boundaries in vertical, horizontal, external and geographic 
directions. They also provided a five step based process on risk filtering/prioritization using matrices. 
The goal of this five stage process is to determine which events are more risky. Risks are identified 
via brainstorming with domain experts to compose an Hierarchical Holographic Model (HHM). An 
HHM comes down to a list of risks which are logically and graphically arranged.  The selected risks 
are in this process filtered through several steps (with a matrix) to pick out the risks that matter and 
are tested against redundancy, resiliency and robustness, which are the defensive attributes and are 
unique to every organization.  
 
The defensive attributes consist of the following (Pennock and Halmes, 2002): 
Redundancy consists of: 

- Detectability of a particular event before it causes a problem to the project. 
- The controllability of the event, the degree in which the event can be prevented to 

cause a problem to the project. 
- Multiple paths to failure, the number of paths that lead to a problem. 

 
Resiliency consists of: 

- Irreversibility, the degree in which a scenario is reached in which the adverse condition 
cannot be returned to the initial condition. 

- The duration of the adverse effects. 
- Cascading effects, indicates the scenario in which the effects of an adverse condition 

propagates to other tasks. 
 

Robustness consists of: 
- The operating environment, in what degree is the project subject to external stressors. 
- Wear and tear indicates a scenario that lead to degraded performance due to aging 

equipment for example. 
- Hardware, Software, Human and Organizational interfaces. The degree to which the 

event is sensitive to interfaces among the subsystems. 
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- Complexity/emergent Behaviors, indicates a scenario of adverse effects because the 
knowledge of components and their interaction is partially known. An example is a 
complex supply network whose complex structure is only partially known. 

- Design immaturity, the degree to which the adverse conditions can be subscribed to the 
newness of the technology involved. 

 
When the risk filtering/priotitization process is completed, each remaining risk is extensively studied, 
interdependencies analysis is made with a matrix and the risk are ranked with a matrix. Finally a risk 
management plan is developed. 
 
Pennock and Halmes (2002) described furthermore a risk tracking process in the form of a risk 
milestone chart (Figure 1) in which the level of risk exposure over time is displayed. It has the 
following important criteria (Pennock and Halmes, 2002): 

- Each risk has its own chart with the exposed risk level on the y-axis and the time units on 
the x-axis. The y-axis can also be altered in for example costs. 

- The vertical dotted lines indicate the milestones of the risk management plan, where 
each line represent a task that when it is finished, should lower the level of risk exposed 
to the project. 

- The three dashed lines that are displayed horizontally divide that chart into three areas: 
the problem domain, the mitigation domain and the watch domain. When a risk reaches 
the problem domain, immediate action is necessary to fix the situation. When the 
mitigation domain is reached, a set of steps must be created to mitigate that risk. In the 
watch domain, no action is needed. 

- The thick black vertical lines represent the measured risk values in which the top 
indicates the pessimistic case, the horizontal branch the most likely case and the bottom 
the optimistic case. These measured risk values compare the actual risk level with the 
predicted one. When the measured risk markers are higher than expected, a replan of 
the mitigation milestones is necessary as is done at the replan 1 to 4 indicators in the 
figure. The milestones in the risk management plan are revised in the replan phase and a 
new set of anticipated risk levels are developed. 

 

 
Figure 1: Risk milestone chart, adapted from Pennock and Halmes (2002). 

The methodologies based on matrices described do not provide a prioritization procedure nor do 
they provide a mitigation strategy. The most extended matrices methodology of Pennock and 
Halmes (2002) is an exception and provided an extensive risk filtering/prioritization process. It is a 
time consuming methodology to get an updated version of the new perceived risks when new 
information becomes available. Although the dependency matrices provide some interaction 
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between effects, it is not manageable for large series of risks. The matrices become at that point 
very large and/or multi-dimensional matrices have to be made and/or many matrices co-exist 
besides eachother. All options do not contribute to a clear oversight in (multiple) cause and 
(multiple) effect chains especially not when the perceived risks also have to updated in perceived 
risk level. Furthermore, the identification of the risks can suffer from groupthink. Although the HHM 
is composed by brainstorming by different domain experts, experts on practically the same domain 
can influence eachother. The risk milestone chart described by Pennock and Halmes (2002) (Figure 
1) however, provides a clear overview of the progression of the perceived risk in time, after certain 
mitigation strategy accomplished milestones. 
 
Risk Diagnosing Methodology 
RDM is a risk management tool designed to initiate at the end of the feasibility phase of an 
innovation project. At this stage the transition to the actual product development and engineering 
takes place (Keizer et al., 2002). The tool is invented by Keizer, Halman and Song (2002) in 
cooperation with Philips Lighting and Unilever. It identifies risks on the basis of a risk reference list in 
12 categories (appendix A). Risk is determined by its likelihood, its effects (impact) and the firm’s 
ability to influence the risk factors. The risk management tool RDM is conducted in a 9-step process. 
Because the RDM is extensively described in chapter 5, only the main feature of the RDM is given in 
this section. 
 
Risk identification 

1) Initial briefing between project manager and risk facilitator. In this initial briefing the project 
manager and the risk facilitator make appointments about specific project related topics and 
some general topics. It is important that the risk facilitator is an individual who has no stake 
in the project and should be preferably a professional with knowledge about state-of-the-art 
product innovation. In this way the risk facilitator can ask questions unbiased by status, 
politics and what happened in earlier projects. 

2) Kick-off meeting with the project manager, the project team members and the risk 
facilitator. In this meeting the expectations of and plans for the RDM process are displayed 
to the project team members.  

3) Individual interviewing by the risk facilitator. Each project team member is individually 
interviewed to discover the potential risk issues in the project. An extensive risk reference 
list on twelve domains of risk issues in an innovation project is made by Keizer et al. (2002) 
which can serve as an aid in identifying specific risks during these individual interviews (see 
appendix A). 
 

Risk assessment 
4) Development of a risk questionnaire by the risk facilitator. Out of the interviews, a risk 

questionnaire is made by the risk facilitator in which the critical issues are transformed in 
positive statements of “objectives to be realized”. 

5) Answering of the risk questionnaire by the project team members. Each individual team 
member is asked to fill in the questionnaire with the positive risk statements. A team 
member fills in those questions they have expertise about. Each risk statement is composed 
of three sub-risk statements which are judged by the team members on a 5-point Lickert 
scale. The three sub-risk statements include: “The level of certainty that the objective 
formulated in the risk statement will be realized”, “The ability of the team to reach an 
appropriate solution using the project’s allocated time and resources” and “The relative 
importance of the objective to project performance”. 

6) Constructing of the risk profile by the risk facilitator. The risk profile that is made out of the 
questionnaires consist of the degree of risks perceived by the team members, a mark where 
at least 50% of the support for that particular risk lies on the 5-point scale and a distribution 
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of the perception of the team members. This last point prevents that an individual who 
perceives a high risk at a certain statement, is cancelled out by the mass. It indicates a lack of 
consensus in the group and it should be investigated. This is the most important feature in 
the RDM process. 
 

Risk response development and control 
7) Preparing of risk management session by the project manager and the risk facilitator. 
8) Risk management session with the project manager, project team members and risk 

facilitator. This session is meant to provide answers to the risks identified in the previous 
steps. This is done in a two-way process in which the first is to create a common 
understanding of the risks and to provide general ideas of managing them. The second part 
consists of splitting the group up in sub-groups which develop action plans and work out the 
generated ideas. 

9) Drawing up and execution of the risk management plan. The action plans, who is responsible 
for a particular action plan, how much time and resources a specific action plan will take and 
how the progress and reports of those plans are reported and their associated risks are 
documented in the risk management plan. The milestones of the action plans achieved in 
the risk mitigation strategy are recorded in a so-called risk tracking form. This provides the 
insight in the status and progress of each diagnosed risk. Senior management should provide 
formal approval of the risk management plan en verify the progress of the risk action plans 
in all subsequent gate reviews.  

 
The RDM methodology is the only risk management method in which there is an emphasis on the 
variation in opinion about the risk perception. This method first investigates why there is no 
consensus before proceeding to the next step and prevents therefore groupthink in the team 
sessions (Keizer et al., 2002). An additional advantage of the RDM method is another possible 
groupdynamic bias. The procedure allows that every team member can speak up and it therefore 
allows a lot of issues that otherwise were festering under the surface during the project to be raised 
in a constructive manner. Because people like Michael could speak out their concerns and clarify 
their point of view in their perceived risk in the RDM, the issue is not kept under the surface during 
the project and strengthens the team’s harmony and team ownership for the whole project (Keizer 
et al., 2002). Furthermore, the method has the most extensive risk list in literature. A disadvantage 
of the method however, is that it does not provide a direct overview of (multiple) risk and (multiple) 
effect chains and have no “lessons learned”-method for recording knowledge that came out of 
previous projects. 
 
In table 1 a summarization of the classical risk management tool is made and shows whether the 
different phases of the tools are of quantitative or of qualitative nature. As is shown, in all tools the 
identification and the mitigation phase have a qualitative technique. 
 
The advantages of a particular technique in a methodology compared to the other techniques used 
in the other methodologies presented in this section are summarized in table 2. The table provides 
the oversight of which type of risks are considered in the tool, whether the tool is sensitive to 
groupdynamics’ biases, whether the tool considers only main effects of the risks (focuses on 
individual risks only) or also interaction effects (whether the tool gives an oversight in cause and 
effect chains), if the tool provides a “lessons learned” technique and what is considered to be the 
main advantage of the tool in which phase of the risk management process. 
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 Table 1: Phases of the classical risk management tools qualified 

Table 2: Oversight classical risk management tools advantages 

 Identification Prioritization Mitigation Risk Tracking and 
Control 

FMEA Qualitative Quantitative Qualitative Quantitative 
Database Qualitative Qualitative Qualitative Qualitative 
Matrices Qualitative Quantitative Qualitative Quantitative 
RDM Qualitative Quantitative Qualitative Qualitative 

 Type of 
risks 
considered 

Sensitive to 
groupdynamics
’ biases 

Risk effects 
considered 

Lessons 
learned 
technique 

Particular advantages 
compared to other 
methodologies 

FMEA Technical Groupthink, 
Central 
tendency 

Main effect Mainstream 
does not 
provide 
option 

Builds on technical 
expertise. 

Database Technical, 
cost, time 

Possible Main effect  Yes Pitfalls and successes of 
the risk mitigation 
strategy are recorded in 
the track and control 
phase and this record is 
reused as a “lessons 
learned” method in the 
mitigation phase of a 
new project. 

Matrices Technical, 
Cost and 
Time 

Groupthink Main effect 
and 
interaction
- effects 

No The risk milestone chart 
described by Pennock 
and Halmes (2002) 
provides a clear 
overview of the 
progression of the 
perceived risk in time, 
after certain mitigation 
strategy accomplished 
milestones in the track 
and control phase. 

RDM Technical, 
Organizatio
nal and 
Business 
(market, 
commercial 
viability) in 
12 domains 

No Main effect  No In the identification and 
prioritization phase the 
tool is best considered in 
preventing biases from 
groupdynamics, has an 
emphasis on variation in 
perceived risk levels, 
accounts for prospect 
theory bias and has the 
most extensive risk 
reference list. 
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3.Methodology, functional requirements and research objectives 
As stated in the introduction, risk management becomes more and more important for successful 
radical new product development and to be able to put innovative products in a short period of time 
on the market. However, a market that is increasingly more competitive due to fast globalization, 
makes product innovation without taking certain risks impossible. The Holy Grail is to know these 
risks and their impact and to mitigate these risks in time. This increases the new product success rate 
(Caillaud et al., 1999). 
 
In order to know the risks, their impact and to be able to mitigate these risks effectively, a risk 
management tool is required. This risk management tool should not only be able to detect the 
likelihood, the (main) effect of the risk and the ability of the firm to influence these factors (Keizer et 
al., 2002), but should also provide a clear oversight of the interaction-effects between risks what can 
be easily updated, in order to get a sound risk picture the project is facing. The risk analysis should 
be directed towards as many domains as possible that have an effect on the radical new product 
development (supported by Skelton and Thamhain (2005) and Keizer et al. (2002) since risks in NPD 
occur in more domains than only technical, cost and time) and this analysis should not suffer from 
groupdynamics such as groupthink and central tendency. The mitigation step should be able to make 
the most out of knowledge gathered about risk management actions in the past and it should be 
able to combine this knowledge with new creative solutions from the current specialists and experts 
(partly from Keizer et al., 2002).  Furthermore, the mitigation step should be able to consider the 
right actions to the right risks because of main and interaction-effects of these specific risks. A risk 
management tool should have a feedback loop that can be easily updated with new perceived risk 
level information when available in order to track and control the risks. Finally, the risk management 
tool should have such a feature, that every project that is executed with the risk management tool, 
also contributes to an ever increasing knowledge base in order to make the tool more and more 
robust for coming projects. This list delivers the functional requirements for the improved risk 
management tool.  
  
To be able to fulfill the functional requirements needed for sound risk management, it is needed to 
explore which techniques satisfy these requirements and are therefore suited to implement in a 
phase of the improved risk management tool. Table 2 in the previous chapter provides the oversight 
of the advantages of the different phases of the methodologies. However, the preferred techniques 
for each risk management tool phase are divided over a couple of different risk management tools. 
The aim of this master thesis is therefore an attempt to combine the preferred techniques in one 
improved risk management tool. This delivers the first research objective: 

 
This research objective delivers the following research question: 

 
The tools that use individual team member or expert interviews or brainstorming sessions with the 
project team members about which risks are perceived in the coming new product development 
project have subjective elements in the identification because they are based on team member or 
expert experience and/or can suffer from groupthink in the team sessions. Furthermore, the 
potential risks that are submitted have to survive a certain rather subjective selection process in 
order to proceed to the next phase. The only risk management tool that tries to avoid the rather 
subjective identification, selection process and groupthink is the RDM of Keizer et al. (2002). This 
method actively investigates first why there is no consensus before proceeding to the next step and 

Combine the best techniques available for the particular phases in risk management in one 
improved risk management tool. 

1.1. Which methodologies should be used in which phase of the new risk management tool? 
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accomplishes the individual interviews with the most extensive risk reference list existing in 
literature for identification of risks. The preferred method for the identification phase is therefore 
the RDM method. 
 
The prioritization process is accomplished by brainstorming sessions with team members, individual 
questionnaires, via a rank provided to a particular risk in a database, via a questionnaire tool which 
prioritizes certain risks based on the answers provided by the user and the knowledge put in the 
question database. Another method of prioritization used, determines the factors severity, 
occurrence and detection of a particular risk and provide a risk ranking number by a mathematical 
calculation in which the factors are involved (FMEA).  

 
The RDM is best in delivering in the identification phase, the list of identified risks and because of 
the emphasis on variation in opinion, it is also most suited to provide the main effect of the 
identified risks and prioritize the risks. Because of the variation in opinion a risk can evolve to a 
severe risk or a risk can be neglected. However, in the beginning of a project, it is not clear in what 
direction and magnitude the perceived risk will go and it is therefore important to first explore why 
there is no consensus. The RDM delivers in this phase all the main effects of the risks including the 
ones that have the most variation in probability. 
 
The risk mitigation process in all risk management tools is a subjective process. Brainstorming with a 
risk management team, mostly the new product development team itself or by consulting experts, 
about the most efficient measures that should be taken to eliminate or decrease the risk is used. 
Another way of a risk mitigation strategy is delivered by the risk management tool database in which 
a history of past projects is recorded with its pitfalls and successes. The last strategy is a subjective 
way in the sense that the data in the database is put in via a brainstorming session with team 
members during previous projects or knowledge put in by consulting experts. It is less subjective in 
the sense that the database provides in this way a “lessons learned”-method about past projects 
what delivers accumulative knowledge and projects are in this way measured quantitatively as it 
were. The RDM method together with a database delivers the best solution for the risk mitigation 
process. The database provides the lessons learned in a qualitative way out of past projects to 
prevent reinventing the wheel, the RDM delivers the data by consulting specialists and experts for 
new creative solutions when the situation is different than described by the database or a better 
solution than described is available. 
  
Most of those tools assign an owner to a specific risk in the risk tracking and control phase. The 
owner is responsible for executing the particular mitigation strategy and reports or updates 
information regarding the risk. The RDM describes an extensive risk tracking procedure.  Each risk 
has a risk owner who is responsible for the mitigation of the particular risk and the reports that 
should be made to inform management. A graphical oversight to track risks is the risk milestone 
chart of Pennock and Halmes (2002) in which the progress of perceived risk levels of individual risks 
over time is set out. This method delivers the advantage that it is easily to assess and record the 
exposure of the project to individual risks after certain risk mitigation actions and therefore shows 
the progress over time. Finally, the best way to prevent reinventing the wheel in the future, is 
recording the pitfalls and successes of the risk mitigation strategy for each risk in a database. 
 
The used techniques for the improved risk management tool can be summarized in figure 2. 
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Figure 2: Overview of the classical techniques used in the improved risk management tool 

However, one mayor problem is not solved with the combinations of the different techniques of the 
classical risk management tools. The tools do not take interaction effects into account at all or do 
not present them in a manageable way. This way (multiple) cause and (multiple) effect chains do not 
become clear. This oversight is needed since interaction-effects can have a huge influence on the 
final prioritization list. Stated hypothetically, it could be the case that two risks have such an 
influence on a third risk, that the risk level of this third risk becomes high and needs to be prioritized. 
This insight is crucial. 
 
The (multiple) cause and (multiple) effect chains are also important in the risk mitigation phase to be 
able to mitigate the right risks. Stated hypothetically, it could be the case that it is cheaper or easier 
to mitigate two medium risks that have influence on a risk perceived as high, than trying to mitigate 
that particular high perceived risk. Another hypothetical example is that when two risks are 
perceived as high risks and should be mitigated, it could be the case that mitigation of one of those 
risks is enough and they don’t have to be mitigated both. That way, the cheapest or easiest solution 
can be chosen. 
 
Furthermore, the improved risk management tool should have a feedback loop that can be easily 
updated with new perceived risk level information when available in order to track and control the 
risks. The risk management tool should also have a feature, that when a project is executed with the 
risk management tool, each of those projects contributes to an ever increasing knowledge base in 
order to make the tool more and more robust for coming projects. These requirements are not 
fulfilled. 
 
This delivers the second, third and fourth research objective of this thesis:  

 
The four research objectives deliver the following research questions: 

  
In order to achieve the last three research objectives, first a literature review has been done to 
search for the technique that delivers the clear oversight of the interaction-effects between risks 
and is able to make the tool more and more robust everytime it is used. The next chapter describes 
the promising technique to solve this matter: Bayesian Networks. In chapter 5 the result of the 

Find a technique that provides a clear oversight of (multiple) cause and (multiple) effect chains 
between risks in order to detect the interaction-effects between the risks. 
 
Find a technique that can be easily updated when new perceived risk level information is 
available. 
 
Find a technique that is suitable to capture such knowledge that it is possible to make the tool 
more and more robust everytime it is used.  

2.1. Which technique(s) satisfy the remaining requirements? 
2.1. How are the connections between the several methodologies established? 
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literature review is applied in the design of an improved risk management tool to fulfil the first 
research objective. In order to determine whether the design of this improved risk management tool 
is going into the right direction, whether it is useful in practice, interviews are held with 8 managers 
who dealt with or are dealing with risk management in innovation projects. The results of these 
interviews are set out in chapter 6. 

4.The Bayesian (Belief) Networks Theory 
Bayesian Networks (BN) and decision graphs became more and more popular in the 1990s to build 
frameworks that can handle uncertainty and not only in research institutions, but also in the 
industry. A good package of theoretical insight as well as practical experience is required in order to 
design these BNs (Jensen and Nielsen, 2007). Bayesian Networks are up to today more common in 
other disciplines like medical diagnosis and are rarely used for risk management of radical innovation 
projects. Only a couple of authors made a risk management system for innovation projects with 
Bayesian Networks: Fan and Yu (2004) and Chin et al. (2009). However, in the construction of BNs for 
risk management, no concrete, methodological approach has been found. Some papers only shortly 
discuss the consecutive steps towards a BN and do not provide a complete risk management tool. 
Also history building in BNs is not mentioned in literature and new in this thesis. 
 
This chapter provides a deepening of the theory behind Bayesian Networks in order to provide an 
argumentation for the design of the Bayesian Networks in this thesis. This deepening is added since 
a large part of the improved risk management tool consists out of two Bayesian Networks. 
 
Bayesian Belief Networks (BBN) or Bayesian Networks (BN) are causal visual graphs in which the 
nodes are the variables and these variables are connected with branches. These branches express 
the conditional probability between the nodes. When new information (“evidence”) of one of the 
variables is available, the network updates the probabilities of the other variables through 
“propagating” the new information through the network. This is called probabilistic inference 
(Neapolitan, 2004). They provide a powerful network to reason with uncertainty (Sigurdsson et al., 
2001) and can combine heterogeneous data consisting of quantification of the opinion of experts, 
historical data (lessons learned) and new information that becomes available when the NPD projects 
proceeds; they combine statistical (hard) evidence and subjective evidence (Houben, 2010). The 
word “Belief” in the name of the methodology refers to beliefs of experts about the dependencies 
between the different variables (Neil et al., 2000). The term “Bayesian” is used for the network 
because it is based on Bayes’ theorem.  
 
Arguments for adding Bayesian Networks to risk management tools are threefold (Fan and Yu, 
2004): 1) Risk management should be done in a continuously feedback loop, so that problems can be 
dynamically detected and adjusted. 2) A Bayesian Network delivers a clear visual model, in which 
sources of risk can be easier determined. And 3) a Bayesian Network models uncertainties and 
provide probabilistic estimates which are updated when new data is available because of the 
feedback loop. In this way, BN can be used to identify, predict and estimate risks in a probabilistic 
way (Fan and Yu, 2004). 
 
This chapter is divided into three parts. The first part deals with a general method of building a 
Bayesian Network according to Sigurdsson et al. (2001). The second part consists of section 2, 3 and 
4 in which the mentioned method of Sigurdsson et al. (2001) is explained in more detail. The third 
part, section 5, finally provides some definitions about the analysis done within Bayesian Networks. 
 

4.1.Building a network 
Bayesian Networks are directed acyclic graphs (DAG) in which the variables represent a countable or 
continuous finite or infinite set of possible states. A variable is considered to be in exactly one of 
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these states which may be unknown. The graphs are acyclic; feedback cycles are not allowed in BN 
because no calculus have been developed that can cope with feedback cycles in causal models. As 
depicted, Bayesian Networks are used to follow how a change of certainty in one variable may 
change the certainty in one or more other variables (Jensen and Nielsen, 2007; Stein, 2003). This 
master thesis considers only the discrete finite set of possible states because this is used for the 
improved risk management tool design. 
 
Sigurdsson et al. (2001) provide a general approach for constructing a BN. The approach consists of a 
three-stage process in which seven steps can be distinguished (see figure 3). 
 
The first stage consists of problem structuring (the qualitative part 
of the BN) and describes three steps. The first and third steps 
include the identification of the relevant variables and express them 
in such a manner that the statistical connections between the 
variables can be expressed probabilistically. The design of the 
connections between the variables is step two in this stage. The 
degree of effort required to build a Bayesian Network increases 
dramatically with the amount of variables.  
 
The second stage, instantiation or quantification consist of one step: 
specify the conditional probabilities of the variables. These 
probabilities can be derived from databases or expert opinions. This 
quantitative part of building a BN can be a hard task, especially 
when variables have many states and have many connections with 
other variables. A solution for this problem is described in section 
4.4. 

 
The third and final stage “inference” includes three steps. Variables 
can be filled with “evidence”. This is a form of knowledge or 
information about the state of a certain variable or variables which 
is put in by the user. With this new information, the probabilities of the states of other nodes change 
when the information is “propagated” through the network. This is called “belief propagating” or 
“probabilistic inference” and when it is done, the Bayesian Network is “updated”. With different sets 
of evidence “what if” analyses can be conducted or revised outcomes can be generated as new 
evidence becomes available over time (Sigurdsson et al., 2001). 
 
To define a Bayesian Network, a Bayesian Network consists of the following (Jensen and Nielsen, 
2007; Holmes and Jain, 2008): 

- It consists out of a set of variables and a set of directed arcs between variables. 
- Each variable has a finite set of mutually exclusive states. 
- The variables and their directed arcs form an acyclic directed graph. 
- Each variable Y with parents   ,….,    has a conditional probability table 

      ,….,   ). 
 

4.2.The qualification of Bayesian Networks and the propagation of information 
This section deals with the qualification or the arcs of a BN. Furthermore it describes how 
information is propagated through the network. 
 
Bayesian Networks exist of different type of nodes. The nodes represent the variables and the arcs 
connecting the nodes represent the relations between these variables. The network begins with 
parent nodes which are connected to one or more several child nodes. One parent node can be 

Figure 3: Method of 
building a BN according to 
Sigurdsson et al. (2001). 
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connected to several child nodes and one child node can be connected to several parent nodes. 
When a child node has no descendant it is called a leave of the network and when a parent has no 
predecessor, it is called a root node (Sigurdsson et al., 2001) or ancestor (Dίez and Drudzel, 2007). 
The combination of nodes, the parents and its child, is called a family (Dίez and Drudzel, 2007). In 
figure 4 an example of a BN is illustrated graphically. In this figure, A, B, C and D are the root nodes 
of the network. Node G is a parent of H while nodes C and D are parent nodes of G. G is therefore 
the child of nodes C and D, while H is the child of G. Since H doesn’t have a descendant, it is a leave 
of this network.  
 

A

F

D

H

C

Diverging d-connection

Serial d-

connection

Converging 

d-

connection
G

B

E

 
 
 
In figure 4 and 5 the different possible dependence connections (d-connections) in a BN are 
displayed. “Dependent” because the state of the child node can only be determined when the state 
of the parent node(s) are known or vice versa. The examples are inspired by Jensen and Nielsen 
(2007) and Houben (2010). The possible states for all the nodes in figure 5 are {yes, no}, indicating 
whether the event occurs or not, except for the fuel meter indication. The possible states for the fuel 
meter indication are {full, ½, empty}.  
 
In the serial connection, the traffic jam has an impact whether the bus will be late which in turn has 
its influence whether John will arrive on time at work since John always travels by bus to his 
employer. The same holds in the opposite direction. Evidence about whether John is on time at work 
influences the certainty of the traffic jam through whether the bus is delayed. When the bus delay is 
known however, the other two nodes become conditionally independent. This phenomenon is called 
that the “traffic jam”-node and the “on time at work?”-node are d-separated (dependence 
separated) from eachother given the “bus delay”-node. When it is known that the bus is delayed and 
that John is late at work, the fact that John is late at work, does not add new information about 
whether there was a traffic jam in this case. The variable is called instantiated or evidence is put into 
the variable, when the state of a variable is known. 
 
In the diverging connection, when the node “Fuel?” is filled with evidence, it blocks communication 
between its children. Otherwise, evidence can be transmitted freely. The story is about a car. The 
fuel level has impact on the fuel meter indication and whether the engine starts.  When it is known 
that the fuel meter indication is full and the fuel? is not given, the certainty that there is fuel 
increases. This gives also more certainty about the yes for whether the engine will start. However, 
when it is known that there is fuel, information about the fuel meter indication gives no extra 
information about whether the engine starts. 
 
In the converging connection only when something is known about the consequences, then 
information about one possible cause may tell something about the other causes. To illustrate this, 
assume that is it known that a computer has crashed. The possible causes are faults in the hardware 
memory (defect capacitors) of the computer or software bugs (faults) in windows. If it is known that 

Traffic jam Bus delay
On time at 

work?

Memory 

faults

Windows 

bug

Computer 

crash

Fuel?

Fuel meter 

indication
Start?

Diverging connection

Serial connection

Converging connection

 

Figure 5: The different possible connections 
in a BN 

Figure 4: An example of a BN 
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Figure 7: Example of 
propagation through a larger 
BN (Jensen and Nielsen, 2007) 
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Figure 6: Example of skin 
irritation BN 

there are no faults in the memory, the certainty that there are bugs in windows increase given the 
computer crashed.  
 
Another example inspired by the example given by Stein (2003), in which some of the connections 
mentioned are combined, is provided in figure 6. A person who has skin irritation is taken to a 
doctor. The doctor identifies the skin irritation caused by a 
fungus. The question is whether the fungus only lives at the 
home of the patient or whether the fungus also lives outside 
somewhere. In the last case, there will maybe more persons in 
the vicinity who suffer from the skin irritation. When the fungus 
only lives at the home of the patient, this has indirectly impact 
on the probability of the node “outside” via the “one person” 
node. The “outside” node has influence on the probability of the 
“multiple persons” node. In this example, when the fungus is 
only at the home of the patient, it excludes the option that the 
fungus lives outside and therefore excludes that multiple 
persons may have skin irritation. 
 
The examples above provide the following definition (Jensen and Nielsen, 2007): 
Two distinct variables A and B in a causal network are d-separated if for all paths between A and B, 
there is an intermediate variable V such that either 1) the connection is serial or diverging and V is 
instantiated or 2) the connection is converging and neither V nor any of V’s descendants have 
received evidence. If A and B are not d-separated, they are d-connected. 
 
To illustrate the propagation of evidence in a larger network, 
see figure 7 (Jensen and Nielsen, 2007). Jensen and Nielsen 
(2007) defined: “The Markov blanket of a variable A is the set 
consisting of the parents of A, the children of A, and the 
variables sharing a child with A.” Neapolitan (2004) stated 
something similar. This definition provides that although the 
nodes C, D, G and H are instantiated, node E is still d-
connected to nodes F, B and A (Jensen and Nielsen, 2007). 
Since node F shares a child with node E and F is not 
instantiated, F and E are connected (when the state of E 
changes, the state of F changes since the state of H is fixed). B 
is not instantiated, therefore F is connected to B since B is the 
parent of F. Through F, E is connected to B. Finally, B shares a 

child with A, which is not instantiated. Therefore B is 
connected with A and E is connected with A. When F is also 
instantiated, node E is d-separated. 
 

4.3.The quantification of Bayesian Networks (1) and the propagation of information 
The structure of a Bayesian Network is the qualitative part of the graph design (see previous 
section). With the information of the qualitative part of a BN, two mathematical formulas and when 
the network is filled quantitatively, Bayesian Networks can update the probabilities of the network 
when new evidence is entered and propagated. 
 
The two mathematical formulas used in Bayesian Networks are: 

Bayes’ theorem:          
           

    
  

and the total probability function:                               
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Bayesian Networks use these formulas to propagate the effect of “evidence” or new information in a 
node in the network on the probability distribution of other nodes in the network either by forward 
(from cause to consequence) or backward (from consequence to cause) reasoning (Houben, 2010).  
 
When B is the parent of A, the so called “strength” is defined by        . When C is also a parent of 
A, the two conditional probabilities         and         alone do not give information about the 
interaction between B and C. B and C can co-operate or counteract in several ways. Therefore the 
theorem can be extended with more variables (Stein, 2003; Houben, 2010): 
 

           
               

      
 

 
To illustrate the calculations done in Bayesian Networks see appendix F where an example given by 
Neapolitan (2004) is provided. 
 
Software, in which Bayesian Networks can be modeled, does the above mentioned computations 
automatically as is illustrated below. 
 
The conditional probability of a node is displayed in a so-called Conditional Probability Table (CPT). 
This table is filled with probabilities; the probability of the variable in each possible state is indicated 
(see Figure 8, with CPT’s for the nodes “Sick”, “Dry” and “Loses”). Consider the example of figure 8. 
This example is adapted from the Hugin software tutorial (see reference 1) and from Kjaerulff and 
Madsen (2008). Hugin is a software package that can be used to model BN. The story behind the 
example BN is that a tree can lose its leaves because of sickness or the ground in which the tree 
stands is dry. This delivers the qualitative part of the BN, which node is connected to which other 
node. 
 

 
Figure 8: Tree is losing leaves example. 

The CPT of the node Loses shows that the probability of that the tree is losing its leaves, given the 
ground is dry and the tree is not sick, is 0.85. When the node Loses is in the “No” state, the 
probability is 0.15. The definition of BN restricts that the probability of all the states of a node added 
have to be always 1. 
 

 
Figure 9: BN propagated with evidence 
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By putting in the evidence that the tree is losing its leaves, the probability that the cause is due to 
sickness is 49.40 and the probability that the reason is dryness of the ground is 46.94. This shows the 
propagation of evidence through the network (see figure 9). 
 
The second example is based on the diverging connection network in figure 5 in the previous section 
and shows the probabilities calculated when no evidence is entered. The possible states for all the 
nodes in the figure are {yes, no}, indicating whether the event occurs or not, except for the fuel 
meter indication. The possible states for the fuel meter indication are {full, ½, empty}. The 
probabilities for the different variables with their different states are given in table 3. Assume it is 
not known in what state the variable fuel?  is. This last means that the probability of the variable 
start?  is distributed among the states yes and no of the variable fuel? and leads to          
          and                  . To explain, see the most right table in table 2. When the 
state of variable fuel?  is unknown, the probability of the state yes of variable start?  is the 
calculation:                   .  
 

Table 3: Probabilities of the different variables in their different states 

The size of the CPT depends on the number of states of the parent nodes (  ), the number of 

parents (p) and the number of states of the child node (s) (Gerssen, 2004): 
 

              
  

This formula indicates that problems arise quickly when the number of states or the number of 
parents grow. As an example, it can be determined that the CPT in figure 8 of the node Loses, the 
probabilities that have to be entered manually by two parents with two states and with a child that 
has two states are already 8 spots. To indicate the problem: when two parent nodes each have 5 
states and the child have 5 states (for example: Very low, Low, Medium, High, Very High), 125 
possible probabilities have to be filled in. For every variable a number of parameters is required that 
is exponential in the number of its parents in the graph. Since the probabilities have to be filled in 
mostly by experts, not only the problem arises that those experts have limited time available, but 
there is also a possibility that certain combinations may have never been seen by the experts. The 
solution lies in so-called “canonical models” like Noisy OR/MAX or Noisy AND/MIN. These models 
allow probability distributions from a small number of parameters (Jensen and Nielsen, 2007; Dίez 
and Drudzel, 2007; Gerssen, 2004) and are described in the next section. 
 

4.4.The quantification of Bayesian Networks (2) using canonical models 
To be able to deal with the practical problem of large Conditional Probability Tables due to many 
parents and/or many states per variable, literature describes the existence of canonical models in 
the form of Noisy-OR/MAX, Noisy-AND/MIN and Noisy-XOR (Pradhan et al., 1994; Jensen and 
Nielsen, 2007; Dίez and Drudzel, 2007; Gerssen, 2004; Galán and Dίez, 2000; Korb and Nicholson, 
2011). Other models like the Noisy adder (Heckerman, 1993) are also possible but are not a subject 
in this thesis. The canonical models consist of an extension of an original BN with virtual auxiliary 
nodes. This causes that only the CPT’s of the parent nodes have to be filled in with expert data. The 
canonical parameters of the child node contain the same data as the parents’ CPT’s. The CPT of the 
child node can be easily calculated by means of these canonical parameters. How this calculation 
precisely works, is explained in this chapter. This section first sets out the theory behind the 
canonical models and secondly explains the models on the basis of some examples. 

Fuel meter indication Fuel? Start? 
 Fuel?=yes Fuel?=no     Fuel?=yes Fuel?=no 

Full 0.6 0 Yes 0.6  Yes 0.8 0 
Half 0.4 0.1 No 0.4  No 0.2 1 
Empty 0 0.9       
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The theory of canonical models provides the knowledge engineer with a powerful solution to the 
large CPT’s problem. However, although it looks like a simplification of the original mathematical 
methodology, it appears that the performance of the Bayesian Network does not degrade in 
performance when canonical models are used (Bolt and Van der Graag, 2010). 
 
The term “noisy” consigns to the possibility that some of the causes fail to produce an effect even 
when they are present (Dίez and Drudzel, 2007), this is explained later on in this section. Consider 
the Noisy-OR BN illustrated in figure 10, with n binary input variables   , n auxiliary variables   ,    
the states of the variables   ,    the states of the variables    and an output variable Y (with n є Ν). 
The binary variables only have the states presence and absence which means that presence of a 
variable    indicates an observation where   =1 and absence indicates   =0. The variables    
“represent” the variables of the “OR-truth table” with their binary states, see table 4. For example, 
   can be A,    can be B and    can be C with their associated states   =1 and   =0. 

X1 X2 Xn

Y

Z1 Z2 Zn

…

...

 
Figure 10: General Noisy-OR BN scheme 

When the variable    has an observation of   =1, the probability between that parent and its child Y 
is “let through” to the node Y. Contrary, when the variable     has an observation of   =0, the 
probability between the child and the parent is “blocked” to the node Y. Summarized this yields the 
following for binary models, with i є Ν (Dίez and Drudzel, 2007; Galán and Dίez, 2000): 

-               with    as the probability that    produces Y when it is present.      
because if    is zero, then    would not be a possible cause of Y and should therefore not 
be included as a parent. 

-              , because when    is absent it cannot cause Y. 
- The probability that the output node is absent is the product of the noise parameters / 

inhibitors for all the input nodes that are present: 
                         with    the  subset of causes that Y is present. 

 
Furthermore, there are restrictions or assumptions in canonical models called independence of 
causal influence (ICI), which inhibits that there are no interactions among the causal mechanisms 
and inhibitors (Dίez and Drudzel, 2007): 

- Each cause has an independent chance of causing the effect. 
- Inhibitors are independent. In which an inhibitor is defined as the inverse of the 

probability that the parent X causes child Y. 
 
To be able to model a noisy gate in a modeling program like GeNie, the following definitions are 
needed (Gerssen, 2004; reference 2; Pradhan et al., 1994): 

- The lowest value of    is assumed to be the “absent” state, therefore    is absent if    is 
absent. This comes down to that the right column of the canonical parameters table of a 
node should contain a 1 at the bottom row and all the other rows contain the value 0. 
This is achieved with the absent state. 

- The outcomes of the child node are ordered from the highest to the lowest. The 
outcomes of the parent nodes need also be ordered from the highest to the lowest (in 
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term of causal influence on the child node); from the one that influences the child most 
to the one that influences it least.  

- The BN cannot model every possible 
case. The explanation is that any 
knowledge differs from reality and 
therefore suffers from 
incompleteness. To enable the 
closed-world assumption, the leak-
variable represents the causes that 
are not modeled explicitly. In this 
thesis, any case is modeled and the 
leak-variable is therefore not 
needed. It is assigned to the state absent without any change of occurring (see figure 12 
most right table). 

 
As an example of the binary canonical models, consider the Bayesian Network with Noisy-OR given 
in figure 11. In this network, the probabilities of the parent nodes are indicated:           , 
           and           , this delivers the canonical parameter table of the child Y indicated 
right in figure 12. The figure shows that the probabilities of the CPT’s of the parents are filled in the 
child’s canonical parameter table. To note the difference between a CPT and a canonical parameter 
table, compare the lowest table in figure 8 with the most right table in figure 12. In the first figure 
for every possible combination of states a probability has to be filled in, for example, the 
combination of states sick, dry and yes is 0.95 and the combination of states sick, dry and not is 0.85 
(with the inverse state of the variable Loses). In figure 12, only the combination that the parent A is 
in state 1 and the child Y is in state 1 has to be filled in and not the inverse states and not the 
combination of states of other variables. As already stated, the CPT of the child node can be 
calculated out of this canonical parameter table. It can however be calculated with different 
functionality. To illustrate the possibilities and the easy adaptation of a node to create another 
function, the OR, AND and XOR (any odd-number of inputs “1” gives output “1”) “truth-tables” with 
three parents are given in table 4, 5 and 6 respectively. 

Figure 12: CPT’s of the parent nodes A, B and C and the canonical parameter table of Y. 

 

Figure 11: Noisy-OR BN example 
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As defined above, the inverse output of the child node consists of multiplying the inverse 
probabilities when the particular parent nodes are in state1 (see tables 7, 8 and 9). The output can 
be calculated by applying the inverse rule on the inverse output. As an example in table 6, the last 
row is calculated through the multiplication of the inverse probabilities between A and Y, B and Y, C 
and Y. These inverse probabilities are multiplied because at each of the variables, the table indicates 
a state “1”. 
 

 
Which function of X is selected in a Bayesian Network depends on the purpose of the child-node. 
When it is desired that not only one parent can influence the probability of a child when the parent 
state is state1 then the Noisy-AND fulfills this need (table 8). With the Noisy-XOR the parents only 
influences the child when the quantity of the parents that are in state state1, is odd. Finally, with the 
Noisy-OR any parent can influence the state of the child node, independent of the state of other 
parents with the same child. These examples provide the insight that the function of the node can be 
simply altered by replacing the truth table of the virtual X-node. 
 
 

Output A B C Output A B C Output A B C 

0 0 0 0 0 0 0 0 0 0 0 0 

1 1 0 0 0 1 0 0 1 1 0 0 

1 0 1 0 0 0 1 0 1 0 1 0 

1 1 1 0 0 1 1 0 0 1 1 0 

1 0 0 1 0 0 0 1 1 0 0 1 

1 1 0 1 0 1 0 1 0 1 0 1 

1 0 1 1 0 0 1 1 0 0 1 1 

1 1 1 1 1 1 1 1 1 1 1 1 

 
P(Y) P(  ) A B C P(Y) P(  ) A B C P(Y) P(  ) A B C 

0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 

0.4 0.6 1 0 0 0 1 1 0 0 0.4 0.6 1 0 0 

0.7 0.3 0 1 0 0 1 0 1 0 0.7 0.3 0 1 0 

0.82  0.6*0.3 = 
0.18 

1 1 0 0 1 1 1 0 0 1 1 1 0 

0.9 0.1 0 0 1 0 1 0 0 1 0.9 0.1 0 0 1 

0.94 0.6*0.1 = 
0.06 

1 0 1 0 1 1 0 1 0 1 1 0 1 

0.97 0.3*0.1 = 
0.03 

0 1 1 0 1 0 1 1 0 1 0 1 1 

0.982 0.6*0.3*0.1 
= 0.018 

1 1 1 0.982 0.6*0.3*0.1 
= 0.018 

1 1 1 0.982 0.6*0.3*0.1 
= 0.018 

1 1 1 

 

Left: 
Table 4: OR truth table 

Centre: 
Table 5: AND truth table 

Right: 
Table 6: XOR truth table 

Bottom left: 
Table 7: Noisy-OR CPT of Y 

Bottom centre: 
Table 8: Noisy-AND CPT of Y 

Bottom right: 
Table 9: Noisy-XOR CPT of Y 
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Figure 13: CPT of child node Y  

To complete the example, the CPT-table of the Noisy-OR child Y of figure 12 becomes as is 
demonstrated in figure 13 (compare with figure 8). GeNie does the calculations automatically, the 
only tables the user has to fill in are the ones in figure 12. Figure 14 finally provides the graphical 
prove of when the nodes A, B and C are filled in with the evidence that they are in state1. The 
chance that Y is in state1 is 98% and in state0 2% as it is in table 7 in the last row. 
 
To complete this section, the Noisy-MAX theory is set 
out. The Noisy-MAX and the Noisy-MIN are 
generalizations of the nodes Noisy-OR and Noisy-AND 
respectively (Galán and Dίez, 2000; Pradhan et al., 
1994; Dίez and Drudzel, 2007).  The binary Noisy-MAX is 
another name for the Noisy-OR (Gerssen and 
Rothkrantz, 2004) with the difference between the two 
gates that the Noisy-OR is limited with two states per 
variable. When the number of states per variable 
exceeds two, it is called a Noisy-MAX gate. This allows 
that non-binary variables can be used with the following 
restrictions (Gerssen, 2004; Dίez and Drudzel, 2007; 
Galán and Dίez, 2000): 

- The states of the variables should be 
ordinal, not nominal. 

- The variables should have an equal number 
of states. 

- The variables should be graded variables. 
 
See again figure 10. In a noisy MAX node, each    

represents the value of Y produced by   .            
as the value produced by the individual   s. Explained in 
another way: each    causes that    raise the value of Y 
to a certain value and the maximum of that value of Y is the maximum of the   s (Dίez and Drudzel, 
2007). A Noisy-MAX gate follows the next equations (Dίez and Drudzel, 2007): 

1)   
              as the probability that each variable   , when it is in state   , raises the 

value of Y to  . 

2)                

  
      

3) With   
        

  
    

  

4) delivers              
  

  

5) Each value of the Noisy-MAX CPT can be obtained with: 

         
                               

                    

  

 
 

 

Figure 15: Noisy-max BN example 

Figure 14: Noisy-OR BN filled with 
evidence 
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As an example consider the Noisy-MAX BN in figure 15, with the CPT’s of the parent nodes and the 
canonical parameter table of Y in figure 16. The  -parameters are calculated with equation 3 from 
the Noisy-MAX formalization as is indicated in tables 10, 11 and 12. Note that the leak variable is not 
used as mentioned earlier. It is just added to complete the example. 

The probabilities of the CPT of node Y are calculated with equations 4 and 5. Consider the next two 
calculations as an example: 

1)                           1 * 1 * 1 = 1 (with the last “1” as the leak-variable) 
                                          

                       
                         
                                         

2)                                       
                         0 * 0 * 1 = 0 
                    

                                               
              

 
These calculations are made for the cells as indicated in figure 17. To complete the example, 
consider the evidence as noted in calculation 1, this delivers the graphical proof of figure 18. For 
more examples see appendix E. 

 

Figure 16: CPT’s of the parent nodes A and B and canonical parameter table of Y. 

 
  A  

   
  High Medium Low 

Y=High 1.0 1.0 1.0 

Y=Medium 1-0.6=0.4 1.0-0.3=0.7 1.0-0.1=0.9 

Y=Low 1-0.6-0.4=0 1.0-0.3-0.6=0.1 1.0-0.1-0.4=0.5 

Y=Absent 0 1.0-0.3-0.6-0.1=0 1.0-0.1-0.4-0.5=0 

 
 
 
 
  B   Leak 

  
  High Medium Low   

   

Y=High 1.0 1.0 1.0 Y=High 1.0 

Y=Medium 1-0.9=0.1 1.0-0.1=0.9 1.0-0.0=1 Y=Medium 1.0 

Y=Low 1-0.9-0.1=0 1.0-0.1-0.8=0.1 1.0-0.3=0.7 Y=Low 1.0 

Y=Absent 0 1.0-0.1-0.8-0.1=0 1.0-0.3-0.7=0 Y=Absent 1.0 

 
 

Left: 
Table 10: C parameters from 
node A 

Bottom left: 
Table 11: C parameters from 
node B 

Bottom right: 
Table 12: C parameters of 
leak variable 
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Figure 17: CPT of Noisy-MAX node Y 

In advance of the explanation of the design in chapter 5: for the design of the Bayesian Network part 
in the BNRDM, only the Noisy-MAX is used since all parent nodes must be able to influence the child 
node independent of the state of another parent node with the same child. 

 
 
 
 

 
 
 
 
 
 
 

4.5. Analysis within Bayesian Networks 
Bayesian provides two types of analysis of which each consist out of two variants. This section 
explains what the difference is between the different types of analysis and how they can contribute 
to risk analysis. Some analyses are already used in this chapter. This section is therefore solely used 
to formalize them and indicate what other types of analyses exist. 
 
The first analysis tool is scenario analysis which can be subdivided in two forms (Houben, 2010): 

1) Prognosis: The outcome (value of the child node) can be calculated as a result of the inputs 
(values of the parent nodes) into the model. This is done with “forward reasoning”. 

2) Diagnosis: Given a certain outcome (value of the child), the most likely conditions (values of 
the parents) can be computed under which the outcome is obtained. This is a calculation 
made in the other direction and is called “backward reasoning”. 

 
The second analysis tool, sensitivity analysis, can be used to compare the effect of the different 
parent nodes on their child nodes. With this analysis it is possible to detect the most effective way to 
influence the target variable via other variables since changes in the value of the output variable 
may be small compared to changes in the input variables (Houben, 2010). 
 
There are two methods of sensitivity analysis (Kjaerulff and Madsen, 2008; Houben, 2010): 

1) In evidence sensitivity analysis the effect of changing values (providing evidence) of the 
different input variables (the parents) on the value of the output node (the child) is 
computed. This can be achieved by varying the value of one input variable with extreme 
changes, for example from 0 to 1 and vice versa. 
 
As an example, a scenario with a medical practitioner considers a treatment of a patient 
given the probability of a disease variable. The sensitivity analysis provides the practitioner 
the opportunity to investigate the distribution of the outcome variable (the hypothesis 

 

 

Figure 18: Noisy-MAX BN filled with 
evidence 



27  

 

variable) with the collected information. Given a set of findings and a hypothesis, the 
analysis presents which sets of findings are in favor, against or irrelevant for the hypothesis 
(Kjaerulff and Madsen, 2008). 
 
The disadvantage of sensitivity analysis is that so called ‘influence diagrams’ have to be 
created. In simple words, of each input node the user wants to analyze what the effects of 
the different inputs are on the outcome, a special node has to be added to the model. This 
node does nothing more than specifying each time that a particular input node is in a 
specific state. Other programs like Netica (see reference 3) can provide a sensitivity analysis 
without adding ‘influence nodes’, but this program has the disadvantage of that a license 
has to be purchased and GeNie is free of charge.  

2) In parameter sensitivity analysis the effects of changing the value of a parameter in the 
model compared to the changes in the outcome (the values of the child) are considered. 
 

In advance of the explanation of the design in chapter 5, the evidence sensitivity analysis is not used 
as a feature in the BNRDM because the evidence of the input nodes is provided by the interviewees 
and is not subject to a choice making process. In other words: the evidence of the input nodes is not 
“chosen” because the effect on the outcome is more favorable. The parameter sensitivity analysis is 
not used because this analysis simulates the effect of changes in the structure of the model. The 
structure of the model is designed as far as possible to model reality and the aim is to provide the 
end user with a tool that can be used for risk analysis and not with a design that has to be 
‘redesigned’, therefore the parameter sensitivity analysis is not used either. 

5.The design 
This chapter contains the actual design part of this master thesis. It shows first which technique from 
which risk management methodology is used in the improved risk management tool. To be able to 
do this, an updated version of table 2 is made in which the Bayesian Networks are added. The 
second section of this chapter presents how the Bayesian Networks of the improved risk 
management tool are constructed and how these networks are filled with company specific data. It 
is required before conducting the actual improved risk management tool, that these Bayesian 
Networks are filled. The specific data represents the “history” of the firm in risk management and 
this procedure to fill the BNs has to be executed one time only. The “history” in these networks is 
updated when a project is completed to get a more and more robust tool everytime it is carried out. 
The third section in this chapter presents the actual improved risk management process as it has to 
be executed during a single project. 
 
In chapter 3 a summarization was made to show which techniques should be combined in which 
phase of the improved risk management tool. However, with the techniques of the classical risk 
management tools, it was not possible to make a clear oversight of the interaction-effects between 
risks and make the tool more and more robust everytime it is executed. The previous chapter 
provided the technique that makes both possible. An updated version of table 2 is made in table 13 
in which the Bayesian Networks technique is added. Since the Bayesian Networks is a technique that 
is able to make cause and effect chains and is not a risk management tool by itself, not all categories 
in the table in which the classical risk management tools are subdivided, are applicable. 
 
As can be determined by examining the table, the Bayesian Networks solve the remaining not 
fulfilled functional requirements as described in chapter 3. In the four phases of the improved risk 
management tool, the Bayesian Networks appear in the risk prioritization, mitigation and risk 
tracking and control phase. The phases of the improved risk management tool become as is 
described below. 
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 Type of 
risks 
considered 

Sensitive to 
groupdynamics
’ biases 

Risk effects 
considered 

Lessons 
learned 
technique 

Particular advantages 
compared to other 
methodologies 

FMEA Technical Groupthink, 
Central 
tendency 

Main effect Mainstream 
does not 
provide 
option 

Builds on technical 
expertise. 

Database Technical, 
cost, time 

Possible Main effect  Yes Pitfalls and successes of 
the risk mitigation 
strategy are recorded in 
the track and control 
phase and this record is 
reused as a “lessons 
learned” method in the 
mitigation phase of a 
new project. 

Matrices Technical, 
Cost and 
Time 

Groupthink Main effect 
and 
interaction
-effects 

No The risk milestone chart 
described by Pennock 
and Halmes (2002) 
provides a clear 
overview of the 
progression of the 
perceived risk in time, 
after certain mitigation 
strategy accomplished 
milestones in the track 
and control phase. 

RDM Technical, 
Organizatio
nal and 
Business 
(market,  
commercial 
viability) in 
12 domains 

No Main effect  No In the identification and 
prioritization phase the 
tool is best considered in 
preventing biases from 
groupdynamics, has an 
emphasis on variation in 
perceived risk levels, 
accounts for prospect 
theory bias and has the 
most extensive risk 
reference list. 

Bayesian 
Networks 

Not 
applicable 

Not applicable Main and 
interaction
-effects 

Possible Makes the interaction-
effects between risks 
visible in a clear 
graphical oversight for 
the prioritization, 
mitigation and risk 
tracking and control 
phase and provides an 
option for history 
keeping. 

Table 13: Oversight risk management techniques advantages and disadvantages 
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The improved risk management tool is named BNRDM. That name is chosen because the foundation 
of the improved risk management tool consists for the largest part out of the original RDM from 
Keizer et al. (2002).  
 
To get into more detail of the improved risk management tool, the RDM itself also has to be adapted 
for the identification phase when the Bayesian Networks are added. During the identification phase, 
the interviewees should not only be posed the questions of the original RDM. They also need to be 
interviewed about “evidence” for the Bayesian Networks. This “evidence” is needed for providing 
insight in which risks need to be prioritized due to the interaction-effects in the next phase.  
 
In the risk prioritization phase, the RDM delivers all the main effects of the risks including the ones 
that have the most variation in probability. A BN provides the answer in what magnitude this 
variation in probability will have a carry-over effect on other risks because of the cause and effect 
chains. The BN provides the insight in the interaction effects between the different risks. Both are 
needed to make a sound prioritization list.  
  
The RDM method together with a database and the BN delivers the best solution for the risk 
mitigation process. The database provides the lessons learned out of past projects to prevent 
reinventing the wheel, the RDM delivers the data when the situation is different than described by 
the database and the BN provides the answers which risks are best suited to mitigate in terms of 
time, resources, effectiveness and complexity due to interaction-effects.  
 
In the risk tracking and control phase, a risk management plan of the original RDM is composed and 
describes who is responsible for each of the diagnosed risks, what the action plan is for mitigating 
each of the diagnosed risks, how much time and resources are needed to deal with these risks and 
how progress will be monitored and reported (Keizer et al., 2002). The action plans are drawn up by 
subgroups of the risk management team and the progress of the action plan, with its milestones, is 
documented in a risk tracking form. This risk tracking form provides a framework for each individual 
risk about the status and progress (Keizer et al., 2002). To gain insight in the interaction among the 
diagnosed risks, the project team leader fills the BN’s with new evidence each time a milestone in 
the action plan is accomplished in the individual risk mitigation strategy. After the updating of the 
BN’s, new data is added to the risk milestone charts of the individual risks to provide the perceived 
risk level progress over time. After completing a total risk mitigation strategy for a certain risk, the 
database is updated with the successes and failures of the risk mitigation strategy for that particular 
risk. Furthermore, the BN’s statistical history is updated everytime a project is completed to make 
the tool more and more robust. 
 
The used techniques for the BNRDM can be summarized in figure 19. 

Identification 

phase

RDM RDM and BN 

Prioritization 

phase
Mitigation phase

Risk tracking and 

control phase

RDM, database, 

BN and risk 

milestone chart

BNRDM

RDM, BN and 

database 

 
Figure 19: Overview of the techniques used in the improved risk management tool 

5.1.The two Bayesian Network design 

At the core of the extension of the original RDM are the two Bayesian Networks. Since they are the 
largest and most complicated part of the new risk management tool, this separate section deals with 
the design of the two BN’s. The original RDM shows which risks have the most variation in risk level 
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and which risks are perceived as most risky individually (the main effect of risks). The two BN design 
make the original RDM procedure more robust since it shows the interaction effects between the 
separate risks. Because of these interaction effects, an original low risk level perceived risk can 
appear to be a high level perceived risk due to the interaction with other high level perceived risks. 
This insight is created with the BN’s in the most important risks in the organizational and project 
management and commercial viability setting. 
 
The first part of this section deals with the qualification part of the Bayesian Networks in which 
variables are selected and in which connections among the variables are made. The second part of 
this section deals with the quantification, how the CPT’s of the BN’s supposed to be filled. The CPT’s 
are filled with that kind of data that reflects the current state of the company in risk management. 
This quantification of the Bayesian Networks is the preliminary work that has to be completed 
before a BNRDM procedure can be executed. 

5.1.1.The qualification of the two Bayesian Networks design 
The qualification part of the Bayesian Network deals with the determination of the variables and the 
identification of the connections between those variables (see chapter 4). This section describes the 
procedure taken to construct the qualitative part of the two Bayesian Networks that are part of the 
extension of the RDM.  
 
The BN’s are constructed out of the risk reference list with the same names of the original RDM (see 
appendix A). The commercial and organizational and project management risks are chosen for this 
exploration because of the generality of those risks and therefore a constructed BN (the qualitative 
connections) filled with these risks is widely applicable and mostly not limited to one organization. 
Other risks in the risk reference list are expected to vary more and are expected to have different a 
different set of variables and connections between these variables for every company or even 
project. They are therefore less suited for constructing a general applicable exploration BN for this 
exploration. The design prototype, the structure of the network (qualitative part), is distilled out of 
the RDM method by selecting the most important parts of the commercial and organizational and 
project management risks of the risk reference list. The total list in the appendix of the 
organizational and project management risks and the commercial viability risks are divided into sub-
risk-topics to make it possible to indicate in a more detailed way the influence of those risks. The 
commercial viability risks are divided into the four sub-risk topics: market knowledge, capital 
requirements, supplier and risk mitigation/strategy (see figure 21) and the organizational and 
project management risks are divided into the five sub-risks: Internal support, Skills / composition 
project team, team organization, external support and team dynamics (see figure 20). Per sub-risk 
topic are the three most important risks selected in cooperation with the expert and author of the 
RDM: Dr. Keizer. The risks selected, are indicated in the figures. The most important risks are 
selected to keep things manageable for this exploration of the extension of the RDM. The 
connections between the variables are also made in cooperation with Dr. Keizer’s expertise.  
 
Note: The figures provided in this section are not screenshots of the actual BN’s that are used in  
the BNRDM, but are made in another program to be able to clearly indicate the connections 
between the variables. Screenshots of the actual BN’s can be found in the figures 25 and 26. 
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Figure 20: The connections between the organizational & project management risks 
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Figure 21: The commercial viability risks connections 

5.1.2.The quantification of the two Bayesian Networks design 
The quantification part of the Bayesian Network assigns probabilities to the states of the variables 
(see chapter 4). This section discusses the process to build the quantitative part of the two Bayesian 
Networks. The quantitative filling of the Bayesian Networks with company specific data is needed 
before a BNRDM procedure can be executed. It has to be done one time only. The data is updated 
everytime a BNRDM procedure is used for a project. 
 
To be able to fill the Bayesian Networks with data to use for the BNRDM procedure, the questions 
that need to be asked are shown below in two examples of the Commercial Viability risks. The first 
set of example questions are for root nodes of the network, the second set provided is for nodes 
that have parent nodes, but have also child nodes themselves. The questions for other nodes in the 
network are similar. It is a daunting task, but it needs to be done for each project-category and have 
to consist of measurements over 10 different projects in the same project category to be reliable 
(with multiple interviews per project). This number is however an indication and there is no proof 
yet that this amount is sufficient. Nevertheless, the amount of measurements increases when after 
each conducted BNRDM procedure, the new acquired evidence is recorded in the probabilities of 
the nodes (see next section, step 11). The measurements done via the interviews, carried out by an 
external risk facilitator, are considered as a basis for the BN’s and delivers the current state of the 
company in risk management. It is with the limitation that the more persons are interviewed by the 
external risk facilitator to fill the BN’s, the better the basis. The external risk facilitator should have 
the same characteristics as the facilitator used for the RDM (Keizer et al., 2002). The external risk 
facilitator should have no direct stake in the projects for where the BNs are used for and is therefore 
relative independent. This way the risk facilitator can ask the questions unbiased by status, politics 
and what happened in earlier projects. Project members will be more likely to confide their worries 
to such a facilitator. 
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Note that the questions are negatively framed compared to the risk points stated in figure 20 and 
21. This is due to the fact that the Bayesian Networks measure risks. For example, the risk of 
whether the “internal political climate will be in favor of this project” becomes “what is the level 
that the internal political climate will not be in favor of this project”. This design choice is made 
despite the fact that positively framed questions are in favor of risk discovering (Keizer et al., 2002). 
It would not be a workable situation when all the answers given need to be inverted before the 
probabilities are added to the CPT’s. Especially for large tables the invert-procedure would be rather 
complex and far more prone to mistakes as a result. 
 
All questions are of the order: “In what state is Y given Xi = xi and all the other causes of Y are 
absent?”, instead of: “What is the probability that Y=y given Xi = xi and all the other causes of Y are 
absent”. It is considered easier for the interviewee to give an indication whether the risk perceived is 
low, medium or high than giving the chance that the low, medium or high state occurs. 
 
The first set of example questions are for root node 2 of the Commercial Viability Risks: 

- What is the state that the market targets selected are not based on convincing research 
data, low, medium or high? This delivers data for the CPT of node 2 (see figure 22, the 
green area). 

- The following question will be: “When the market targets selected are not based on 
convincing research data have the state as the interviewee answered, how large will be 
the negative effect on the knowledge of the pricing sensitivity. Will this be low, medium 
or high?” This delivers data for the canonical parameter table of node 12 (see figure 22, 
the yellow area). 

- The third question: “When the market targets selected are not based on convincing 
research data have the state as the interviewee answered, how large will be the 
negative effect on the long-term market potential? Will this be low, medium or high?” 
This delivers part of the answers needed to construct the canonical parameter table of 
node 14 (see figure 22, the orange area). 

- The fourth question: “When the market targets selected are not based on convincing 
research data have the state as the interviewee answered, what will be the negative 
effect on the total market knowledge? Will this be low, medium or high?” This delivers 
1/3 of the data needed for the canonical parameter table of the node “Market 
Knowledge” (see figure 22, the pink area). 

 
The second set example questions are for a non-root node, in this example for node 14: 
When the states of 1) “the product viability won’t be supported by repeated sales” and 2) of “market 
targets are not selected based on convincing research data” are as indicated by the interviewee have 
on the state of the market potential (data of the orange and light blue area of figure 22), what will 
be the negative effect that this market potential has on: 

1) The market knowledge (see figure 22, the red area) 
2) Whether the profit margin will not meet the company’s standards (node 7, see figure 22, the 

purple area.) 
in terms of low, medium and high? 
 
The question to complete the table of node 14: “When the product viability won’t be supported by 
repeated sales with the state as indicated, what will the level be of the negative effect of this on the 
long term market potential?” This delivers the second part of the answers needed to construct the 
canonical parameter table of node 14 (see figure 22, the light blue area). 
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Figure 22: Areas of CPT’s and canonical parameter tables 

Basically, every arc or relation between two variables is given a weight in the form of low, medium 
or high and the probability that a particular node is in a particular state, is calculated by the amount 
of persons that voted for that particular state divided by the total amount of persons that voted a 
state on that specific node. For a non-root-node holds something similar, but with the addition of 
the probability of the previous node: the probability that a particular node is in a particular state, is 
calculated by the amount of persons that voted for that particular state divided by the total amount 
of persons that voted a particular state on the previous node. With the questions, as indicated in the 
example sets, answered by multiple persons, you get a distribution needed to fill the CPT’s or 
canonical parameter tables of the nodes. An example of the procedure to come from data to a table 
with probabilities is shown below. It contains fictional data. 
  
-----------------------------------------------------Example--------------------------------------------------------------- 
Assume the following data comes out of 100 interviews, divided over multiple projects in the same 
project-category. 
 
The state selection of root-node 2 of the Commercial Viability Risks is achieved by asking the 
question (question 1 of the root node questions): “What is the probability that the market targets 
selected are not based on convincing research data, low, medium or high?” This question delivers 
the data of table 14. 
 

 
 

Table 14: State partition of node 2 of the Commercial Viability 
Risks 

Magnitude # persons voted for this 
state 

High 60 

Medium 30 

Low 10 

 
 

 
 

 

 

Figure 23: CPT for root-node 2 of the 
Commercial Viability Risks 
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Out of the data of table 14, the following can be calculated: 
The state High has a chance of occurring: 60/100=0.6 
The state Medium has a chance of occurring: 30/100=0.3 
The state Low has a chance of occurring: 10/100=0.1 
These calculations deliver the CPT for node 2 as indicated in figure 23. 

 
The state selection of node 14 of the Commercial Viability Risks, given the state chosen by the 
interviewee of node 2 is achieved by asking a form of question 2 of the root node questions. As an 
example, an interviewee voted as a chance that the market targets selected are not based on 
convincing research data as high. The question for this table 15 will be: “what is the chance that a 
long term market potential is not to be expected when the market targets selected that are not 
based on convincing research data is high?” 
 # persons voted for the states 

States of node 14, given 
states voted by node 2 

States voted by the interviewees by node 2 

 High Medium Low 

High 50 5 0 

Medium 10 20 4 

Low 0 5 6 

Total persons 60 30 10 

Table 15: State partition of node 14 given the data of node 2 of the Commercial Viability Risks 

When the table is filled in correctly, note that the numbers in the last row are the same as in the 
previous table 14. The data provided in table 15 delivers the probabilities as indicated in table 16. 
This is the data needed to fill the orange area of figure 22. 
 
 # probabilities voted for the states corrected 

States of node 14, given 
state voted by node 2 

States voted by the interviewees by node 2 

 High Medium Low 

High 50/60 = 0.83 5/30 = 0.17 0 

Medium 10/60 = 0.17 20/30 = 0.66 4/10 = 0.4 

Low 0 5/30 = 0.17 6/10 = 0.6 

Table 16: Probabilities of the data provided in table 12 

The state selection of node 14 of the Commercial Viability Risks, given the state chosen by the 
interviewee of node 10 is achieved by asking a form of question 2 of the root node questions. This 
question delivers the data provided in table 17. 
 
 # persons voted for the states 

State of node 14, given 
state voted by node 10 

States voted by the interviewees by node 10 

 High Medium Low 

High 20 0 0 

Medium 40 20 0 

Low 20 0 0 

Total persons 80 20 0 

Table 17: State partition of node 14 given the data of node 10 of the Commercial Viability Risks 

The data of table 15 and 16 delivers the canonical parameter table of node 14 as is indicated in 
figure 24. 
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Figure 24: The canonical parameter table of node 14 

-----------------------------------------------------End of example------------------------------------------------------ 
 
The qualification procedure described in the previous section and the quantification method set out 
in this chapter delivers the two Bayesian Networks as in the figures 25 and 26. The probabilities in 
the figures are not displayed. 
 
For the design of the two Bayesian Networks extensions of the BNRDM, only the Noisy-MAX is used 
since all parent nodes must be able to influence the child node independent of the state of another 
parent node with the same child (see chapter 4). Furthermore, the variables have three states but 
can be extended to five. The usage of three states is chosen because the CPT values have to be 
reliable. When five states are added, the experts are also divided over five states and the “reliability 
power” of a state is decreased. Of course when the number of interviewees is sufficient, add the 
states “Very Low” and “Very High” to the possibilities (see appendix C and D for the 5 states BN 
designs). 
 
A final remark in quantifying the two Bayesian Networks: the appropriate number of persons to fill in 
a BN to make the outcomes reliable is unclear. Literature is not consistent, several studies speak of 
“experts” (Dίez and Drudzel, 2007; Gerssen, 2004; Korb and Nicholson, 2011; Bolt and Van der 
Graag, 2010; Sigurdsson et al., 2001) while others even about one “expert” (Galán and Dίez, 2000; 
Pradhan et al., 1994; Heckermann, 1993).  
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Figure 25: The Commercial Viability Risks BN 

Figure 26: The Organizational & Project Management Risks BN 
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5.2.The Bayesian Networks Risk Diagnosing Methodology 

As it is already stated in the name, the BNRDM is an extension of the original RDM developed by 
Keizer et al. (2002). It is an extension of the RDM since that technique is present in all the four 
phases of the improved risk management tool. To make this master thesis self-contained and 
complete as possible, parts described in this chapter are taken from the original RDM paper as far as 
needed. Furthermore, a sole description of the extension would be rather complex, cluttered and 
the oversight would be lost since the extension is intertwined in the original RDM and it alters the 
original methodology in different steps and in various areas. This chapter describes the improved 
risk management tool designed to manage risks in a single radical innovation project. 

Figure 27: Schematic overview of the Bayesian Networks Risk Diagnosing Methodology 
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As presented earlier, the BNRDM is subdivided into four phases: the risk identification phase, the 
prioritization phase, the mitigation phase and the risk tracking and control phase. An oversight of the 
BNRDM is given in figure 27. This figure describes which techniques and which steps are used in 
which phase of the improved risk management tool. Furthermore, it provides which section deals 
with which phase of the tool. A section describes the different steps to be taken in that particular 
risk management phase. The steps are taken from the original RDM and extended when needed for 
the BNRDM. 

5.2.1.BNRDM Introduction 
The Bayesian Networks Risk Diagnosing Methodology (BNRDM) is a risk management tools designed 
to initiate at the end of the feasibility phase of an innovation project. It identifies and evaluates risks 
in technological, organizational and business categories. The main effect of a risk is determined by its 
likelihood, its effects (impact) and the firm’s ability to influence the risk factors in the following 
categories (Keizer et al., 2002): 

1) Technological risk: product design and platform development, manufacturing 
technology and intellectual property. 

2) Market: consumer and trade acceptance, public acceptance and the potential 
actions of competitors. 

3) Finance: commercial viability. 
4) Operational risk: internal organization, project team, co-development with external 

parties and supply and distribution. 
 
The main question that resides from these risk categories is: what is new or different in the 
knowledge and skills this project or the company requires in general and the project team in 
particular (Keizer et al., 2002)? 
 
The BNRDM is conducted in an 11-step process. These steps are described in the coming sections. 

5.2.2.Risk Identification phase 
Step 1: Initial briefing 
The BNRDM is preferably executed with the help of an outside risk facilitator who has state-of-the-
art knowledge about product innovation. The advantage of an outside risk facilitator is that he has 
no direct stake in the project and is therefore seen as relative independent. The responsibility for the 
actual risk management of the project should stay nevertheless with the project leader. Because of 
the relative independence, the risk facilitator can ask questions unbiased by status, politics and what 
happened in earlier projects. Project members will be more likely to confide their worries to such a 
facilitator. The initial briefing step consists of a meeting between the project manager and risk 
facilitator in which they make appointments about specific project related topics and some general 
topics. Project-specific topics include its objectives, its unique characteristics and its stakeholders. 
The outcome of this meeting should be agreements between project manager and risk facilitator on 
actions to be taken and send invitations for a “kick-off” meeting for participants in the RDM process. 
It is important that the participants in this RDM-team have expertise in a various range of areas like 
technology, business and marketing. These experts can also be from outside the company. A RDM 
process team usually consists of 10 - 20 participants (Keizer et al., 2002). 
 
Step 2: kick-off meeting 
The participants for kick-off meeting are the project manager, the RDM team members and the risk 
facilitator. In this meeting the expectations of and plans for the RDM process are displayed to the 
project team members. It is to make sure that the team members know of what is expected from 
them in subjects like the expected input, level of involvement and amount of time it takes from the 
participants. Above all it is important to stress the confidentiality of the interviews and information 
provided by the participants (Keizer et al., 2002). 
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Step 3: individual interviewing of the participants 
Each project team member is individually interviewed by the risk facilitator to discover the potential 
severe risk issues in the project. They are interviewed individually with intend because it provides 
the participant the freedom of speech in what they perceive as the most risky aspects of the project. 
It furthermore prevents groupthink (Landy and Conte, 2007) and it prevents central tendency 
(Blumberg et al., 2005). 
 
Each interviewee is asked to study the project innovation charter, the project plan, the extensive risk 
reference list on twelve domains of potential risk issues in an innovation project (see appendix A),  
the list of potential risk issues in the two Bayesian Networks and the relations between the risks. In 
each new interview, the preceding interviews are taken into account, without mentioning a name, to 
verify the completeness and correctness of the already gathered risk issues (partly Keizer et al., 
2002). 
 
The protocol for the interviews is as follows (Keizer et al., 2002, adapted): 

- An introduction by the participant and the risk facilitator. In addition, the risk facilitator 
sets out the objective of the interview and underlines the confidentiality of the interview 
and the information provided by the interviewee again. 

- First a general introduction about the participants position in the organization and his 
link to the project. 

- Let the interviewee provide the “gaps” in the project according to his opinion. “What do 
you see as gaps in knowledge, skills and experience for this project?” and “Can these 
gaps be bridged within time and resource constraints of the project?” 

- Referring to the extensive risk list of appendix A and the two Bayesian Networks: “what 
other gaps might be difficult to bridge?” The goal is to find out whether there might be 
“evidence” for the parents 2, 3, 4, 7, 10 to 14 and 17 of the “Commercial Viability Risks” 
BN and/or for the parents 1, 2, 4 to 7, 10, 12 to 14, 17 to 19, 21 and 22 of the 
“Organizational and Project Management Risks” BN. When the participant is pointed at 
the BN’s he might get inspiration of potential risks described in those risk lists and a 
question can be developed around this potential risk in the next step. 

- By closing the interview, the risk facilitator should pose the question: “Did we forget 
something?” 

- Final steps of the interview: the risk facilitator briefly explains again what the 
interviewee can expect next, namely the risk questionnaire and the risk management 
session. 

 
5.2.3.Risk Prioritization phase 
Step 4: Development of a risk questionnaire by the risk facilitator 
Out of the results of the interviews, a risk questionnaire is made by the risk facilitator in which the 
critical issues are transformed in positive statements of “objectives to be realized”. For example 
when an interviewee notes: “We will be using a new ingredient in our product solution, and I have 
read in a journal that this material sometimes causes skin irritations”, the statement should be 
transformed in: “The new product formula will be safe to use also for people with a sensitive skin.” 
As mentioned earlier, the prospect theory of Kahneman and Tversky (1979) states that negative 
framing of risks induces more positive perceptions than positive framing. In risk identification it is 
important that risks are not accepted easily, therefore positive statements are preferred. For 
example, people tend to respond to negative statements with: “It is not that bad”, while they 
respond to a positive statement with: “They may suppose so, but I am not that sure.” The critical 
issues are clustered according to the risk categories distinguished in the risk reference list (Keizer et 
al., 2002). 
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Step 5: Answering the risk questionnaire by project team members. 
Each individual team member is asked to fill in the questionnaire with the positive risk statements. 
Each risk statement is composed of three sub-risk statements which are judged by the team 
members on a 5-point Likert scale. The three sub-risk statements include: “The level of certainty that 
the objective formulated in the risk statement will be realized”, “The ability of the team to reach an 
appropriate solution using the project’s allocated time and resources” and “The relative importance 
of the objective to project performance” (see figure 28). 

Figure 28: Example of part of a risk questionnaire, adapted from Keizer et al. (2002). 

The questions should be answered as completely as possible by the participants, but they should not 
fill in issues they have no idea or opinion about. A typical questionnaire consist of 50-60 questions 
and the average time to complete it is 45-60 minutes (Keizer et al., 2002). 
 
Step 6: Constructing of the risk profile by the risk facilitator.  
The risk profile that is made out of the questionnaires by the risk facilitator consists of the degrees of 
the risks perceived by the majority of the participants (the “cum %”-line in figure 29) and a 
distribution of their perceptions (the “50%”-line in figure 29). The score is marked where there is at 
least 50% of the support for that particular risk on the 5-point scale (see the dot in figure 29). This 
dot provides a first glimpse of the thinking of the majority of respondents. The next task of the risk 
facilitator is to classify the risk statements in two ways. The first stage is the classification of every 
risk statement along the three parameters: “The level of certainty that the objective formulated in 
the risk statement will be realized”, “The ability of the team to reach an appropriate solution using 
the project’s allocated time and resources” and “The relative importance of the objective to project 
performance” by following the rules (Keizer et al., 2002): 
 
(“*”): At least 50% of the scores are 1 or 2 on the 5-point scale (1 being “very risky”), and there are 
no scores of 5 on the 5-point scale. 
(“0”): At least 50% of the scores are 4 or 5 on the 5-point scale, and there are no scores of 1 on the 
5-point scale. 
(“m”): At least 50% of the scores are 3 on the 5-point scale, and there are no scores of 1 or 5 on the 
5-point scale. 
(“?”): For all remaining cases. There exists a lack of consensus, visible in a wide distribution of 
opinions. After discussion with the interviewees, the “?” scores may be changed to one of the other 
three. 
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Figure 29: Part of a project risk profile, adapted from Keizer et al. (2002). 

The second stage is the classification of each risk statement by the risk 
facilitator into a so-called “risk class” by examining the three parameters 
of each risk statement. The following risk classes are used or a 
combination of them to extend the scale in more detail: S = safe, L = low, 
M = medium, H = High, F = fatal (see table 18). When a particular risk 
statement scores “*,*,*”, (the three parameters of this risk statement) this 
results in the highest risk class and yields that when this risk is not taken 
care of, it would be fatal for the project. The combination of scores in the 
three parameters and their corresponding risk class is presented in 
appendix B. In case of a non-consensus in opinions of a risk statement, the 
risk score is represented by a combination of a high risk class with a low 
risk class letter. See for example the third risk statement in figure 29: L-F. 
This lack of consensus should be solved after discussion and clarification 
only in another letter, for example from L-F to F, when the team as a 
whole is convinced about the new classification. The mayor contribution of 
this feature is that one team member can have a different opinion and is 
not cancelled out by the mass. What would be the case when the average 
score was taken (Keizer et al., 2002).  
 
Step 7: Team discussion. 
The risks identified in step 6 that reached a non-consensus need to be 
discussed in a group session with the RDM participants, the project team 
leader and the risk facilitator. The goal of this meeting is to achieve a 
consensus, after a thorough discussion and clarification, about those risks 
and to change the risk classification in another letter when the whole team 
is convinced about this new classification. 
 
 
Step 8: Constructing of the risk profile by the risk facilitator 2. 
This first stage of this step consists of identifying which significant risks identified in the second stage 
of step 6 and step 7 are also risks described in the BN’s. The risk classes of these risks have to be 
converted in risk states that can be used to fill the BN’s. In table 19 the risk classes of the RDM are 

 

RDM 

F 
H-F 
M-F 

L-F 
S-F 
H 

M-H 
L-H 
S-H 
M 

L-M 
S-M 

L 
S-L 

S 

  
Table 18: RDM 
classification table 
(adapted from 
Keizer et al. (2002) 
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described at the left and the corresponding risk state is 
set out at the middle and the right of the table for the 5-
state BN’s and 3-state BN’s respectively. The risk classes 
are converted for the 3-state BN in such a way that 
when the risk class is H or S, the risk is “promoted” a risk 
degree higher with high and low respectively. It is better 
to set the risk on the risk prioritization list with a slightly 
too high risk indication and to prevent that the risk will 
go to a higher perceived risk due to a good mitigation 
strategy than to neglect that the perceived risk can 
evaluate to that and set the risk initial to a lower state. 
 
The second stage is the analysis of the two Bayesian Networks by the project manager and the risk 
facilitator by filling in the evidence in the parent nodes gathered by the conversion in stage 3. Filling 
in the evidence in the BN’s can make the insight that risks that were not perceived medium, high or 
very high by the participants can become medium, high or very high through interaction-effects 
among the risks. The new project threatening risks should be added together with the threatening 
risks identified in step 6 and 7 on the risk prioritization list. 
 
5.2.4.Risk Mitigation phase 
Step 9: Preparing of risk management session by the project manager and the risk facilitator. 
This step is the preparation of the risk management session by the project manager and the risk 
facilitator. The aim of this meeting is setting up an agenda for the risk management session and 
discuss whether the risks should be tackled in a plenary session or in sub-groups (Keizer et al., 2002). 
 
Step 10: Risk management session with the project manager, RDM team and risk facilitator.  
This session is meant to provide answers and actions to the risk identified in the previous steps. This 
is done in a two-way process in which the first is to create a common understanding of the risks and 

RDM 
5-state 
BN 

3-state 
BN 

F Very High High 
H High High 
M Medium Medium 
L Low Low 
S Very Low Low 

      
Table 19: Conversion table 

 

 

Above:  
Figure 30: part of a Bayesian Network with strengths of 
the nodes displayed 

Left: 
Figure 31: the option in GeNie “strength of influence” 
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to provide general ideas of managing them and set out which risks should be managed. Which risks 
should be managed depends on the interaction-effects among the risks perceived. Stated 
hypothetically, it could be the case for example that it is cheaper or easier to mitigate two medium 
risks that have influence on a risk perceived as high, than trying to mitigate that particular high 
perceived risk. That way, the cheapest or easiest solution can be chosen. Another hypothetical 
example is that when two risks have such an influence on another risk that the perceived risk level of 
that risk becomes high and should be mitigated, it could be the case that mitigating of one of those 
risks is enough and they don’t have to be mitigated both. To help to decide which risks should be 
mitigated, GeNie provides an oversight in which is indicated how much parent nodes influences one 
child node (see part of a network in figure 30). The thicker the arc is drawn, the fewer parents 
influence the child node. This oversight can be easily created by choosing the option “strength of 
influence” in GeNie in the menu “network” (see figure 31). 
 
The general idea cultivation consists out of brainstorming sessions and out of consulting the 
database. The database ensures that knowledge of risks built in the past do not disappear when 
certain experts leave the organization. Furthermore, the consultation of the database prevents that 
failures and pitfalls made in the past are not made again and success factors are repeated. New 
ideas or adaptations can be generated and when proven successful at the end of the project, added 
to the database. 
 
The database consists out of the following data (inspired by Williams (1994), see chapter 3): 

- Event: Includes a description of the risk and its likelihood of occurrence. 
- Impact: Includes the severity of the impact and the object(s) of the project on where the 

risk has its impact (including other risks). 
- Actions taken: 

 Success factors: Mitigation strategies those were successful in handling the 
particular risk. 

 Failures: Mitigation strategies that failed to handle the particular risk or weren’t that 
successful. 

 
The second part consists of splitting up the group into sub-groups of which each sub-group develops 
an action plan and work out the generated ideas for a particular risk. In the action plan should be 
formulated what needs to be done, by whom and when (Keizer et al., 2002). The sub-groups are 
most effective when composed of an odd number of members and are made up of five or seven 
persons. Research states that groups with an odd number of team members and the mentioned 
group size have the best elements of both small and large groups. An odd number of members 
eliminate the possibility of ties when votes are taken. The group size is large enough to form a 
majority and allow for diverse input, but small enough to avoid negative outcomes of large groups 
like domination by a few group members, development of subgroups and needed excessive time to 
reach a decision (Robbins, 2003). 
 
5.2.5.Risk Tracking and Control phase 
Step 11: Drawing up and execution of the risk management plan.  
The risk management plan consists of the risks identified, the action plans for each of the diagnosed 
risks, who is responsible for each of those risks, how much time and resources a specific action plan 
will take and how the progress and reports of those plans are reported. This plan creates the insight 
for management in the feasibility phase of the project and makes them able to decide upon a “go/no 
go”-decision. The action plans made by the subgroups are documented in risk tracking forms (see 
figure 32) in which information about the status and progress of each individual risk is captured. 
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Figure 32: Example of a risk tracking form, adapted from Keizer et al. (2002) 

Figure 33: Risk milestone chart 

To gain insight in the remaining total project risk, the project team leader fills the BN’s with new 
evidence (perceived risk according to the sub-group) each time a milestone in the action plan is 
accomplished in the individual risk mitigation strategy. The perceived risk level in the sub-group is 
determined by measuring the perceived risk level of each sub-group team member. This perceived 
risk level should consist out of the parameters to what degree each sub-group member will be able 
to complete his task for the next milestone in time. It is important that the results of this little 
questionnaire should not be mediated but should be treated as the results of the large questionnaire 
in distribution. The argument for measuring the distribution is that when a sub-group team member 
notices that the chance of not fulfilling his task on time is very high, that this reflects the whole 
schedule of the milestone and not only the schedule of his task.   
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After the updating of the BN’s with the new evidence, the new data is added to the modified risk 
milestone charts of Pennock and Halmes (2002) of the individual risks. Because of the interaction-
effects in the BN’s, it can therefore be possible that a milestone reached in the risk mitigation 
strategy of a certain risk that is completed, has its effects on another risk. This milestone appears 
therefore not only on the risk milestone chart of the first risk, but also on the chart of the other risk. 
Suppose there are two identified risks, node 2 and node 18 of the organization and project 
management risks that need to be mitigated. In figure 33 a milestone in the action plan of node 2 
has its influence on the risk perceived in node 18.  
 
After completing a total risk mitigation strategy for a certain risk, the database is updated with the 
successes and failures of the risk mitigation strategy for that particular risk and the risk milestone 
charts deliver the history of that particular risk with the milestones of the risk mitigation strategy.  
 
As a final task, the BN’s probabilities are updated each time a project is complete. This way a history 
is also built up in the probabilities of the BN’s what make them more reliable each time a BNRDM 
procedure is executed. The “original” probabilities delivered the basis for the BN’s and delivered the 
current state of the company at that moment in risk management. With updating the probabilities, 
the progress of the company in risk management is recorded. The evidence that is collected in step 8 
is added after project completion to the probabilities of the particular risks. The evidence is added 
the same way as the “base” Bayesian Networks are built up as explained in section 5.1.2. As an 
example consider the tables below. The left table is the same as table 14 in section 5.1.2. and the 
right table is the adapted form after adding evidence of a new project. Suppose that the number of 
participants that filled in the questionnaire is 10. In step 8 they decided that the perceived risk level 
of the risk mentioned in the table is of medium level. This evidence is put in the Bayesian Networks 
and after project completion it is added to the probabilities of the Bayesian Network. 

Table 20: Left, original probabilities of a risk node. Right, probabilities of a risk node after project completion 

5.2.6.Time commitment for conducting a BNRDM 
The time commitment for conducting a full BNRDM is slightly different than the original RDM. The 
difference in time commitment is primarily adjusted to the extra step in the BNRDM: step 7. The 
team discussion committed in step 7 is meant to solve the discrepancy in the perceived risks with 
large variance. This is needed to be able to fill the BN’s in step 8. The team discussion will take about 
a half day. This causes a time commitment for project team members, invited stakeholders and 
experts of 2 days, 3 days for the project manager and about 7-8 working days for the risk facilitator. 
The BNRDM can therefore be conducted in 1-2 weeks (timeframe from Keizer et al. (2002) adapted 
for the BNRDM). 

6.Evaluation and validation 
The goal of the validation of the BNRDM was to get feedback if this design exploration provides 
managers with the right answers to make a sound decision about the “go/no go” -option for a 
project in the feasibility phase. Furthermore, the validation was meant to determine the “user 
experience” with the design. i.e. whether the design was easy to use and in what kind of situation 
the user would use the BNRDM. The answers provided would make a sound argumentation whether 
the exploration of the BNRDM should be continued in this direction. 

Magnitude # persons voted 
for this state 

 Magnitude # persons voted for this 
state with evidence 

High 60  High 60 

Medium 30  Medium 40 

Low 10  Low 10 
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The interviews consisted out of a presentation of how the BNRDM works. After this presentation the 
interviewee was asked what the advantages or disadvantages were according to their experience in 
risk management when they would apply this methodology. They were also asked whether they 
would apply the BNRDM in their own organization or what adaptations were needed to make it 
suitable. To prevent that the interviewee was thinking in the same direction as previous 
interviewees, the points made by previous interviewees were not mentioned in order to make a 
completely new set of points possible compared to other interviews. Only when the interviewee was 
by him or herself going in the same direction as a previous interviewee, the points made by the 
previous interviewee(s) were exposed. These interviews were not held to verify points made by 
other managers in previous interviews since every point that a manager remarks and sounds 
plausible is considered as important. Furthermore, it would not be a doable situation due to the 
limitate time of the researcher, to verify all points made again so a distribution can be made out of 
it. In that case the first 7 managers have to be interviewed again after the 8th interview is completed. 
Therefore a distribution of how they think about each point is not supplied. 
  
The interviews are held with 8 managers who have dealt with or are dealing with risk management 
in innovation projects. For their experience see appendix G. The next section summarizes the points 
that came out of the interviews without providing the name and company of the manager since it 
would add no further valuable information when known. 
 

6.1.Validation 
Out of the interviews the following points were made: 
 

- High opportunities are expected about the tool in the case of a company that needs to 
be restructured because of ongoing unprofitable high innovative products. This is due to 
a lack of proper communication between R&D and upper management and the failure to 
make what the market demands. The BNRDM is that analytic that it may convince upper 
management to change the direction of the company. The BNRDM does not only 
provide information about the project itself, but displays also a reflection of the 
company as a whole and thereby showing what might be wrong about certain 
procedures (5 managers agree with this point). 

 
- It is remarked that when there was a non-consensus about a perceived risk level, it could 

be the case that management analyses why there was no consensus about that 
particular risk and comes to the conclusion that it should be “Michael” that has the 
different opinion. Because Michael is seen (known) by management as the person that is 
always recalcitrant and the consequence is that management dismisses that opinion. 
The solution at this point is that the risk management tool should be supported by upper 
management whatever the outcome is. The experience of Keizer et al. (2002) with this 
groupdynamic bias is that the RDM procedure allowed a lot of issues that were festering 
under the surface to be raised in a constructive manner. Because people like Michael 
could speak out their concerns and clarify their point of view in their perceived risk in 
the RDM, the issue is not kept under the surface during the project and strengthens the 
team’s harmony and team ownership for the whole project (based on the experiences 
by Dr. Keizer and confirmed by 3 managers). 

 
- It appears that the BNRDM might be very well suited to be used within a couple of 

companies. Many managers are very interested. However, some plead for a slightly 
adapted form that enables the possibility to use general applicable BN’s for all the 
product categories that the company is in instead of a specific BN for each product 
category. This way, the model would be easier to maintain. The slightly adapted form 
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should also have its impact on the step 4 and 5 of the BNRDM process in the sense that 
75% of the questionnaire should be the same for all projects and about 25% project 
specific, in order to speed up the RDM process and make it more suitable for smaller 
projects (7 managers agree with this point). 

 
This master thesis describes the general rules of the game for conducting a BNRDM. 
With adaptations by making it less general and more company specific it is possible to 
fulfill the needs. 
 

- The FMEA is used in two companies to discover in detail the technical issues around the 
project. One manager believes that there are no interaction-effects in technical risks. 
However, whether or not there are interaction-effects between technical risks is a non-
consensus among the managers. (Three managers think interaction-effects exist in 
technical risks, one disagrees.) 

 
- To be able to track risks, the risk and control phase should have a small questionnaire for 

each sub-group team member in which the perceived risk level for that particular risk 
can be tracked. This small questionnaire should contains questions like: “To what degree 
the sub-group team member understands his tasks” and “to what degree the sub-group 
team member is able to complete his task in time”. The team members should be able 
to complete this small questionnaire within 15 minutes. (Two managers agree with this 
point.) 
 
The small questionnaire in the tracking and control phase is needed, but it is another 
research project to understand and investigate which questions should fulfill the need. 
 

- Step 10 should be automated. Instead of exploring the options manually which risks are 
best to mitigate to obtain the most optimal result, the program should provide the 
options which risks should be mitigated to show the answer which variation in risk 
delivers the most variation in another risk that should be mitigated. For example, see 
figure 26, the program should deliver that when risk 10 needs to be mitigated, it is best 
to first mitigate risk 1 to the low perceived risk level. After that is achieved, it is best in 
time, resources and complexity to mitigate risk 2 to the low perceived risk level to 
further decrease the perceived risk level 10 compared to trying to mitigate risk 1 to the 
very low perceived risk level. (One manager remarked this point.) 

 
Part of this answer can be achieved by applying so-called “influence diagrams” in the 
model. The draw-back of these influence diagrams are explained in chapter 4: “of each 
input node the user wants to analyze what the effects of the different inputs are on the 
outcome, a special node has to be added to the model.” This special node has to be 
filled with an utility function consisting out of parameters like cost, complexity and 
resources and the effect has to be determined of which utility is gained when the risk is 
lowered one level. Even more, like the probabilities of the BN, all the utility functions of 
these nodes also have to be updated. Since it alters many aspects in the Bayesian 
Networks physically, it needs to be further investigated what would be the appropriate 
solution. Another solution is using another program to model Bayesian Networks. 
Instead of using GeNie of which the license is free of charge, it should be considered 
whether it is profitable to purchase a license of for example the program Netica. Netica 
can do sensitivity analysis without creating influence diagrams and therefore might have 
the right solution for this problem.  

 



49  

 

- The BNRDM obliges the manager to structurally work on risk management instead of 
applying risk management in “ad hoc”-mode and act upon the “feeling” of a manager. 
Since the tool provides statistical history and does not follow the feeling of one manager 
by a “go/no go”-decision of a project, the final decision can be better accepted by 
people who are involved in the project in the sense that not one person makes the 
conclusion that their project should be ended. (Three managers agree with this point.) 

 
- Not every risk has the same influence on another risk. Different risks should have a 

weighted influence on another risk. As an example see figure 26. Risk 1 and 2 have in 
this picture the same weighted influence on risk 10. (Two managers remarked this 
point.)  

 
The weights of the arcs can be easily adapted in GeNie. Further research for this option 
should contain the question what should be the parameters to determine the weight of 
the different arcs. Or in other words: what parameter delivers the importance of an 
influence on another risk. It is however not needed. The influence of a risk on another 
risk is already secured in the probabilities and the risk levels of the variable. When a 
node has a parent, the influence of the parent node on the child is already defined in the 
CPT of that child node. It reflects the chance (influence) that the child node will be in a 
certain state (weight), dependent on the state of the parent node. 

 
Some final remarks: all managers stress the high importance of applying a risk management tool and 
were very enthusiastic when I explained my design. One very experienced manager noted: “The 
design is a fantastic beginning of something of such great importance and the final design will be 
that big that you can fill your promotion research with it and eventually have work in designing until 
you are going to retire. The tool is explained in the radical innovations projects setting, but I can 
mention many other disciplines where they should use this.” 
 

6.2.Evaluation 
The managers were very enthusiastic when the tool was explained. They see further possibilities and 
provide new ideas to add to the exploration design to make it a complete tool. Some are even 
interested about co-developing the complete BNRDM. Out of the interviews, there can only be 
concluded that the exploration in this master thesis provide a very good base track to build upon for 
the eventually complete Risk Diagnosing Methodology Plus. 
 

6.3.Implementation 
Since the BNRDM takes a reasonable amount of resources in the form of man hours, the tool is 
mostly suited for breakthrough projects or projects that have significant impact on the business of 
the firm and therefore costs a lot of money. It might therefore also be recommended to commit a 
complete RDM procedure more than one time (Keizer et al., 2002). As remarked by the managers, 
when the large questionnaire is altered in that 75% of the questionnaire is the same for all projects 
and about 25% is project specific it is possible to speed up the RDM process and make it more 
suitable for smaller projects. 
 
The presented design is suitable for SME projects only when one bears to mind that the design 
becomes more and more statistically robust when more data of more different persons is entered. 
As stated earlier, it is at this point not clear what would be a sufficient amount of persons that have 
to fill in the BN’s history to be reliable. 
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7.Conclusions, further research options and limitations 

The aim of this thesis was the following main research objective: 
Combine the best techniques for the particular phases in risk management in one improved risk 
management tool. 
 
And the following research objectives: 
Find a technique that provides a clear oversight of (multiple) cause and (multiple) effect chains 
between risks in order to detect the interaction-effects between the risks. 
 
Find a technique that can be easily updated when new perceived risk level information is available. 
 
Find a technique that is suitable to capture such knowledge that it is possible to make the tool more 
and more robust everytime it is used.  
 
These objectives are fulfilled in this exploration research by combining the Risk Diagnosing 
Methodology of Keizer et al. (2002), a database, the modified risk milestone charts of Pennock and 
Halmes (2002) and the construction of two Bayesian Networks. The RDM shows which risks have the 
most variation in risk level and which risks are perceived as most risky individually. The two BN’s 
make the original RDM procedure more robust since they show the interaction effects between the 
risks. This insight is created with the BN’s in the most important risks in the organizational and 
project management and commercial setting. Furthermore, the database prevents reinventing the 
wheel by recording the pitfalls and successes of past projects and therefore delivers part of the 
knowledge for a successful mitigation strategy. The risk milestone charts fulfills the need for a clear 
oversight of the perceived risk level after accomplished milestones in the risk mitigation strategy. 
Finally, the results obtained by each BNRDM session are recorded in the Bayesian Networks to build 
up history and make the tool more and more robust everytime the BNRDM procedure is executed. 
 
Out of the validation it appears that with the exploration done in this thesis, the right direction for 
extending the RDM is chosen. The managers do not only determine possibilities for the risk 
management tool in risk management per project. But also emphasize the possibilities for identifying 
problems on a higher level in the company or even for risk management in other disciplines. The 
validation delivered also some further research options:  

1) It appeared that step 10 should be automated. Instead of exploring options manually 
which risk should be mitigated to get the optimal solution, the model should provide 
these answers. Part of this can be achieved by adding “influence diagrams” to the 
Bayesian Network or design the Bayesian Networks in another program. It should 
however be investigated how the influence diagrams should be added to the model and 
whether this will deliver the desired solution or that the design of the networks has to 
put in another program. 

2) To make the update of the perceived risk of the sub-group of a particular risk in step 11 
more reliable, this perceived risk should be determined by a more detailed “sub-
questionnaire” for each sub-group team member. Items that should be in that 
questionnaire should be investigated but one can think of items like: “Does the team 
member understand the (sub-)task for the next milestone he should accomplish?”, 
“Does the team member accomplish his task for that next milestone within time and 
resources?”.  

3) In order to speed up the RDM procedure and to make it more suitable for smaller 
projects, 75% of the large questionnaire should be the same for all projects and 25% 
should be project specific. It should be investigated whether this is feasible. It would be 
a nice discussion because a statement against this 75% would be that it might block new 
risks to be discovered. 
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Other research options that did not directly come out of the validation are summarized below. Point 
2 and 3 can be considered as further research options that can speed up the BNRDM procedure: 

1) An extension of the two BN’s described in this thesis can be made. The two BN’s consist out 
of the most important parts of the Commercial Viability Risks and the Organizational and 
Project Management Risks. Even more, it may be possible to construct BN’s for all the other 
domains in the risk reference list. All these other domains can be connected under the node: 
“Project risk”, in order to get one clear score of the total risk the project is facing. This way, 
the risk identification can be limited to searching for evidence to fill the BN’s. With the inter-
action effects, a risk prioritization list can be made out of the different BN’s.  

2) Chapter 5.2 can be partly automated. It would be a discussion whether the risk identification 
phase can also be automated by a web-based questionnaire. When this phase would be 
done via a web-based questionnaire, new risk items might not be discovered. The 
questionnaire is at that time solely based on risks identified in the past and whether they 
also occur in the coming project. The questions come at that time out of a database. If we 
leave the identification phase not automated and automate the prioritization, mitigation 
and risk tracking and control phase, it can be built as follows. The risk identification phase is 
still done via interviews. The risk facilitator develops the risk questionnaire in a web-based 
design. This has the advantage that results that come out of the questionnaire are calculated 
by the computer and do not have to be calculated by hand. By those risks there is non-
consensus about the risk level, a discussion session with the risk facilitator, project manager 
and the team members takes place (step 7). After this session, the risk facilitator is able to 
change only the risk perceived values of those “original non-consensus perceived risks” and 
fills in the risk perceived level as agreed on in step 7. Assuming that BN’s are constructed for 
all the risk domains, the web-based questionnaire “fills in” the evidence in the BN’s. The 
BN’s are constructed in a programming language called “SMILE”. Where GeNie is the 
Graphical User Interface (GUI) in where you can drag-and-drop nodes, arcs and construct 
CPT’s, SMILE is the platform independent library of C++ classes of GeNie. C++ is one of the 
most used programming languages in the world. To name a few, Microsoft Windows and all 
Linux and Unix based operating systems (OS) have been built in this programming language. 
This way, the web-based questionnaire can fill the programmed BN’s with evidence and the 
inter-action effects can be studied. It is even possible to program that the risk milestone 
charts will be updated when new evidence is filled in the Bayesian Networks. 

3) Chapter 5.1 can also be automated. For example, when chapter 5.1.1. would be done via a 
web-based questionnaire, this questionnaire can generate as it were the variables (risk 
items) and draws the connections (arcs) between them by posing the right questions. This 
leaves out the variables and connections that are not applicable for this kind of projects or 
this sort of companies. This web-based questionnaire contains the suitable variables and 
their connections and can generate the C++-code for the construction of the BN’s (the 
qualitative part). Via another web-based questionnaire constructed out of the results of the 
first questionnaire (because the questions have to be based on the variables selected in the 
first questionnaire) which is posed to interviewees over multiple projects in the same 
category, the CPT-values are extracted (chapter 5.1.2.). The program that holds the values of 
this questionnaire “searches” in the code generated by the first questionnaire, where the 
CPT’s should be placed and generates and places a C++-code in these spots. 

 
Finally, the limitation of this study is that I was unable to find arguments of what would be the 
appropriate number of persons to fill in a BN to make the outcomes most reliable. Literature is not 
consistent, several studies speak of “experts” (Dίez and Drudzel, 2007; Gerssen, 2004; Korb and 
Nicholson, 2011; Bolt and Van der Graag, 2010; Sigurdsson et al., 2001) while others about one 
“expert” (Galán and Dίez, 2000; Pradhan et al., 1994; Heckermann, 1993). Further research has to be 
done on this matter. Furthermore, the BNRDM uses a reasonable amount of man hours. Therefore, 
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the tool might not be appropriate for innovation projects which do not exceed a certain amount of 
budget and time. The BNRDM is therefore most suited for breakthrough projects or projects with a 
significant impact on the business of the firm (Keizer et al., 2002). 
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Appendix A: Risk reference list of the Risk Diagnosing Methodology (Keizer et al., 2002) 
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Appendix A (continued) 
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Appendix A (continued) 
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Appendix A (continued) 
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Appendix B: Score list with the translation into risk classes (Keizer et al., 2002) 
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Appendix C: The two Bayesian Network of the Commercial Viability Risks with five states 
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Appendix D: The two Bayesian Network of the Organizational and Project Management 
Risks with five states 
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Appendix E: Noisy-MAX calculation examples 

Example 1: 

 

   

  A B 

High 0.2 0.8 

Medium 0.1 0.1 

Low 0.7 0.1 

Absent 0 0 

 
  A  

  High Medium Low 

Y=High 0.2 0.1 0 

Y=Medium 0.1 0.1 0.1 

Y=Low 0.7 0.8 0.9 

Y=Absent 0 0 0 

 
  B  

  High Medium Low 

Y=High 0.3 0.4 0.7 

Y=Medium 0.2 0.3 0.3 

Y=Low 0.5 0.3 0 

Y=Absent 0 0 0 

 
  A  

   
  High Medium Low 

Y=High 1.0 1.0 1.0 

Y=Medium 1-0.2=0.8 1.0-0.1=0.9 1.0-0.1=0.9 

Y=Low 1-0.2-0.1=0.7 1.0-0.1-0.1=0.8 1.0-0.1-0.9=0 

Y=Absent 1-0.2-0.1-0.7=0 1.0-0.1-0.1-0.8=0 0 

 
  B   Leak 

  
  High Medium Low   

   

Y=High 1.0 1.0 1.0 Y=High 1.0 

Y=Medium 1-0.3=0.7 1.0-0.4=0.6 1.0-0.7=0.3 Y=Medium 1.0 

Y=Low 1-0.3-0.2=0.5 1.0-0.4-0.3=0.3 1.0-0.7-0.3=0 Y=Low 1.0 

Y=Absent 1-0.3-0.2-0.5=0 1.0-0.4-0.3-0.3=0 0 Y=Absent 1.0 

 

                                          
                       

                         
                                         

                    
                      
                                 

                                         

1)                           1 * 1 * 1 = 1 

2)                                
                         0 * 0 * 1 = 0 

3)                               0.9 * 0.7 * 1 = 0.63 
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Example 2: 

 

 
 
 
 
 
 

   

  A B 

High 0.9 0.1 

Medium 0.1 0.2 

Low 0 0.7 

Absent 0 0 

 
  A  

  High Medium Low 

Y=High 0.2 0.1 0 

Y=Medium 0.1 0.1 0.1 

Y=Low 0.7 0.8 0.9 

Y=Absent 0 0 0 

 
  B  

  High Medium Low 

Y=High 0.9 0.8 0.7 

Y=Medium 0.1 0.2 0.3 

Y=Low 0 0 0 

Y=Absent 0 0 0 

 
  A  

   
  High Medium Low 

Y=High 1.0 1.0 1.0 

Y=Medium 1-0.2=0.8 1.0-0.1=0.9 1.0-0.1=0.9 

Y=Low 1-0.2-0.1=0.7 1.0-0.1-0.1=0.8 1.0-0.1-0.9=0 

Y=Absent 1-0.2-0.1-0.7=0 1.0-0.1-0.1-0.8=0 0 

 
  B   Leak 

  
  High Medium Low   

   

Y=High 1.0 1.0 1.0 Y=High 1.0 

Y=Medium 1-0.9=0.1 1.0-0.8=0.2 1.0-0.7=0.3 Y=Medium 1.0 

Y=Low 1-0.9-0.1=0 1.0-0.8-0.2=0 1.0-0.7-0.3=0 Y=Low 1.0 

Y=Absent 0 0 0 Y=Absent 1.0 

 

                           
                             
                                           

 

 

                                          
                       

                         
                                         

1)                           1 * 1 * 1 = 1 

2)                                
                         0 * 0 * 1 = 0 
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Appendix F: Calculations done in BN  

This appendix shows an example of the calculations done in Bayesian Networks when the effect of 
“evidence” is propagated in the network either by forward or backward reasoning. 
 

 
 
With the given network and probabilities (figure 33), the examples of inference can be provided. The 
forward propagation of all variables are calculated as follows: 
In general, the total probability is:                                 
 
                                                                  
                                                                     
                                                                        
 
This computation clearly shows that calculation of each variable needs information from its parent. 
This is called the message passing algorithm in which each node passes to its child a message needed 
to calculate the probabilities of that child. 
 
Suppose that X is instantiated for x1, the following calculations can be made: 
               
 
                                                     
                                        
                              
 
                                                       
                                        
                                  
 
These calculations show how downward propagation of messages is used to calculate the 
conditional probabilities of variables below the instantiated variable. 
 
Suppose that W is instantiated for w1, then backwards propagation is used: 

                    
                      
                                 

                                    
                           

                             
                                        

3)                               0.9 * 0.1 * 1 = 0.09 

 
 

Figure 34: Example of Bayesian Network shown 
in a, adapted from Neapolitan (2004).  

The prior probabilities of the variables in the 
network are shown in b. Each variable has only 
two values, therefore the probability of only one 
is shown in a. 
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Appendix G: Managers’ specifics 

This appendix gives more detail about the current and past occupations of the managers that 
provided the validation of the design. The past occupations of a manager are listed only when there 
can be made a reasonable assumption that the occupation added experience in project risk 
management.  
 
Profile 1 
Current: Program Manager at an electronics manufacturer 
Past:  

- Program/Project Manager in the telecom industry 
- Marketing Manager & Manager Development at an electronics manufacturer 
- Researcher at laboratory 

 
Profile 2 
Current: Owner of company 
Past: 

- CEO of actuary at a bank 
- Head Project Management and Quality Assurance at an electronics manufacturer 
- Marketing Manager Europe of a division of an electronics manufacturer 

 
Profile 3 
Current: Owner of a company that does project management of innovation projects 
Past: 

- Project Manager at diverse innovation based companies 
- Information Manager 

 
Profile 4 
Current: Project Leader/Manager Finance at an electronics manufacturer 
 
Profile 5 
Current: Manager R&D group at an electronics manufacturer 
Past: 

- Unknown 
 
Profile 6 
Current: Managing Director of a consultancy in technology 
Past: 

- CTO at a micro process technology manufacturer 
- CEO at an electronics manufacturer 
- Managing Director  

 
Profile 7 
Current: Owner of a company that improves project management within other companies 
Past: 

- Director and Project Manager 
- Senior Consultant 
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- Project Leader and head of department at a university 
 
Profile 8 
Current: Program Manager at an electronics manufacturer 
Past: 

- Project Leader at an electronics manufacturer 
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